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Abstract

Background: Digital interventions targeting common mental disorders (CMDs) or symptoms of CMDs are growing rapidly and gaining popularity, probably in response to the increased prevalence of CMDs and better awareness of early help-seeking and self-care. However, no previous systematic reviews that focus on these novel interventions were found.

Objective: This systematic review aims to scope entirely web-based interventions that provided screening and signposting for treatment, including self-management strategies, for people with CMDs or subthreshold symptoms. In addition, a meta-analysis was conducted to evaluate the effectiveness of these interventions for mental well-being and mental health outcomes.

Methods: Ten electronic databases including MEDLINE, PsycINFO, and EMBASE were searched from January 1, 1999, to early April 2020. We included randomized controlled trials (RCTs) that evaluated a digital intervention (1) targeting adults with symptoms of CMDs, (2) providing both screening and signposting to other resources including self-care, and (3) delivered entirely through the internet. Intervention characteristics including target population, platform used, key design features, and outcome measure results were extracted and compared. Trial outcome results were included in a meta-analysis on the effectiveness of users’ well-being and mental health outcomes. We also rated the meta-analysis results with the Grading of Recommendations, Assessment, Development, and Evaluations approach to establish the quality of the evidence.

Results: The electronic searches yielded 21 papers describing 16 discrete digital interventions. These interventions were investigated in 19 unique trials including 1 (5%) health economic study. Most studies were conducted in Australia and North America. The targeted populations varied from the general population to allied health professionals. All interventions offered algorithm-driven screening with measures to assess symptom levels and to assign treatment options including automatic web-based psychoeducation, self-care strategies, and signposting to existing services. A meta-analysis of usable trial data showed that digital interventions improved well-being (3 randomized controlled trials [RCTs]; n=1307; standardized mean difference [SMD] 0.40; 95% CI 0.29 to 0.51; I²=28%; fixed effect), symptoms of mental illness (6 RCTs; n=992; SMD −0.29; 95% CI −0.49 to −0.09; I²=51%; random effects), and work and social functioning (3 RCTs; n=795; SMD −0.16; 95% CI −0.30 to −0.02; I²=0%; fixed effect) compared with waitlist or attention control. However, some follow-up data failed to show any sustained effects beyond the post intervention time point. Data on mechanisms of change and cost-effectiveness were also lacking, precluding further analysis.
Conclusions: Digital mental health interventions to assess and signpost people experiencing symptoms of CMDs appear to be acceptable to a sufficient number of people and appear to have enough evidence for effectiveness to warrant further study. We recommend that future studies incorporate economic analysis and process evaluation to assess the mechanisms of action and cost-effectiveness to aid scaling of the implementation.

(J Med Internet Res 2020;22(9):e20581) doi:10.2196/20581
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Introduction

Background

There are several reasons to study stand-alone digital technology interventions as the first step in the assessment and management of symptoms of common mental disorders (CMDs). CMDs include different types of depression and anxiety and can cause marked emotional distress and interfere with daily functioning [1,2]. First, access to digital technologies is high in many countries and is increasing in many others [1,2]. Second, mild disorders frequently remit without professional treatment, and, instead, self-management strategies can be learned to ameliorate symptoms and prevent future episodes [3]. Third, there are many digital interventions available for CMDs and their related problems, such as poor sleep [4], and for the promotion of mental well-being such as mindfulness [5]. Some have been subjected to rigorous evaluation [6], whereas others have not been subjected per se but are digital applications of evidence-based therapies such as cognitive behavioral therapy (CBT). Fourth, there is evidence that CMDs are increasing in prevalence in groups such as young women and people aged 55 to 64 years [7], and it is not possible to meet these needs in primary care or specialist mental health service based on current resources and workforce supply [8,9]. Fifth, it should not be assumed that digital interventions are a cost-effective way to meet needs that cannot presently be met by the health workforce. They carry development and maintenance costs, and the work entailed must ensure usability and acceptability. Furthermore, for costs to be offset, the intervention must be accessed by a sufficient number of people who experience benefits above and beyond any other service they may be accessing; ensuring this widespread awareness among people likely to benefit also carries costs [10]. Finally, many people prefer to manage their symptoms without recourse to professional services, often because of a desire for self-reliance but also for reasons such as fear of stigmatization and discrimination and barriers to accessing specialist mental health treatment, for example, because of working long hours, the need for a general practitioner or medical referral, or living in a rural area [11,12].

Our starting point for this review is the development and launch in 2017 of one such digital intervention, Good Thinking, for people living and working in London, United Kingdom. Good Thinking provides an initial assessment and signposting to web-based self-guided interventions, including self-care and community-based resources, virtual or otherwise, entirely on the web. This comprises 4 modules: sleep problems, stress, low mood, and anxiety, and includes a self-assessment and signposting to mental health self-management apps, digital therapies (eg, Sleepio for sleep problems [13] or FearFighter—a web-based CBT for social phobia or panic disorder [14]), and conventional services. The apps were approved by NHS Digital, the organization in charge of digital services within the UK National Health Service (NHS) using a pre-existing quality control process that included considering the evidence base applied in the digital treatment [15]. The user can choose 1 of these 4 modules and be signposted based on responses to questions on the web-based platform, which can be answered regarding the self or someone they know. Alternatively, the user can use a self-assessment tailored for signposting based on algorithms used for the national telephone helpline, NHS 111.

Good Thinking thus differs from digital therapy delivery, which has been the subject of previous reviews [16-21]. Although these reviews focused on CMDs (such as depression and anxiety disorders [6,18], posttraumatic stress disorder [17,22], and insomnia [16]), they investigated the effectiveness of digital psychotherapies, mostly on CBT provided by health care professionals, although with varying degrees of synchronized or asynchronized guidance delivered on the web. Such interventions tend to follow an assessment conducted by a health professional to validate the diagnosis and include further therapist-delivered psychological interventions using various media. In contrast, Good Thinking exemplifies a new breed of digital mental health interventions that allow users to be in complete control of the process (from access to assessment), intervention (emphasizing self-management), and outcome assessments. These users may have symptoms of CMDs, not necessarily meeting diagnostic or mental health service thresholds or not needing specialist services or conventional therapist-led interventions. Many are primarily interested in seeking digital applications that promote self-care for well-being and signposting to alternative services such as a helpline and peer support forums. As such, this broad range of interventions is likely to be sought by a wide population at a time when many countries are promoting awareness and self-care for mental health, such as Every Mind Matters in England and BeyondBlue in Australia).

To the best of our knowledge, no previous reviews have focused on potentially heterogeneous populations using interventions such as Good Thinking that include a self-assessment to help a web-based user choose their next step in terms of self-management or help-seeking. This review of the interventions and their evaluation will contribute to the development and implementation of more successful applications and hence more effective and sustainable web-based interventions.
Objectives
This study aims to conduct a comprehensive systematic review of studies of digital mental health services that provide web-based self-assessment and treatment that emphasize on self-care for people with common mental health disorders or subthreshold symptoms. We examined randomized controlled trials (RCTs), the fairest and most robust study design in evaluating the effectiveness of entirely web-based interventions aimed at optimizing mental health-related and intermediate outcomes, including self-care, informal support, and treatment services. We planned to conduct meta-analyses on the (cost-) effectiveness of the interventions on mental well-being and CMD symptom outcomes. Using the research evidence, we also aimed to examine the evidence for the mechanisms of action of such interventions through intermediate or health behavioral change outcomes to mental health outcomes.

Methods

Data Sources and Search Strategy
Searches for papers written in English, from January 1, 1999 (when electronic and digital health interventions were first documented) to September 20, 2018, were conducted using MEDLINE (Medical Literature Analysis and Retrieval System Online) and MEDLINE in-process, PsycINFO (Psychological Information), CINAHL (Cumulative Index of Nursing and Allied Health Literature), EMBASE (Excerpta Medica database), CENTRAL (Cochrane Central Register of Controlled Trials), WoS (Web of Science), ASSIA (Applied Social Sciences Index and Abstracts), DARE (Database of Abstracts of Reviews of Effect), HTA (Health Technology Assessment) published and in-process, and NHS EED (NHS Economic Evaluation Database). Once an initial set of papers from the databases were identified, we performed backward and forward searches in their reference lists and citations of the identified papers for any additional studies. We also contacted the authors of the included papers to retrieve relevant information about their study if this was unclear from the published article. To identify articles not included in our original search, we tracked published protocols of trials identified in 2018 and conducted an update search on MEDLINE, PsycINFO, EMBASE, ASSIA, and WoS for any new publications up to April 9, 2020.

We devised search terms using the population, intervention, comparison, and outcome of interest approach [23]. As the search aimed to be highly sensitive, we employed an initial search strategy that combined search terms for populations (eg, common mental health disorders, adults, depression, and anxiety) and interventions (eg, digital/ e- health* /m ehealth*/web /online/internet adj3 intervention/program/initiative/group*). We refined and adapted the search terms used to suit different database search systems. We have published a review protocol in PROSPERO (Prospective Register of Systematic Reviews, CRD42017079085) [24]. The review process followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [25].

Study Eligibility and Selection
We included studies that targeted adults aged 18 years, with no upper age limit. According to the UK Adult Psychiatric Morbidity Survey (APMS) [7]. CMDs include different types of depression and anxiety and can cause marked emotional distress and interfere with daily functioning, but do not usually affect insight or cognition. Symptoms of CMD include somatic symptoms, fatigue, sleep problems, irritability, worry about physical health, concentration and forgetfulness, depression, generalized worry, anxiety, phobias, panic, compulsions, and obsessions [7]. We also consulted experts in the field to establish whether certain types or symptoms of illnesses, not covered by the APMS definitions, fit the criteria of CMD. Examples include perinatal depression.

We included studies of any digital mental health interventions that aimed to support individuals directly and were fully delivered using web-based information and communication technology (ICT). Facilitation by nondigital resources, such as professionals or lay persons, did not affect study inclusion as far as the intervention was fully delivered using web-based ICT. We specified that intervention contents must include screening or diagnostic assessment and self-care for mental health promotion or symptom management as part of the treatment that can also include information giving, signposting or recommendations, informal support, and pre-existing treatment options. We excluded interventions designed to solely provide assessment or treatment, but not both. To examine the (cost-) effectiveness of the identified interventions, we included only empirical studies using a web-based RCT design for optimal external and internal validity [26] and with intervention recipients’ outcomes reported using validated quantitative measures.

One author (AT, JC, EM, or JS) screened all retrieved items through their titles, abstracts, and then full text. Another author (JS or GG) conducted an independent check on a random 20% sample of all the items at each step and a third author (CH) reviewed a proportion of searches, screening, and study selection. Disagreements were resolved through (1) seeking additional data or clarification from study authors when possible and (2) reviewing during team discussions. All study selection processes were conducted using EndNote software version 8.0 (Clarivate Analytics).

Outcomes and Measures
For this comprehensive review, we set a range of primary outcomes focusing on participants’ symptoms of CMDs and their related domains. These included symptoms of mental illness, well-being, quality of life, perceived social support, work and social functioning, self-efficacy or coping, and adverse events. Process and/or intermediate outcomes were specified as health behavior change or proxy measures that are conduits to primary outcomes. These included the uptake of recommendations on self-care strategies and increased behavioral activation (such as, goal setting, self-monitoring, and general communication skills) [26]. In addition, we examined data on satisfaction or perceived acceptability of the intervention.

https://www.jmir.org/2020/9/e20581
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Data Extraction and Analysis

Relevant extracted data from the included studies were entered into a summary table devised by the review team. We extracted study design and data variables from each included study for further analysis, including sample size, setting, participant characteristics (such as age, gender, diagnosis or symptoms or complaints, and ethnicity), outcome measures, time points, and control condition or comparator. Data on the intervention extracted were as follows: aims, theoretical framework if used and described, content and features, and duration of intervention both in terms of usage hours if specified and the period during which the intervention was undertaken.

Regarding the theoretical framework, we scoped the theoretical basis used by the studies (eg, social cognitive theory, health belief model), the use of theory (eg, theory or predictors used to select recipients for the intervention) in informing intervention design [27], and any behavior change techniques employed by the identified intervention (eg, stress management, goal setting) [28]. We devised a coding system for these factors as they have been established to be particularly effective in promoting intervention uptake and effectiveness [28-30].

Data extracted on the content and features included the following:

1. The modes of delivery, access, and overall approach of the interventions.
2. Web based (ie, eHealth), mobile health (mHealth), or both eHealth and mHealth.
3. With social networking function, no social network, or combined therapy and social networking.
4. Free versus paid versus depending on contract.
5. Treatment options including self-care or management, informal support such as using peer support or community support resources, or signposting to formal or statutory services.

Data analysis started with an overview of study and intervention characteristics, followed by the tabulation of extracted data. All data deemed relevant for each review objective were grouped together and synthesized using a narrative approach. When sufficient homogeneous data were available, we conducted meta-analyses to investigate the effectiveness of treatment using Review Manager (version 5.3, the Cochrane Collaboration). A meta-regression to investigate the significance of identified moderators on treatment effectiveness was considered in the event that 10 studies were included in a meta-analysis [31]. We used a fixed-effects model when <5 studies were included in the meta-analysis and a random-effects model when ≥5 studies were included in the meta-analysis [31]. In addition to conducting overall analyses comparing digital interventions with all comparators pooled together, we also conducted separate comparisons of digital interventions against all inactive controls (eg, waitlist or usual care) and digital interventions against active controls (eg, interventions augmented with a nondigital element such as therapist support via face-to-face or phone contact or attention controls). As the outcomes were measured with different validated scales, we calculated standardized mean difference (SMD) and 95% CI for continuous outcomes and risk ratio and its 95% CI for dichotomous data [32]. Statistical heterogeneity was quantified using the I² statistics in addition to the visual inspection of the forest plots, with I² values >50% interpreted as evidence of substantial levels of heterogeneity [31]. Although some consider SMDs of 0.2, 0.5, and 0.8 as small, medium, and large effects, respectively, the magnitude of these effects alone has been criticized as not having any relationship with their clinical importance [31]. Instead, SMDs should be interpreted within the context of overall quantity and quality of the data included in the meta-analysis (see following sections).

Assessment of Study and Evidence Quality

We used the integrated criteria for a review of multiple study designs (ICROMS [33]) to assess the quality of the included studies. All studies were assessed for 7 dimensions: clear aims and justification; managing bias in sampling or between groups, in follow-ups, and in other study aspects; analytical rigor; and managing bias in reporting or ethical considerations. Each criterion was evaluated on a 3-point scale (2=criterion met, 1=unclear, 0=criterion not met). The ICROMS minimum score requirement for RCTs, including cluster (ie, 22), was used to rate the trial quality rather than to exclude studies on grounds of quality to retain usable data [33]. In addition, we also used the CONSORT (Consolidated Standards of Reporting Trials) eHealth Checklist [34] to assess trial reporting quality. For health economic studies, we used the Consolidated Health Economic Evaluation Reporting Standards (CHEERS Checklist [35]) to assess specialty study quality. Quality assessment was independently conducted by 2 authors (EM, GG, or JS), and health economic studies were assessed by an expert in the field (BB). In the event of discrepant assessment results, we resolved them for consensus through (1) seeking additional data or clarification from study authors when possible and (2) reviewing during team discussions.

For collective data pooled into meta-analyses, we assessed the quality of the evidence for each analysis using the Grading of Recommendations, Assessment, Development, and Evaluation (GRADE) approach [31,36]. One of the 4 levels—high, moderate, low, or very low—were assigned to the overall quality of evidence for each outcome according to factors including a within-study risk of bias (methodological quality), directness of evidence, heterogeneity, precision of effect estimates, and risk of publication bias.

Results

The search initially retrieved 25,586 records. A stepwise process of screening titles, abstracts, and full-text papers against our eligibility criteria was used to identify 417 full-text articles for the final screening stage. Of these, 21 papers including 19 discrete study data sets were included [5,37-54]. One RCT paper [55] included partial data from a previous paper that reported on the same tailored eHealth intervention investigated with the same sample in the Netherlands [41]; hence, we only used data extracted from the latter, which also reported trial registration details. Similarly, we included the main paper out of the 2 that reported on the same trial of a digital public mental health program in Hong Kong [43,56]. Results from the search process
are shown in **Figure 1**, and a summary of the included studies is presented in **Table 1**.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart.
Table 1. Summary of the included studies.

<table>
<thead>
<tr>
<th>Reference; country</th>
<th>Targeted CMDa</th>
<th>Intervention approach (n)b, gender distributionc (%F/M/other), and age</th>
<th>Comparisons (n), gender distributionc (%F/M/other), and age</th>
<th>Outcomes with validated measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batterham et al. [39]; Australia</td>
<td>Depression and anxiety</td>
<td>Web-based assessment with tailored feedback and health information on depression or anxiety, respectively (n=1342, USb)</td>
<td>No tailored feedback, just generic advice (n=1431, US)</td>
<td>AHSQc, PHQ-9d, GHSQc, AQoL-4Db</td>
</tr>
<tr>
<td>Batterham et al. [38]; Australia</td>
<td>Depression, anxiety, substance use, and suicidal ideation</td>
<td>FitMindKit, a tailored feedback with 10 core and 8 elective behavior therapy modules based on symptom profile (n=66, 86% F, 14% M, US)</td>
<td>Static FitMindKit—with no tailored feedback (n=62); attention control, a web-based HealthWatch program (n=62, 86% F, 14% M, US)</td>
<td>PHQ-9, GAD-7d, PADISi, SOPHSb, AUDITj, DU-Ditr, SIDASn</td>
</tr>
<tr>
<td>Billings et al. [40]; United States</td>
<td>Stress, depression, anxiety, and substance abuse</td>
<td>Stress and Mood Management, a web-based multimedia health promotion CBTm program (n=154, 71% F, 29% M, US)</td>
<td>Waitlist control (n=155, 71% F, 29% M, US)</td>
<td>SDSd, PNASd, CES-Dz, BAIb, ATSPPPH-SFb, SRSQd, WLQh</td>
</tr>
<tr>
<td>Chiauzzi et al. [42]; Unites States</td>
<td>Stress, anxiety, and health behaviors</td>
<td>MyStudentBody, a stress-tailored motivational feedback upon completion of 5 web-based questionnaires (n=80, 48% M, 52% F, US)</td>
<td>Control website with no tailoring (n=80); no treatment control (n=80, 48% M, 52% F, US)</td>
<td>PSS-10m, HPLP-IIh, CASy</td>
</tr>
<tr>
<td>Eimontas et al. [51]; Lithuania</td>
<td>Adjustment disorder</td>
<td>BADIc, a web-based unguided self-help psychological intervention for ICD-11 adh adjustment disorder (n=516, 82% F, 18% M, mean age 35 years)</td>
<td>BADI-Tb group—BADI intervention augmented with web-based therapist support (n=561, 82% F, 18% M, mean age 35 years)</td>
<td>ADNM-8ac, WHO-gad</td>
</tr>
<tr>
<td>Eimontas et al. [50]; Lithuania</td>
<td>Adjustment disorder</td>
<td>BADI, a web-based unguided self-help psychological intervention for ICD-11 adjustment disorder (n=156, 82% F, 18% M, mean age 35 years)</td>
<td>Waitlist control (n=128, 82% F, 18% M, mean age 35 years)</td>
<td>ADNM-8, WHO-5</td>
</tr>
<tr>
<td>Farrer et al. [49]; Australia</td>
<td>Depression and anxiety</td>
<td>UVce, a multicomponent, transtdiagnostic web-based mental health program designed for university students (n=102, 78% F, 17% M, 5% other, mean age 22 years)</td>
<td>Waitlist control (n=98, 78% F, 17% M, 5% other, mean age 22 years)</td>
<td>PHQ-9, GAD-7, SOPHS, K10j, EURO-HIS k8, GSE-10j, CSEIai, AT-SPPH-SF</td>
</tr>
<tr>
<td>Fulmer et al. [48]; Unites States</td>
<td>Depression, anxiety</td>
<td>Tessd, 2 versions of an integrative psychological artificial intelligence chatbox fully automated intervention for 2 weeks with daily check-ins (n=24) or 4 weeks with biweekly check-ins (n=26, 70% F, 29% M, 1% other, mean age 23 years)</td>
<td>Attention control—link to an electronic book on depression (n=24, 70% F, 29% M, 1% other, mean age 23 years)</td>
<td>PHQ-9, GAD-7, PANAS</td>
</tr>
<tr>
<td>Haga et al. [53]; Norway</td>
<td>Perinatal depressive symptoms</td>
<td>Mamma Mia, fully automated preventive intervention for perinatal depressive symptoms and usual care (n=678, 100% F, mean age 31 years)</td>
<td>Treatment as usual (up to 14 consultations at well-baby clinic, n=664, 100% F, mean age 31 years)</td>
<td>EPDSak</td>
</tr>
<tr>
<td>Ketalaa et al. [41]; the Netherlands</td>
<td>Stress, functioning, and fatigue</td>
<td>Screening and personalized feedback followed by tailored offer of self-help e-mental health intervention based on symptoms (n=178, 83% F, 17% M, mean age 37 years)</td>
<td>Waitlist control (n=188, 77% F, 23% M, mean age 42 years)</td>
<td>NWFQam, 4DSQan, QEEWao, WAIfp, IESaq (Dutch)</td>
</tr>
<tr>
<td>Ludtke et al. [47]; Germany</td>
<td>Depression</td>
<td>Be Good to Yourself CBT-based mobile self-help app (n=44, 82% F, 18% M, mean age 41 years)</td>
<td>Waitlist control (n=44, 75% F, 25% M, mean age 45 years)</td>
<td>PHQ-9, Rosenberg Self-Esteem Scale, WHOQOL-BREFar, URICAas, CSQ-gs</td>
</tr>
<tr>
<td>Mak et al. [43]; Hong Kong</td>
<td>Psychological distress</td>
<td>Living With Heart App providing a mindfulness-based program (n=703) or a self-compassion program (n=705, 73% F, 27% M, mean age 34 years)</td>
<td>Web-based cognitive behavioral psychoeducation program (n=753, 73%, 27% M, mean age 34 years)</td>
<td>WHO-5, K6ak, MAASav, Self-Compassion Scale</td>
</tr>
<tr>
<td>Reference; country</td>
<td>Targeted CMD(^a)</td>
<td>Intervention approach (n), (^b) gender distribution(^c) (%F/M/other), and age</td>
<td>Comparisons (n), gender distribution(^c) (%F/M/other), and age</td>
<td>Outcomes with validated measures</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Moberg [5]; United States</td>
<td>Stress, anxiety, and depression</td>
<td>Pacifica, fully automated app for the self-management of stress, anxiety, and depression app (n=253, 74% F, 23% M, 3% other, mean age 30 years)</td>
<td>Waitlist (n=247, 75% F, 23% M, 2% other, mean age 30 years)</td>
<td>DASS-21, PHQ-8, GAD-7, GSE-10</td>
</tr>
<tr>
<td>Proudfoot [37]; Australia</td>
<td>Depression, anxiety, and stress</td>
<td>myCompass— a fully automated, non–therapist-supported psychological treatment tailored to the user (n=472, 70% F, 30% M, mean age 39 years)</td>
<td>Waitlist (n=230, 70% F, 30% M, mean age 38 years); attention control (n=248, 70% F, 30% M, mean age 40 years)</td>
<td>DASS-21, WSAS(^\text{v)})</td>
</tr>
<tr>
<td>Querstret [54]; United Kingdom</td>
<td>Stress, depression, and anxiety</td>
<td>Be Mindful Online—a web-based mindfulness-based cognitive therapy course (n=60, 81% F, 19% M, mean age 40 years)</td>
<td>Waitlist (n=58, 81% F, 19% M, mean age 42 years)</td>
<td>Symptom severity</td>
</tr>
<tr>
<td>Solomon [52]; Australia</td>
<td>Depression, anxiety, and stress</td>
<td>MyCompass— same as Proudfoot et al [37]. Sample size not applicable because of modeling and simulation used (US)</td>
<td>Antidepressant medication or CBT (US)</td>
<td>Quality-adjusted life years</td>
</tr>
<tr>
<td>Stallman [46]; Australia</td>
<td>Psychological distress</td>
<td>My Coping Plan app, offering automated support to building an individualized coping plan (n=28, 91% F, 9% M, mean age 29 years)</td>
<td>Waitlist (n=28, 91% F, 9% M, mean age 29 years)</td>
<td>K10, CT(^\text{w)}), WHO-5</td>
</tr>
<tr>
<td>Viskovich [44]; Australia</td>
<td>Psychological distress</td>
<td>YOLO(^\text{ba)}) program, a web-based multimedia acceptance and commitment therapy with 4 modules, offered in 3 derivatives: (1) complete 1 module per week but fully flexible (n=40, 75% F, 25% M, mean age 27 years), (2) to complete the YOLO program in 4 weeks (n=43, 75% F, 25% M, mean age 27 years) and (3) to access a YOLO module 3 days after completion of the previous module (n=47, 75% F, 25% M, mean age 27 years)</td>
<td></td>
<td>DASS-21, MHC-SF(^\text{bb)}), SCS-SF(^\text{bc)}), SWLS(^\text{bd)}), DDQR(^\text{be)}), AAQ-II(^\text{bf)}), CFQ(^\text{bg)}), PVQII(^\text{bh)}) education values subscale, ELS(^\text{bi)}), MAAS, SUS(^\text{bj)})</td>
</tr>
<tr>
<td>Reference; country</td>
<td>Targeted CMD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention approach (n)&lt;sup&gt;b&lt;/sup&gt;, gender distribution&lt;sup&gt;c&lt;/sup&gt; (%F/M/other), and age</td>
<td>Comparisons (n), gender distribution&lt;sup&gt;c&lt;/sup&gt; (%F/M/other), and age</td>
<td>Outcomes with validated measures</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Viskovich [45]: Australia</td>
<td>Depression, anxiety, and stress</td>
<td>YOLO program—a multimedia acceptance and commitment therapy with 4 modules, as above (n=596, 68% F, 32% M, mean age 27 years)</td>
<td>Waitlist (n=566, 68% F, 32% M, mean age 27 years)</td>
<td>DASS-21, MHC-SF, SCS-SF, SWLS, AAQ-II, CFQ, PVQII education values subscale, ELS, MAAS, SUS</td>
</tr>
</tbody>
</table>

<sup>a</sup>CMD: common mental disorder.
<sup>b</sup>(n): sample size.
<sup>c</sup>Gender distribution: percentage of female, male, or other/unspecified participants.
<sup>d</sup>US: unspecified.
<sup>e</sup>AHSQ: Actual Help Seeking Questionnaire.
<sup>f</sup>PHQ-9: Patient Health Questionnaire-9 items.
<sup>g</sup>GHSQ: General Help Seeking Questionnaire.
<sup>h</sup>AQoL: Assessment of Quality of Life.
<sup>i</sup>GAD-7: Generalized Anxiety Disorder-7.
<sup>j</sup>PADIS: Panic Disorder Screener.
<sup>k</sup>SOPHS: Social Phobia Screener.
<sup>l</sup>AUDIT: Alcohol Use Disorders Identification Test.
<sup>m</sup>DUDIT: Drug Use Disorders Identification Test.
<sup>n</sup>SIDAS: Suicidal Ideation Attribution Scale.
<sup>o</sup>CBT: cognitive behavioral therapy.
<sup>p</sup>SDS: Symptoms of Distress scale.
<sup>q</sup>PANAS: positive and negative affect schedule.
<sup>r</sup>CES-D: Centre for Epidemiologic Studies Depression Scale.
<sup>s</sup>BAI: Beck Anxiety Inventory.
<sup>t</sup>ATSSPPPH-SF: Attitudes Towards Seeking Professional Psychological Help Scale-Short Form.
<sup>u</sup>SRSQ: Stress Relief Strategies Questionnaire.
<sup>v</sup>WLQ: Work Limitations Questionnaire.
<sup>w</sup>PSS: Perceived Stress Scale.
<sup>x</sup>HPLP-II: Health-Promoting Lifestyle Profile II.
<sup>y</sup>CAS: College Adjustment Scales.
<sup>z</sup>BADI: Brief Adjustment Disorder Intervention.
<sup>aa</sup>ICD-11: International Classification of Diseases 11th Revision.
<sup>ab</sup>BADI-T: Brief Adjustment Disorder Intervention – Therapist support.
<sup>ac</sup>ADNM-8: Brief Adjustment Disorder New Model Scale.
<sup>ad</sup>WHO-5: World Health Organization well-being index.
<sup>ae</sup>UVC: Uni Virtual Clinic.
<sup>af</sup>K10: Kessler 10 items Psychological Distress Scale.
<sup>ag</sup>Euro-HIS 8: shortened version of the World Health Organization Quality of Life Instrument-Abbreviated Version.
<sup>ah</sup>GSE-10: General Self-Efficacy Scale.
<sup>ai</sup>CSEI: College Self-Efficacy Inventory.
<sup>aj</sup>Tess: name of the intervention.
<sup>ak</sup>EPDS: Edinburgh Postnatal Depression Scale.
<sup>al</sup>Denotes the major publication for the same study sample and data.
<sup>am</sup>NWFQ: Nurses Workforce Functioning Questionnaire.
<sup>an</sup>4DSQ: Four Dimensional Symptoms Questionnaire.
<sup>ao</sup>QEEW: questionnaire on the experience and evaluation of work.
<sup>ap</sup>WAI: Work Ability Index.
<sup>aq</sup>IES: Impact of Event Scale.
<sup>ar</sup>WHOQOL-BREF: World Health Organization Quality of Life Instrument-abbreviated version.
<sup>as</sup>URICA: University of Rhode Island Change Assessment.
<sup>at</sup>CSPQ-8: client satisfaction questionnaire.
<sup>au</sup>K6: Kessler 6-Item Psychological Distress Scale.
Overview of the Included Studies

Overall, the included studies covered 6223 participants in intervention conditions and 5797 participants in comparison conditions. Nearly half of the studies (8/19, 42%) including a cost-effectiveness study \( [37-39,44-46,49,52] \) were conducted in Australia. Four (4/19, 21%) studies were conducted in the United States \([5,40,42,48] \). The remaining studies took place in Europe, including Lithuania \([50,51] \), the United Kingdom \([54] \), the Netherlands \([41] \), Germany \([47] \), and Norway \([53] \). Finally, 1/19 (5\%) study originated from Hong Kong, China \([43] \).

Studies recruited adults with subclinical or mild symptoms of CMDs among the general population in the community through social media (Facebook and Twitter) advertisements \([5,37,38] \). Nearly half of the studies aimed at promoting positive well-being and targets users with some indication of clinical symptoms, including university students \([42,44-46,48,49] \) and the general public who were interested in self-care to promote well-being \([5,38,39,43,47,54] \). The remaining studies targeted populations with an increased risk of mental health morbidities either because of work-related stress or health conditions. These included nurses and allied health professionals \([41] \), technology company employees \([40] \), and pregnant or postpartum women and their partners to prevent or manage postpartum depression \([53] \). Very few studies targeted populations with symptoms of CMDs that were above the clinical threshold. The exceptions included studies trialing an electronic mental health treatment for those with mild-to-moderate depression \([37] \) or marked adjustment disorder symptoms \([30,51] \).

Across the included studies, female participants comprised, on average, three-fourth of the overall sample (from 66\% to 90\%). Participants were largely in their early adulthood (aged 20-30 years). Few studies provided details on other sociodemographic characteristics, beyond age and gender, of the participants, an exception being ethnicity for studies from the United States and Australia. One trial from the United States on university students reported that half of the participants were Asians (50\%), outweighing those who were Whites (43\%), with only 3\% of African Americans or Black participants \([48] \). The other studies from the United States showed instead a majority of Whites over Asian and Black or African American participants: the percentages were 59\%, 18\%, and 13\%, respectively, in another study on students \([42] \); 82\%, 4\%, and 10\%, respectively, in a further US app trial \([5] \); and 65\%, 23\%, and 7\%, respectively, in a web-based stress management program \([40] \). In Australia, a trial reported that about half (53\%) of the participants were Whites, 15\% were Asians, 3\% were Africans, 0.8\% were Aboriginal or Torres Strait Islanders, and a further 17\% preferred not to provide ethnicity details \([44] \). Finally, in an Australian study of a university student virtual clinic, 65\% of the participants were Whites, 28\% were Asians, 1\% were Africans, and 1\% were Aboriginal, Torres Strait, and Pacific Islanders \([49] \).

Intervention Design and Features

Sixteen digital interventions were reported in the 19 included studies: 1 brief adjustment disorder intervention was trialed in 2 RCTs in Lithuania \([50,51] \), a web-based acceptance and commitment therapy intervention was tested in 2 studies in Australia \([44,45] \), and a web-based intervention targeting mild-to-moderate depression was reported in both an effectiveness trial \([37] \) and a health economic study, \([52] \) also in Australia.

In terms of intervention approaches, most offered web-based screening using various validated CMD measures followed by automatically generated (individualized) feedback, including classifying the users’ CMD symptom levels from no risk to high risk. All interventions included offered signposting to relevant services or resources, including self-management strategies such as mood or progress monitoring; relaxation strategies including mediation, mindfulness, and self-compassion; goal setting; journaling; and activating exercises. Some interventions further used the screening results to assign individuals to a relevant web-based mental health treatment pathway using artificial intelligence (AI) algorithms \([39,48] \).

The mode of delivery and design features of the interventions are summarized in Table 2. Most were delivered through a web-based portal allowing users to access it through any device with a web browser \([37-39,44,49,50,53,54] \). Some were specifically developed and trialed as mobile apps \([5,43,46,47] \). There was 1 fully AI chat box \([48] \). All included trials tested digital self-care interventions, often incorporating...

\( ^{a} \) MAAS: Mindful Attention and Awareness Scale.
\( ^{aw} \) DASS-21: Depression Anxiety and Stress Scales-21.
\( ^{a} \) PHQ-8: Patient Health Questionnaire-8 items.
\( ^{a} \) WSAS: Work and Social Adjustment Scale.
\( ^{a} \) CI: coping index.
\( ^{b} \) YOLO: You Only Live Once.
\( ^{b} \) MHC-SF: Mental Health Continuum-Short Form.
\( ^{b} \) SCS-SF: Self-Compassion Scale-Short Form.
\( ^{b} \) SWLS: Satisfaction with Life Scale.
\( ^{b} \) DDQR: Daily Drinking Questionnaire Revised.
\( ^{b} \) AAQ-II: Acceptance and Action Questionnaire II.
\( ^{b} \) CFQ: Cognitive Fusion Questionnaire.
\( ^{b} \) PVQII: Personal Value Questionnaire II.
\( ^{b} \) ELS: Engaged Living Scale.
\( ^{b} \) SUS: System Usability Scale.
psychoeducation [39,40,53] and various other psychological intervention modalities. The most commonly employed intervention strategies included mindfulness [5,43,47,50,54], compassion, CBT [5,47,50], acceptance and commitment therapy [44,45], motivational interviewing [48], and positive psychology mobilizing the individual’s strengths [46,48]. Five interventions included an interactive forum where users can exchange discussions with one another [5,38,39,43,46].

Table 2. Mode of delivery used by the included interventions.

<table>
<thead>
<tr>
<th>References</th>
<th>Delivery platform</th>
<th>Social network</th>
<th>Treatment recommendations</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>App, Computers, Both, Other</td>
<td>Self-care, Informal support, Formal service, Other, Free, Paid, Not stated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Batterham et al [39]</td>
<td>N/A, N/A</td>
<td>X, X</td>
<td>X, X</td>
<td>N/A, X, N/A, N/A, X</td>
</tr>
<tr>
<td>Batterham et al [38]</td>
<td>N/A, X</td>
<td>N/A, N/A, N/A, X</td>
<td>X, X</td>
<td>N/A, X, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Billings et al [40]</td>
<td>N/A, X</td>
<td>N/A, N/A, N/A, N/A</td>
<td>X, N/A, X</td>
<td>X, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Chiauzzi et al [42]</td>
<td>N/A, X</td>
<td>N/A, N/A, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, N/A, N/A, N/A, X</td>
</tr>
<tr>
<td>Eimontas et al [50]</td>
<td>N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Farrer et al [49]</td>
<td>N/A, N/A</td>
<td>N/A, X</td>
<td>N/A, X</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Fulmer et al [48]</td>
<td>N/A, N/A</td>
<td>N/A, X</td>
<td>N/A, X</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Haga et al [53]</td>
<td>N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Ketelaar et al [41]</td>
<td>N/A, X</td>
<td>N/A, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, N/A, N/A, N/A, X</td>
</tr>
<tr>
<td>Mak et al [43]</td>
<td>N/A, N/A</td>
<td>X, N/A, X</td>
<td>X, N/A, N/A</td>
<td>X, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Ludtke et al [47]</td>
<td>X, N/A</td>
<td>N/A, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, N/A, N/A, N/A, X</td>
</tr>
<tr>
<td>Moberg et al [5]</td>
<td>X, N/A</td>
<td>N/A, N/A, X</td>
<td>X, X</td>
<td>N/A, N/A, N/A, X, X</td>
</tr>
<tr>
<td>Proudfoot et al [37]</td>
<td>N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>X, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Querstret et al [54]</td>
<td>N/A, X</td>
<td>N/A, N/A, X</td>
<td>X, N/A, N/A</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Stallman et al [46]</td>
<td>X, N/A</td>
<td>N/A, N/A, X</td>
<td>X, X</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
<tr>
<td>Viskovich et al [45]</td>
<td>N/A, X</td>
<td>N/A, N/A, N/A</td>
<td>X, N/A, N/A</td>
<td>N/A, X, N/A, N/A, N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bX: indicated feature.
cData from Eimontas 2018 [50], Proudfoot 2013 [37], and Viskovich 2019 [45] used for intervention description here.

Limited details of the digital intervention designs and ICT features were reported. An explicit theoretical basis underpinning the design and delivery integrating algorithm and web-based behavioral change techniques was generally lacking. Across studies, only a few web-based behavioral change techniques were explicitly adopted by the interventions, including provision of feedback on performance [39,51], goal setting [46], and prompts for self-monitoring of behavior and progress [37,43,49]. Intervention duration and intensity varied widely across studies, with most interventions lasting 4 weeks [43,44,46], a few lasting 3 months [38,39,41], and the longest lasting 11 months [53]. Most interventions did not stipulate the minimum usage requirement and recommended that the users use the intervention as preferred [38]. Some interventions had a set number of modules to be undertaken over a set time frame. However, these did not necessarily translate into minimum usage requirement, intervention duration, or intensity [37,38,53].

Study Design and Outcome Measures

All but one of the included studies used an individual-level RCT design. Only 1 study used a cluster RCT design at a ward level where nurses and allied health professionals were allocated according to their work base within a hospital in the Netherlands [41]. All studies examined digital intervention effectiveness,
with 1 including a health economic modeling study comparing cost-effectiveness of the digital intervention with antidepressant medication (as treatment as usual) or CBT for mild-to-moderate depression in Australia [37,52]. The comparison conditions used in the included RCTs were grouped into (1) inactive controls and (2) active controls. The former includes usual care delivered using a conventional medium [53] or waitlist controls [5,37,40,41,45-47,49,50,54]. The latter comprises attention controls (eg, static websites with information or an electronic book [37-39,48]). One trial included 3 arms, comparing the digital intervention with both attention and waitlist controls [37]; we used such data in separate analyses. Two 3-arm trials compared 3 different formats of the same digital intervention head-to-head with no other comparison groups comprising nondigital elements [43,44]. No usable comparison data could be extracted for analyses. Data from 1 trial that compared an entirely web-based self-care intervention for university students with a version of the intervention augmented with therapist input also delivered through its web-based platform was not usable in the analysis [51].

All trials that investigated the effectiveness of digital interventions used outcome measures of symptoms of mental illness, including stress, anxiety, depression, and general distress. Three studies measured well-being [45,46,50] and only 1 study measured quality of life at post intervention and 3-month follow-up, respectively [39,47]. Help-seeking attitude [40] and service use [39] were each measured by 1 study at each time point. Work or general functioning was assessed in 3 studies [37,40,41]. Two studies reported coping as an outcome, with each focused on overall coping [46] or negative coping [40]. Satisfaction with intervention, if assessed, focused only on the intervention group participants and the measures or tools used were often unvalidated or devised by the study teams on an ad hoc basis [44,45,50].

In terms of intermediate outcomes, 1 study measured knowledge of symptoms of CMD, prevention, and treatment [40]. Use of health-promoting behaviors was covered in only 1 study [42], although many reported therapy-specific measures to assess engagement with therapy approaches (eg, compassion, cognitive flexibility, willingness to change). Although behavior change techniques, most often goal setting, prompts for self-monitoring, or action planning, have been reported to form part of the intervention design [37,43,46], no data on uptake of recommendations or behavioral activation outcomes were available if measured.

**Overall Study Quality**

Our evaluation of the study quality and the comparison of the global ICROMS score of each study against the ICROMS minimal score requirement is presented in Table 3. The ICROMS global quality scores ranged from 14 to 29; 6 (33%) trials were rated below the minimum score of 22. Although the RCTs were published relatively recently, some did not fully adhere to the CONSORT or CONSORT-eHealth checklist [40]. Many of the RCTs did not publish their protocols or prospectively register the study on trial databases to provide details on the intervention design and required minimum intervention exposure (ie, per-protocol use) or state a priori primary outcomes [42,45,46]. Although randomization and allocation using a computerized or web-based system were often cited, details on the randomization sequence generation and allocation concealment were often minimal if at all reported [5,43,44,47,50,51]. Given that waitlist control or usual care was most commonly used as the comparator, it was not feasible to blind the participants, although there were few exceptions [49,54]. Although outcome data collection using web-based questionnaires with the participants directly reduced bias in assessment, limited considerations were conveyed to establish whether the researchers or trial statisticians who conducted the data analysis were blinded to group allocation [5,43,44,47,50,51]. Nonetheless, the most significant quality issue identified here concerns retention and completion rates in digital health intervention trials. An intention-to-treat analysis was not always used, and there was a lack of available data for noncompleters [40,41,44,45,50,51]; these quality issues might bias the study results and overall evidence. Another area of potential bias lies in reporting or ethical considerations, as not all studies reported their funding sources and conflicts of interest. Furthermore, some trialists reported a digital intervention produced by commercial enterprises in which they had a financial interest [5,42,48].

We rated the quality of the health economic study [52] as satisfactory according to CHEERS [35]. The paper addressed 18 of the 24 (67%) CHEERS quality criteria, including clear reporting of method, analysis, results, and discussions. Four checklist criteria were deemed irrelevant in this study (eg, not a single study-based economic evaluation and hence no such study parameters). Quality criteria that were not addressed were discount rates used for costs and outcomes (if any) and justification of the choice of model used.
Table 3. Quality assessment of the included studies using integrated criteria for review of multiple study designs (ICROMS).

<table>
<thead>
<tr>
<th>References (first author only)</th>
<th>Study design*</th>
<th>Aims and justifications</th>
<th>Sequence generation and allocation concealment</th>
<th>Outcome measures and blinding</th>
<th>Follow-up</th>
<th>Other study aspects</th>
<th>Analytical rigor</th>
<th>Other considerations</th>
<th>Global quality score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batterham et al [38]</td>
<td>RCT</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Batterham et al [39]</td>
<td>RCT</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Billings et al [40]</td>
<td>RCT</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Chiauzzi et al [42]</td>
<td>RCT</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Eimontas et al [50]</td>
<td>RCT</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>Eimontas et al [51]</td>
<td>RCT</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Farrer et al [49]</td>
<td>RCT</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Fulmer et al [48]</td>
<td>RCT</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>Haga et al [53]</td>
<td>RCT</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>28</td>
</tr>
<tr>
<td>Ketelaar et al [41]</td>
<td>cRCT*</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>22</td>
</tr>
<tr>
<td>Ludtke et al [47]</td>
<td>RCT</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>Mak et al [43]</td>
<td>RCT</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>26</td>
</tr>
<tr>
<td>Moberg et al [5]</td>
<td>RCT</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>Proudfoot et al [37]</td>
<td>RCT</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>Querstret et al [54]</td>
<td>RCT</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>29</td>
</tr>
<tr>
<td>Stallman [46]</td>
<td>RCT</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Viskovich and Pakenham [44]</td>
<td>RCT</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>Viskovich and Pakenham [45]</td>
<td>RCT</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>19</td>
</tr>
</tbody>
</table>

*aICROMS minimal score requirement for (cluster) randomized controlled trial=22.
bRCT: randomized controlled trial.
cComparison against minimal score requirement: above requirement.
dComparison against minimal score requirement: below requirement.
eCRCT: cluster randomized controlled trial.

Effectiveness
Six RCTs [37,38,40,41,46,50] reported outcomes using measures of mental illness symptoms (as a composite measure encompassing depression, anxiety, and distress or psychological distress) at the end of the intervention use. These studies examined the effectiveness of tailored digital interventions compared with waitlist controls [37,40,41,46,50] or attention controls [38]. The meta-analysis including these 6 studies showed an overall significant small effect of digital interventions compared with controls in reducing the symptoms of mental illness (6 RCTs; n=992; SMD =−0.29; 95% CI =−0.49 to −0.09; I² =51%; random effects; GRADE quality of evidence=moderate). Comparing digital interventions with waitlist controls only using data from 5 trials led to a similar
result favoring digital interventions (5 RCTs; n=939; SMD −0.31; 95% CI −0.54 to −0.09; I²=59%; random effects; GRADE quality of evidence=low). Only 2 trials provided data for comparing digital interventions with attention controls [37,38]. The meta-analysis including these data still yielded a significant result favoring digital intervention (2 RCTs; n=374; SMD −0.31; 95% CI −0.52 to −0.10; I²=0%; fixed effect; GRADE quality of evidence=very low). Figure 2 shows the meta-analyses on the outcome of symptoms of mental illness.

Figure 2. Meta-analysis on outcome of mental illness symptoms 2(a) Comparison of digital interventions with any comparators using all available data.

Seven studies measured participants’ depressive symptoms [37,38,40], comparing digital interventions with inactive controls [37,40,45,47,53,54] or attention controls [38]. Digital interventions showed a small but significant positive effect over any comparison (7 RCTs; n=2824; SMD −0.30; 95% CI −0.50 to −0.09; I²=82%; random effects; GRADE quality of evidence=low). Heterogeneity of this meta-analysis was high: 3 were European studies, including 1 focusing on postnatal depression in new mothers through a year-long intervention across the perinatal period [53]; 3 were conducted in Australia, comprising nearly half of the total participants in this analysis; and the remainder was conducted in the United States. Figure 3 shows the meta-analysis of depressive symptoms.

Figure 3. Meta-analysis on outcome of depressive symptoms.
A meta-analysis of participants’ anxiety symptoms from 5 studies produced similar positive results favoring digital interventions over inactive or attention controls (5 RCTs; n=1893; SMD $-0.37$, 95% CI $-0.65$ to $-0.08$; $I^2=84$%; random effects; GRADE quality of evidence=low). The high heterogeneity is likely because of diverse intervention, population, and methodological factors [37,38,40,45,54]. Figure 4 shows the meta-analysis of the anxiety symptoms. Three studies reported stress outcomes, but only data from 2 of these were used in the meta-analysis [41,45,54]. The analysis showed a significant positive effect over waitlist controls (2 RCTs; n=1280; SMD $-0.43$, 95% CI $-0.54$ to $-0.32$; $I^2=94$%; fixed effect; GRADE quality of evidence=very low). Of note, the heterogeneity of these 2 studies was high: 1 trialed a web-based mindfulness CBT for UK workers [54] and the other investigated a web-based acceptance and commitment therapy for university students in Australia [45]. Figure 5 shows the meta-analysis on stress outcomes.

Figure 4. Meta-analysis on outcome of anxiety symptoms.

Figure 5. Meta-analysis on outcome of stress symptoms.

In terms of work and social functioning outcomes, 3 studies compared digital interventions with inactive controls [37,40,41], whereas 1 study included a second control group using attention controls [37]. Results comparing digital interventions with any comparators were equivocal across groups (3 RCTs; n=792; SMD $-0.13$, 95% CI $-0.27$ to $0.01$; $I^2=0$%; fixed effect; GRADE quality of evidence=low). However, when comparing digital interventions with inactive controls only, digital interventions showed a significant although small effect over waitlist controls (3 RCTs; n=795; SMD $-0.16$, 95% CI $-0.30$ to $-0.02$; $I^2=0$%; fixed effect; GRADE quality of evidence=low). Figure 6 provides the meta-analysis on work and social functioning outcomes.

Figure 6. Meta-analysis on outcome of work and social functioning comparing digital interventions with inactive controls.
Three studies examined the effectiveness of digital interventions on well-being [45,46,50]; digital interventions delivered as web-based CBT, acceptance, and commitment therapy or mobile app showed a significant positive effect over waitlist controls (3 RCTs; n=1307; SMD 0.40; 95% CI 0.29 to 0.51; I² = 28%; fixed effect; GRADE quality of evidence=low). It is worth noting that this result was weighted heavily by 1 study conducted in Australia including >1100 university students [45]. Figure 7 provides the meta-analysis on the well-being outcome. Only 1 study measured participants’ quality of life as an outcome when comparing digital intervention with waitlist control [47].

Figure 7. Meta-analysis on outcome of wellbeing comparing digital interventions with inactive controls.

Follow-Up Outcome Data
Follow-up data (beyond 3 months) were limited. Four studies [37-39,41] provided data, with 1 study delivering 2 active interventions that focused on depression or anxiety management compared with attention controls [39]. Meta-analyses using the available 3-month follow-up data revealed no significant differences in mental health, work, and social functioning outcomes between digital interventions and controls, active or inactive. Table 4 provides a summary of the meta-analysis results using the fixed effect model.

Table 4. Summary of meta-analyses on the 3-month follow-up outcome measures.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Studies, n</th>
<th>Sample, N (n/n)</th>
<th>SMD</th>
<th>95% CI</th>
<th>I² (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of mental illness</td>
<td>3</td>
<td>521 (194/327)</td>
<td>-0.12</td>
<td>-0.30 to 0.05</td>
<td>1</td>
</tr>
<tr>
<td>Depression</td>
<td>3</td>
<td>1209 (509/700)</td>
<td>-0.04</td>
<td>-0.15 to 0.08</td>
<td>0</td>
</tr>
<tr>
<td>Anxiety</td>
<td>3</td>
<td>1044 (431/613)</td>
<td>-0.20</td>
<td>-0.87 to 0.47</td>
<td>0</td>
</tr>
<tr>
<td>Work and social functioning</td>
<td>2</td>
<td>476 (171/305)</td>
<td>-0.13</td>
<td>-0.32 to 0.06</td>
<td>0</td>
</tr>
</tbody>
</table>

Table a: Total number of participants included in the analysis (number of participants in digital interventions or number of participants in comparator groups).
Table b: SMD: standardized mean difference.
Table c: I²: Statistical heterogeneity.

Health Economic Outcomes
No RCTs included a cost-effectiveness evaluation. One Australian RCT on a digital intervention, myCompass, designed to treat mild-to-moderate depression in the general population [37], was used as the basis of a decision analytic model [52]. The model employed a cost-utility framework to compare the costs of myCompass with each treatment as usual (antidepressant treatment and face-to-face CBT). The results of the model suggested that the myCompass intervention provided the highest net monetary benefit, and the authors concluded that digital interventions could provide a cost-effective route to treatment as part of a stepped care model [52].

Intermediate or Process Outcomes
There were no usable data available from RCTs on any of our prespecified intermediate or process outcomes (eg, uptake of self-care or informal support, health behavior change), precluding analysis on such outcomes in its own right or meta-regression on any association between intermediate and health outcomes. Some studies reported therapy-specific mediating measures, such as willingness to change measure in a CBT-based mobile app [47], self-compassion, or 5-facet mindfulness questionnaires in third-wave web-based CBTs [45,54]. These fell short of health behavior change outcomes and were therapy specific; therefore, we considered it inappropriate to compare such outcomes across studies.

Perceived Acceptability of Interventions
If reported, study findings on satisfaction were collated via self-devised measures or unvalidated survey post intervention use, lacking corroboration from validated outcome data and comparison with the control groups or any other interventions. No analysis of this outcome was feasible.

Discussion
Principal Findings
This comprehensive review included 18 RCTs and 1 health economic study on 16 interventions to examine the effectiveness of digital interventions that provided both initial assessment and treatment that emphasize self-care, using a web-based medium entirely. Fourteen of the included trials were only...
published in the last 5 years, suggesting that despite the popularity of digital mental health interventions, rigorous research undertaken in this field is still emerging.

Our review identified some evidence to support the effectiveness of digital interventions in promoting well-being among university students [45,46,50] and in reducing symptoms of CMDs, depression, anxiety, stress, and promoting social and work functioning. These positive results on the symptoms of CMDs came from studies on nonclinical young adult samples (aged between their early 20s and 30s) among the general population with mild baseline symptoms [37,38,41,45,46,50,54]. It is highly plausible that the recruited study samples included a high proportion of people who had a low intensity of CMD symptoms that might not meet the threshold of clinical caseness or the need for conventional mental health interventions delivered by clinicians (eg, CBT or counseling). Uptake of interventions showed that the majority of the participants had a White background, with Asians being the second most frequent group reported and Blacks being third. Unfortunately, information about ethnicity of the participants was available for only 6 studies [4,40,42,44,48,49], limiting the analysis of plausible cultural determinants of digital health performance. Similar to conventional trials on psychological interventions delivered face-to-face, two-third of the study participants were female [16-18]. Furthermore, some of the included studies were designed primarily as a mental health promotion or preventative intervention, for example, for college students and new mothers [46,49,53]. Despite this aim, there was, in general, a lack of focus on positive psychological outcomes such as well-being or quality of life. Furthermore, there may be a ceiling effect with respect to the population means at baseline or study entry, leaving little room for improvement in the outcomes.

Most of the interventions examined were designed to be accessed and used autonomously by the users [5,37,43,48,50]. Commonly, users were advised to use the intervention flexibly to suit their own preference as much or as often as necessary or desired, although encouraged to make full use of the intervention elements (eg, forum, exercises, and monitoring) and content. A small proportion of interventions, however, guided their users through core content through a specific sequence (eg, to complete 4 modules in a predetermined order [38,47]) or over a specific timeframe (eg, 1 module a week or at a certain time point, such as 3 weeks after giving birth [53]). Although web-based recruitment across studies was largely successful, retention and completion rates reported across trials are concerning. With a couple of trials achieving retention rates ≥80% (eg, [46,48]) as exceptions, attrition rates range from 27% in an Australian trial of a digital depression and anxiety intervention [37] to 78% in a mobile app trial [5,43] and 87% in a web-based intervention [50] post intervention. Attrition at short-term follow-up is equally high (eg, 83% at 3-month follow-up [39]), whereas most of the included studies did not report follow-up beyond the immediate post-intervention time point. Furthermore, the low usage or adherence rate across trials was often cited to account partly for the equivocal results across groups [5,43,50], raising the possibility that no effect was because of low or no minimally sufficient treatment dosage. The low use of digital interventions also prompts doubts over the value of the automatic reminders (as emails or SMS, or mobile app prompts) integral to digital intervention design and delivery in the entirely self-guided treatment. Our review demonstrated that although many interventions sent automatic daily or weekly reminders or prompts to the participants directly, they were not responding accordingly. These issues, although consistent with the inherent challenges of conducting digital intervention trials [57,58], remain critical to be resolved. For any digital interventions to effect meaningful changes in their users, developers need to articulate the essential intervention elements and the required intervention exposure or usage to achieve that as a crucial part of the intervention design [59].

Most importantly, it is essential for digital interventions to optimize their engagement and facilitation strategies to ensure users get the intended benefits of the intervention when enjoying their autonomy in pursuing individualized treatment. The effects of reminders and prompts functions and indeed other communication strategies afforded by digital interventions should be carefully investigated to inform both the intervention and the study designs.

In addition to the paucity of research in the growing field of digital health interventions, we note some limitations in the included studies and the data they reported. Although all interventions examined included a self-assessment component, we found no data pertaining to the effectiveness or efficiency of the assessment function independent of the overall intervention, including their treatment component. Thus, no conclusions could be drawn on the impact of assessment on the users’ initial engagement with the intervention, subsequent signposting based on AI, or the users’ mental health outcomes. Follow-up data were sparse, limiting analysis on outcomes beyond the 3-month follow-up. The lack of reporting on intermediate outcomes and process evaluation data (if used) precluded any analysis to convey how digital interventions might work to instill health outcome changes [26,27]. Although some behavior change techniques were incorporated as intervention design (eg, prompts for self-monitoring or goal setting), data on the target health behavior change outcomes were generally not collected or not reported. Although it is often argued that digital interventions carry with them the benefit to be expanded and delivered to whole populations at a relatively low cost, no data were available regarding estimated cost-effectiveness and only 1 paper included economic modeling [52]. This, coupled with the unclear intervention design description, limits the generalizability of the results and the scope of replication and wider implementation.

Limitations
This review has several limitations. First, we are mindful that our results are synthesized from studies that reported different interventions targeting a wide range of populations, ranging from those promoting positive mental health to others identifying and treating mild-to-moderate depression. The results therefore fall short of identifying specific intervention designs (eg, with specific ICT features), which may be particularly effective for specific populations or groups with CMDs (symptoms). This approach also, in part, accounted for the high heterogeneity observed in the results of the meta-analysis. Second, given the limited amount of usable data included in the
analysis, especially in the follow-up timepoint, we conducted a meta-analysis using the fixed-effect model on endpoint mean score whenever ≤5 study data sets were available. Although the fixed-effect model is deemed most suitable for a meta-analysis including ≤5 studies, this approach is inferior in taking baseline measurements into consideration, which is particularly important in small trials [32]. We therefore downgraded the GRADE quality ratings accordingly [31].

Implications for Research and Practice

Although the results from the studies reviewed appear promising, they are limited in terms of generalizability to digital interventions scaled up for use by whole populations. For example, a key implication of the results for both research and practice is the need for economic evaluation of digital mental health services for general population samples [10,60]. Although the usual trial methods for cost-effectiveness evaluation would be informative, economic evaluation of the scaling up of digital interventions to whole populations is also important, as a key consideration for economic evaluation is the potential range of reach of digital services. Whereas widespread awareness and usage of a digital service may increase its cost-effectiveness, creating that awareness also has to be done in a cost-efficient manner. People who use non–digital health or other services can be informed of a digital service at these services, whereas those who only do so rarely or when in crisis but may benefit must be reached by other means. Given that the interventions are web based, the most obvious approach is to use social media advertising in response to mental health–related search terms [9,61]. An economic evaluation of scaling up requires a study of the costs to create awareness of the service and modeling methods using the usage data from the service. Such models must take into account as 1 of their assumptions the additional use of other services, both digital and nondigital, by some users. This is likely to vary as usage increases: as more people take up a digital intervention, the proportions that were previously using something else (and what that was) versus nothing is likely to change; similarly, the intervention’s cost-effectiveness is likely to vary by demographic and clinical groups, which again changes with increasing levels of use.

Outside of a research or practice setting, the extent to which a digital service is trusted is important in addition to its usability [26,28,58]. One implication is the need for research into aspects that affect this trust and how this varies within the general population, for example, the need to use personal information to register before using the intervention and the use of health services or government logos [62].

Conclusions

Digital mental health interventions to assess and signpost people experiencing symptoms of CMDs appear to be acceptable to a sufficient number of people and have enough evidence for effectiveness to warrant further studies. We recommend that future studies incorporate economic analysis; much of the work in this area appears to rest on the untested assumption that digital interventions are cost-effective by their nature. We also suggest clarification of the theoretical models for interventions. Many apply therapies, such as CBT and psychoeducation, to a sample with milder problems than those presently receiving them and state their aims as including both reduction in symptoms and promotion of mental health. However, positive mental health outcomes such as mental well-being, self-esteem, self-efficacy, coping skills, or resilience are rarely used. This may obscure their effectiveness in the target population. Finally, process evaluation to assess implementation and mechanisms of action are needed to understand the outcomes reported, if needed, in a separate publication.
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Abstract

Background: Caring for people with dementia is perceived as one of the most stressful and difficult forms of caring. Family caregivers always experience high levels of psychological burden and physical strain, so effective and practical support is essential. Internet-based supportive interventions can provide convenient and efficient support and education to potentially reduce the physical and psychological burden associated with providing care.

Objective: This review aimed to (1) assess the efficacy of internet-based supportive interventions in ameliorating health outcomes for family caregivers of people with dementia, and (2) evaluate the potential effects of internet-based supportive intervention access by caregivers on their care recipients.

Methods: An electronic literature search of the PubMed, EMBASE, Web of Science, CINAHL, Cochrane Library, and PsycINFO databases was conducted up to January 2020. Two reviewers (ML and YZ) worked independently to identify randomized controlled trials (RCTs) that met the inclusion criteria and independently extracted data. The quality of the included RCTs was evaluated using the approach recommended by the Cochrane Handbook for Systematic Reviews of Interventions. Standardized mean differences (SMDs) with 95% CIs were applied to calculate the pooled effect sizes.

Results: In total, 17 RCTs met the eligibility criteria and were included in this systematic review. The meta-analysis showed that internet-based supportive interventions significantly ameliorated depressive symptoms (SMD=–0.21; 95% CI –0.31 to –0.10; P<.001), perceived stress (SMD=–0.40; 95% CI –0.55 to –0.24; P<.001), anxiety (SMD=–0.33; 95% CI –0.51 to –0.16; P<.001), and self-efficacy (SMD=0.19; 95% CI 0.05–0.33; P=.007) in dementia caregivers. No significant improvements were found in caregiver burden, coping competence, caregiver reactions to behavioral symptoms, or quality of life. Six studies assessed the unintended effects of internet-based supportive intervention access by caregivers on their care recipients. The results showed that internet-based supportive interventions had potential benefits on the quality of life and neuropsychiatric symptoms in care recipients.

Conclusions: Internet-based supportive interventions are generally effective at ameliorating depressive symptoms, perceived stress, anxiety, and self-efficacy in dementia caregivers and have potential benefits on care recipients. Future studies are encouraged to adopt personalized internet-based supportive interventions to improve the health of family caregivers and their care recipients.

Trial Registration: PROSPERO CRD42020162434; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=162434

(J Med Internet Res 2020;22(9):e19468) doi:10.2196/19468
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Introduction

According to World Alzheimer Report 2018 [1], dementia affects almost 50 million people globally, with a new case of dementia occurring around the world every 3 seconds; this number is expected to increase to an alarming 152 million by 2050. Most people with dementia live at home and are cared for primarily by their spouse or adult children, the informal caregivers [2]. Caring for people with dementia is perceived as one of the most stressful experiences, as family caregivers may face long-term problems of managing activities of daily living [3,4], behavioral and psychological symptoms [5,6], and organizing care and providing emotional support [7,8]. However, due to a lack of supportive resources and knowledge of dementia, family caregivers have low confidence in managing caregiving [9] and do not know what to do when their relatives have dementia-related behavioral problems, need emotional support, and require the coordination of dementia care [10]. In addition, improper care behavior can also induce care recipients to develop various behavioral and psychological problems. As a result, dementia family caregivers always experience higher levels of psychological burden, physical strain, and ineffective coping than caregivers of older adults with physical impairments [11,12].

With the given physical and psychological impacts on family caregiver well-being, effective and practical support for family caregivers is essential. The Alzheimer’s Disease International points out that help and support for caregivers should be a fundamental Lynchpin of any national dementia plan [13]. Most currently available interventions to support family caregivers of people with dementia are “face-to-face” interventions [14-16], but the uptake of such interventions is poor. It is estimated that only a small percentage of family caregivers access caregiver support services, with the difficulty of leaving the care recipient and stigma being the main obstacles to uptake [17,18]. In addition, the continued increase in the number of people with dementia has led to concerns about whether the current labor force can cope with such an increased future caring demand [19].

Internet-based supportive interventions could be an efficient alternative to close the support gap to provide education and support for family caregivers, especially for those finding it difficult to leave their care recipient or requiring flexibility due to caring responsibilities. The benefits of interventions provided via the internet are that they are relatively low cost and more convenient because they enable family caregivers to learn at anytime and anywhere [20,21]. The growing number of randomized controlled trials (RCTs) in the field of internet-based support reflects the increasing demand for strategies that can complement existing services and better support family caregivers providing care to people with dementia.

Recent systematic reviews have concluded that internet-based supportive interventions can improve health outcomes in family caregivers of people with chronic disease [22-24]. However, the findings regarding the effect of internet-based supportive interventions on the improvement of health outcomes in family caregivers of people with dementia have been inconsistent. For example, some RCTs have indicated that the level of caregiver burden [25,26], depressive symptoms [25,27], or coping competence [25,28] was significantly ameliorated in the internet-based group compared with the control group. Conversely, some trials have shown that there were no significant differences detected in caregiver burden [29,30], depressive symptoms [29,31], or coping competence [26,30] between the internet-based and control groups.

Currently, there are several systematic reviews of internet-based supportive interventions for family caregivers of people with dementia. In a previous systematic review [32], the author included 14 empirical studies; the results indicated that computer-mediated interventions were potentially useful as a supportive intervention. Nonetheless, because the study design of the included studies was diverse and the data were insufficient, the authors only described the inconsistent results and did not conduct a meta-analysis. A recent meta-analysis [33] investigated the effects of internet-based interventions on mental health outcomes for home caregivers of people with dementia. However, the number of articles included in this meta-analysis was limited. In another recent systematic review [11] of internet-based interventions for family caregivers of people with dementia, the authors mainly aimed to identify the key components of existing internet-based interventions designed to support family caregivers of people with dementia and explore which components are most valued by family caregivers.

In summary, the effects of internet-based supportive interventions on family caregivers of people with dementia require further exploration. Furthermore, to the best of our knowledge, there has been no systematic review that has evaluated the potential effects of internet-based supportive intervention access by family caregivers on their care recipients. Thus, we performed this systematic review and meta-analysis to further clarify the effects of internet-based supportive interventions on dyads (caregivers + people with dementia). The primary objectives of this study were to assess the efficacy of internet-based supportive interventions in ameliorating health outcomes for family caregivers of people with dementia and examine whether specific types of internet-based supportive interventions had a beneficial impact on family caregivers’ health outcomes. The secondary objective was to evaluate the potential effects of internet-based supportive intervention access by caregivers on their care recipients.

Methods

We conducted this systematic review and meta-analysis of RCTs by following the Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA) guidelines [34]. The research protocol was registered in PROSPERO (registration number CRD42020162434).

Literature Search Strategy

An electronic literature search of the PubMed, EMBASE, Web of Science, CINAHL, Cochrane Library, and PsycINFO databases was conducted up to January 2020. Additional relevant studies were identified through the reference lists of the included
studies and previous related systematic reviews. For each database, the search strategy was customised. The key search terms were a combination of medical subject heading terms (MeSH) and entry terms. The detailed information about the search strategies and search results of each database is available in Multimedia Appendix 1.

Inclusion Criteria
Studies were included in this review if they met the following criteria: (1) participants were family caregivers who were currently providing caregiving support to people with dementia, defined as a family member such as their spouse or adult children providing unpaid care; (2) the intervention was a digital one delivered via any internet-based modality, which could include either single-component interventions or multiple-component interventions to family caregivers; (3) comparison was usual care or minimal support control by using paper materials, telephone, or email, etc; (4) primary outcomes included outcome variables related to family caregivers of people with dementia (depressive symptoms, caregiver burden, coping competence, perceived stress, caregiver reaction to behavioral symptoms, anxiety, quality of life, and self-efficacy), and secondary outcomes included outcome variables related to people with dementia (care recipient' quality of life and neuropsychiatric symptoms); and (5) to achieve high levels of evidence, we included only RCTs.

Study Selection and Data Extraction
All of the searched records were imported into EndNote X9 to eliminate duplicate studies. Two reviewers (ML and YZ) worked independently to identify studies that met the inclusion criteria. To further evaluate the eligibility of potential studies, we obtained full-text articles and discussed any disagreements with the third reviewer (ZW). Data were extracted from the included studies by 2 independent reviewers (ML and YZ) using the standardized data extraction tool. From each included study, we extracted data including the author, publication year, country, sample size, participant' mean age, internet-based supportive intervention details (eg, methods, content, and duration), data collection time points, and outcome measurement tools. Any disagreements between the 2 independent reviewers were resolved by the third reviewer (ZW).

Quality Appraisal
The risk of bias in the included studies was assessed using the approach recommended by the Cochrane Handbook for Systematic Reviews of Interventions [35]. The 7 recommended items included random sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessors, incomplete outcome data, selective reporting, and other bias. All included studies were independently evaluated, and the risk of bias for each item was categorized as “low risk,” “unclear,” or “high risk.” Disagreements between the 2 reviewers were resolved by the third reviewer (ZW).

Data Analysis
Standardized mean differences (SMDs) with 95% CIs were used when studies used different outcome scales, and mean differences (MDs) with 95% CIs were applied when studies used the same outcome scales. The level of heterogeneity was evaluated by the $I^2$ method, and a value of $I^2 > 50\%$ was regarded as significant heterogeneity [36]. The fixed-effects model was used to calculate the pooled effect size if the data were not significantly heterogeneous. Otherwise, the random-effects model was used. A sensitivity analysis was performed by excluding one study at a time to confirm the consistency of the findings. Publication bias was evaluated by visual inspection of funnel plot. RevMan 5.3 provided by the Cochrane Collaboration was used for all statistical calculations, and a $P$ value <.05 was considered statistically significant.

In the systematic review, intervention formats were divided into personalized and nonpersonalized formats. Subgroup analyses were performed to explore which internet-based supportive intervention format was most beneficial for family caregivers of people with dementia.

Results
Study Selection
A total of 9110 records were identified from the electronic databases in the final search, with an additional 7 records identified through other sources. After removal of duplicates and obviously irrelevant records, we retrieved 182 full-text articles to further evaluate their eligibility. In total, 165 articles were excluded because they did not meet the inclusion criteria. Ultimately, a total of 17 studies [25-31,37-46] involving 2202 family caregivers of people with dementia were included in this systematic review. The detailed screening process is illustrated in Figure 1.
Study Characteristics
The number of participants in each study ranged from 25 to 547. The intervention duration ranged from 4 weeks to 12 months. Eight studies were performed in the United States [25,26,31,38,41,42,44,46], 3 studies were performed in Netherlands [28,37,40], 2 studies were performed in France [29,43], and 1 study each was conducted in Canada [39], Germany [30], Spain [27], and the UK [45]. All of the included studies reported clear inclusion and exclusion criteria for their participants. In 9 studies, the forms of internet-based support interventions were personalized [25,27,28,40-42,44-46] whereas in the other 8 studies [26,29-31,37,39,43], they were nonpersonalized. The nature of the treatment of control group participants differed from one study to another. The control groups in 10 studies [25,27-30,40-42-45] were exposed to the same conditions as the corresponding intervention groups, except for the implementation of internet-based support intervention in the latter. However, in some studies, the control group received e-bulletins [37], booklet [39], or book [26] while the intervention group received internet-based support intervention. Similarly, Brennan et al [38] provided placebo training experience identifying local services and resources for the comparison group. In the studies of Hicken et al [41] and Williams et al [46], caregivers in the control group received telephone-support attention. Kajiyama et al [31] provided a website containing the similar navigational features to caregivers in the control condition, but they did not provide any of the information or skills training content presented in the intervention group. All 17 included studies evaluated the effect of internet-based supportive interventions in ameliorating health outcomes for family caregivers of people with dementia, and 6 studies [28,29,42-45] also reported potential effects of internet-based supportive intervention access by caregivers on their care recipients. The main characteristics of the included studies are presented in Multimedia Appendix 2.
Risk of Bias Assessment

In general, the RCTs included in this systematic review showed an acceptable risk of bias. Most of the included studies reported randomization, but some trials did not describe the allocation concealment details, which could cause potential selection bias. However, only 2 studies [37,39] were judged as having a low risk of performance bias because it was difficult to blind the participants in psychosocial intervention trials. Approximately half of the studies blinded outcome assessors; therefore, their risk of detection bias was categorized as low. The risk of attrition bias was judged as unclear in only 1 study [41], and there was no evidence of selective reporting bias in any of the included studies. The risk of other bias was categorized as high in 4 studies because of the baseline differences [29,45] and small sample sizes [26,30]. The risk of bias assessment of each included study is shown in Figure 2.

Figure 2. Risk of bias summary: review of the authors’ judgments about each risk of bias item for each included study.

```
<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation (selection bias)</th>
<th>Allocation (selection bias)</th>
<th>Blinding of participants and personnel (performance bias)</th>
<th>Blinding of outcome assessment (detection bias)</th>
<th>Incomplete outcome data (attrition bias)</th>
<th>Selective reporting (reporting bias)</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blom et al. 2015 [37]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Cristancho-Larrox et al. 2016 [29]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Duggeby et al. 2018 [39]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Hafink et al. 2015 [40]</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Kales et al. 2018 [42]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Van Morio et al., 2015 [28]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Williams et al., 2019 [46]</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>
```
Meta-Analysis Results of Interventions Among Family Caregivers

Depressive Symptoms

A total of 11 studies assessed the effects of internet-based supportive interventions on depressive symptoms using the Centre for Epidemiologic Studies Depression Scale [25,27,30,31,37,38,42,46], Patient Health Questionnaire [26,44], and Beck Depression Inventory-II Scale [29]. Because of the different assessment tools, we used the SMD to represent the pooled effect size. The meta-analysis showed that caregivers in the internet-based supportive intervention group exhibited a significant amelioration of depressive symptoms compared with controls (n=1524; SMD=−0.21; 95% CI −0.31 to −0.10; P<.001; I²=0%, fixed-effects model; Figure 3).

Figure 3. The effect of internet-based supportive interventions on depressive symptoms.

For the subgroup analysis, 5 studies reported detailed data on personalized format interventions [25,27,42,44,46], while 6 studies reported detailed data on nonpersonalized format interventions [26,29-31,37,38]. In the personalized format subgroup, the results showed that the caregivers in the intervention group had a significant reduction in SMD scores for depressive symptoms compared with the caregivers in the control group (n=1046; SMD=−0.21; 95% CI −0.33 to −0.08; P=.001; I²=0%; fixed-effects model; Figure 3). In the nonpersonalized format subgroup, the results from 4 studies [26,29,30,43] showed that internet-based supportive interventions improved the burden status of caregivers with an SMD score of −0.04, and this difference was also not statistically significant (n=478; SMD=−0.04; 95% CI −0.34 to 0.27; P=.82; I²=0%; fixed-effects model; Figure 4).

Caregiver Burden

A total of 10 studies evaluated the effects of internet-based supportive interventions on caregiver burden measured by the Zarit Burden Interview [29,42,44,46], the Caregiver Strain Instrument [25], the Caregiver Load scale [26], and the Burden Visual Analog scale [30], and 1 question [40]. Because of the different measuring tools, we applied the SMD to represent the pooled effect size. The meta-analysis showed that the overall combined effect of the internet-based supportive intervention on caregiver burden was not statistically significant (n=1252; SMD=−0.10; 95% CI −0.21 to 0.02; P=.09; I²=0%; fixed-effects model; Figure 4).

In the personalized format subgroup, the results from 6 studies [25,40,42,44,46] showed that internet-based supportive interventions improved the burden status of caregivers with an SMD score of −0.11, but the difference was not statistically significant (n=1088; SMD=−0.11; 95% CI −0.23 to 0.02; P=.09; I²=0%; fixed-effects model; Figure 4). In the nonpersonalized format subgroup, the results from 4 studies [26,29,30,43] showed that internet-based supportive interventions improved the burden status of caregivers with an SMD score of −0.04, and this difference was also not statistically significant (n=164; SMD=−0.04; 95% CI −0.34 to 0.27; P=.82; I²=0%; fixed-effects model; Figure 4).
P erceived Distress/Stress
A total of 7 studies reported the effects of internet-based supportive interventions on distress/stress measured by the Perceived Stress Scale [29,31,43], Neuropsychiatric Inventory subscale [42,45], Interpersonal Reactivity Index subscale [40], and 2 questions [25]. A significant improvement in distress/stress after internet-based supportive intervention was observed compared with the control condition (n=663; SMD=–0.40; 95% CI –0.55 to –0.24; P <.001; I²=4%, fixed-effects model; Figure 5).

Coping Competence
A total of 7 studies used coping competence as an outcome variable, using the Short Sense of Competence Questionnaire [40,46], Caregiver Competence Scale [27], Revised Ways of Coping [25], Visual Analog Scale of coping [29], Caregiver Appraisal Scale [26], and Caregiver Grief Scale [30] to assess coping competence. The meta-analysis results showed that internet-based supportive interventions had no significant effect on coping competence (n=593; SMD=0.11; 95% CI –0.05 to 0.24; P=.19; I²=0%, fixed-effects model; Figure 6).
The effect of internet-based supportive interventions on coping competence.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental</th>
<th>Control</th>
<th>Std. Mean Difference (IV, Fixed, 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
</tr>
<tr>
<td>Beuckaemp et al. 2005 [29]</td>
<td>0.43</td>
<td>0.47</td>
<td>50</td>
</tr>
<tr>
<td>Hallink et al. 2018 [30]</td>
<td>0.09</td>
<td>0.18</td>
<td>25</td>
</tr>
<tr>
<td>Williams et al. 2019 [31]</td>
<td>0.09</td>
<td>0.14</td>
<td>30</td>
</tr>
</tbody>
</table>

In the personalized format subgroup, the results from 4 studies [25,27,40,46] showed that the effect of the internet-based supportive interventions on coping competence was not statistically significant (n=489; SMD=0.10; 95% CI –0.07 to 0.28; P=0.25; I²=39%; fixed-effects model; Figure 6). In the nonpersonalized format subgroup, the results from 3 studies [26,29,30] showed a similar effect (n=108; SMD=0.12; 95% CI –0.27 to 0.51; P=0.54; I²=0%; fixed-effects model; Figure 6).

Caregiver Reactions to Behavioral Symptoms

The effects of internet-based supportive interventions on caregiver reactions to behavioral symptoms of people with dementia were evaluated in 4 studies using the Revised Memory and Behavior Problems Checklist [29,31,43,46]. Because the measuring tool was the same, we applied the MD to represent the pooled effect size. The meta-analysis results showed that internet-based supportive interventions had no significant effect on caregiver reaction to behavioral symptoms (n=294; MD=0.11; 95% CI –0.27 to 0.06; P=0.20; I²=42%; fixed-effects model; Figure 7).

Anxiety

Three studies used anxiety as an outcome variable, using the State-Trait Anxiety Inventory [25], Hospital Anxiety and Depression subscale [37], and Generalized Anxiety Disorder Scale [26] to assess changes in caregiver anxiety status. The results showed that compared with the control caregivers, the caregivers in the intervention group experienced significant amelioration of anxiety (n=499; SMD=–0.33; 95% CI –0.51 to –0.16; P<.001; I²=0%; fixed-effects model; Figure 8).

Quality of Life

Three studies reported the effects of internet-based supportive interventions on quality of life of dementia caregivers measured by the Perceived Quality of Life [31], Quality of Life Scale [45], and 2 distinct questions [40]. The meta-analysis showed that the effect of the internet-based supportive intervention on quality of life was not statistically significant (n=187; SMD=0.15; 95% CI –0.14 to 0.44; P=.31; I²=26%; fixed-effects model; Multimedia Appendix 3).

http://www.jmir.org/2020/9/e19468/
Self-Efficacy

In 2 studies, self-efficacy was used as the outcome variable, and the Caregiver Self-Efficacy Scale [44] and 6 self-efficacy questions regarding areas of caregiving [25] were used to measure self-efficacy. The results from the 2 studies showed that the internet-based supportive interventions had a significant beneficial effect on self-efficacy (n=846; MD=0.19; 95% CI 0.05 to 0.33; P=0.07; I²=0%; fixed-effect models; Multimedia Appendix 4).

Description of Studies Not Suitable for Meta-Analysis

Three RCTs [28,39,41] were not included in the meta-analysis due to the limitation of data types. Instead, the results of these studies are described and summarized in the following narrative review. Van Mierlo et al [28] found that an internet-based supportive intervention significantly improved the sense of competence of caregivers after 12 months (P=.03). However, there were no significant differences in emotional stress between the intervention and control groups. Hicken et al [41] evaluated the effects of an internet-based supportive intervention for 4-6 months in family caregivers of veterans with dementia. There were no significant differences in the changes in caregiver burden or depressive symptoms between the groups from baseline to the end of the intervention. The important findings in this study were that the effects partly changed when the analyses were stratified by rurality. For urban caregivers, the burden score remained stable in the control group but decreased in the internet group (P=.014). For rural caregivers, there were no significant differences between the groups. Duggleby et al [39] assessed the effects of 3 months of an internet-based supportive intervention on self-efficacy among caregivers of older adults with Alzheimer’s disease and multiple chronic conditions. Although no significant group differences were observed in outcome measures, the caregivers in the intervention group indicated, when asked in interviews, that the internet-based supportive intervention helped them with their transitions.

Potential Effects on Care Recipients

Six studies [28,29,42-45] evaluated the potential effects of internet-based supportive intervention access by caregivers on their care recipients. Van Mierlo et al [28] examined the effects of DEMentia Digital Interactive Social Chart (DEM-DISC) access by caregivers on their care recipients. The results showed no significant differences between the intervention and control groups on the quality of life and neuropsychiatric symptoms of people with dementia as reported by family caregivers at 12 months. Two other studies [29,42] indicated similar results; there were no significant differences in behavioral frequency, severity, or overall neuropsychiatric symptoms between the intervention and control groups. Conversely, a recent RCT [44] showed that the quality of life of care recipients significantly declined more in the usual care group than in the intervention group from baseline to 12 months (P=.04). The rate of emergency department visits over a 12-month period significantly increased more in the usual care group than in the intervention group (P=.04). However, there were no significant differences in rates of ambulance use (P=.12) and hospital use (P=.71) between the intervention and usual care groups. Another study [43] demonstrated that behavior problem frequency of care recipients significantly reduced more in the intervention group than in the control group from baseline to 6 weeks (P=.04). In a previous study conducted by Torkamani et al [45], the comparison revealed a significant difference in neuropsychiatric symptoms, showing worse neuropsychiatric symptoms for care recipients in the intervention group than those in the control group at baseline. The group difference remained significant at 3 and 6 months. Therefore, it is difficult to distinguish whether the intervention is effective for the neuropsychiatric symptoms of care recipients. One positive finding was that the care recipients in the intervention group showed weight gain.

Publication Bias and Sensitivity Analyses

Visual inspection of the funnel plot did not reveal evidence of potential publication bias. The funnel plot is shown in Multimedia Appendix 5. We conducted the sensitivity analysis by removing all the studies included in this meta-analysis one by one, and confirmed that the findings were not significantly influenced by any single study.

Discussion

Summary and Interpretation of Results

A total of 17 studies of internet-based supportive interventions in family caregivers of people with dementia were included in our systematic review, and 14 studies were included in the meta-analyses. Unlike previous reviews in this field, this review not only explored the effects of internet-based interventions on family dementia caregivers but also focused on the effects on care recipients. The meta-analysis showed that internet-based supportive interventions significantly ameliorated depressive symptoms, perceived stress, anxiety, and self-efficacy in dementia caregivers. Both the personalized and nonpersonalized formats of internet-based supportive interventions significantly reduced depressive symptoms and perceived stress. However, current evidence failed to support the efficacy of internet-based supportive interventions on caregiver burden, coping competence, caregiver reactions to behavioral symptoms, or quality of life. The results based on 6 studies [28,29,42-45] showed that internet-based supportive interventions had potential benefits on the quality of life and neuropsychiatric symptoms in care recipients.

This systematic review showed that internet-based supportive interventions had significant beneficial effects on mental health, such as depressive symptoms, perceived distress/stress, and anxiety. Several systematic reviews have also recognized the potential for internet-based interventions in supporting family caregivers of people with dementia to maintain well-being and independence. Our results are comparable to a recently published meta-analysis by Zhao et al [33], who reported that web-based interventions had a positive effect on mental health in home caregivers of people with dementia. Another systematic review [11] identified a broad variety of internet-based interventions that focused on providing information; engaging with social care professionals; and providing peer support, psychological support, and decision support. Although the main focus of that review [11] was not on effectiveness, some internet-based...
multiple-component interventions showed promise in reducing depressive symptoms and anxiety in family caregivers. For these positive results, the possible reason is that internet-based supportive interventions can improve the dementia-related knowledge and care skills of family caregivers, thereby enhancing their confidence in managing caregiving and alleviating their negative emotions.

In this systematic review, subgroup analysis showed that both personalized and nonpersonalized formats of internet-based supportive interventions had significant beneficial effects on depressive symptoms and perceived stress. Compared with the effect size of the nonpersonalized format, the combined effect size of the personalized format was larger, which means that personalized format intervention was more beneficial for dementia family caregivers. Because the symptoms of people with dementia are diverse and the coping abilities of home caregivers are uneven, it is important to provide personalized interventions. The American Geriatrics Society points out that providing care that is respectful of and responsive to individual person needs, preferences, and values is one of the pillars of quality health care [47]. Recent guidelines [48-50] that offer best-practice advice on support and care for people with dementia and their families and caregivers stated that dementia care should be personalized to a person’s interests, abilities, values, beliefs, personalities, life experiences, likes, and dislikes and should be based on the severity and characteristics of the symptoms. The personalized format of internet-based supportive interventions enables health-care professionals to understand and provide support for the unmet needs of individuals with dementia and their family caregivers. In Núñez-Navéira et al’s study [27], at the start of the program, the participants needed to complete an interactive customization questionnaire with questions about the time availability for learning, energy, and preferences of the care provider and about the severity of dementia of the people cared for by the family caregiver. By completing the questionnaire, the information content provided to the family caregivers was personalized and adjusted to their personal situation. In Possin et al.’s study [44], care team members responded to family caregivers’ immediate needs first, then screened for common problems and provided standardized education and tailored support according to the care plan protocols. In Williams et al’s study [46], dementia care experts implemented personalized interventions by providing tailored feedback and guidance based on specific care encounters. The personalized interventions offered a user-friendly and promising method of individualizing professional consultation and guidance to maximize the intervention effects.

However, current evidence failed to support the efficacy of internet-based supportive interventions on caregiver burden, coping competence, caregiver reactions to behavioral symptoms, or quality of life. Studies have shown that caregiver outcomes, such as burden, have been shown to increase with time [51,52]. Although the internet-based supportive interventions did not significantly ameliorate those caregiver outcomes, they did lead to nonsignificant improvements in those caregiver outcomes. Internet-based supportive intervention is an emerging field, and the research in this field lacks consistency, such as inconsistent choice of theoretical models, inconsistent content in intervention courses, inconsistent doses of interventions, inconsistent conditions of control groups, and inconsistent measurement tools. These inconsistencies need to be taken seriously, so it is necessary to further explore the effects of these types of interventions.

In recent years, nonpharmacological interventions have been increasingly implemented to prevent and reduce challenging behavioral and psychological symptoms of dementia [53,54]. However, few of these interventions targeted people with dementia and their caregivers as dyads but rather people with dementia or caregivers alone [55]. In our systematic review, the evidence for potential effects on care recipients was limited, as only 5 of 17 RCTs provided effect data about care recipients. One study [44] showed that the quality of life and the rate of emergency department visits of care recipients increased significantly more in the intervention group than in the usual care group, whereas another study [28] indicated no significant differences between the intervention and control groups on the quality of life. Two studies [28,42] showed no significant differences between the intervention and control groups on the neuropsychiatric symptoms of people with dementia, whereas the other study [45] revealed unclear effects because of baseline differences. Another study [43] demonstrated that behavior problem frequency of care recipients was reduced significantly more in the intervention group than in the control group. Although the results were inconsistent across studies, they generally showed potential beneficial effects of internet-based supportive interventions on care recipients. Some outcome changes may not be statistically significant, but they are clinically significant for families who care for loved ones with dementia at home. In our opinion, internet-based supportive interventions can improve the caregiving skills of family caregivers, thereby meeting the complex care needs and providing better care for the people with dementia, and thus indirectly improve the health status of the people with dementia. Because of the limited evidence, further research is needed to explore the effects of internet-based supportive intervention access by caregivers on their care recipients.

**Implications for Clinical Practice and Future Research**

Our results demonstrate that internet-based supportive interventions have beneficial effects on family dementia caregivers and should be considered as a useful tool in clinical practice. The following issues need to be addressed when applying internet-based supportive interventions. First, the content of internet-based supportive interventions should be tailored according to user preferences, needs, personal situation, and dementia severity of the care recipients. It is better to provide online question-answering functionality on the internet platform so that dementia care experts can provide personalized feedback and guidance in a timely manner based on specific care encounters. Second, the ultimate goal of providing internet-based support services to family dementia caregivers is to improve the well-being of both dementia caregivers and people with dementia. Therefore, future studies should not only explore the effects of internet-based interventions on family dementia caregivers but also focus on their impact on care recipients. Third, privacy and security issues need to be highlighted. The details discussed by many users on the internet
are emotional and personal topics. The overwhelming and vocal concerns about the internet have been data security and privacy [56]. The reasons for choosing and trusting a particular website are more focused on the way to access the website and the content of the website, including password-protected entry methods, personalized content, and unbiased information, rather than complex and busy layouts, irrelevant content, and corporate looks. Fourth, future research into internet-based supportive interventions for caregivers of people with dementia may benefit from a mixed-method approach. Qualitative components gathered from interviews with caregivers who have used internet-based supportive interventions provide a significant supplement to quantitative outcome measures. Qualitative approaches offer deeper insight into caregivers’ experiences of using the interventions and taps into factors, such as feeling focused, supported, and less isolated, that are of great importance to caregivers. Finally, there is a need for further research in this field to promote cost-effective care and lower the threshold of seeking support around the world.

Strengths and Limitations
The strength of this systematic review was that we focused on the dyad of dementia, including family dementia caregivers and people with dementia, not only caregivers or only care recipients. In addition, only RCTs with rigorous study designs were included, which implies that the quality of evidence was relatively high. This systematic review also had some limitations. First, the included studies lacked consistency, the content and doses of interventions varied widely, and the tools for measuring outcome variables were diverse. Thus, the optimal intervention design for family dementia caregivers remains unclear. Second, only 6 studies evaluated the potential effects of internet-based supportive intervention access by caregivers on their care recipients. Therefore, the meta-analysis of the effects on care recipients was not performed, but only described and summarized in the narrative review. Third, some outcome variables, such as anxiety and self-efficacy, were not analyzed by subgroup due to the limited number of studies. Therefore, further research is needed to provide sufficient evidence for practice.

Conclusions
Internet-based supportive interventions are generally effective at ameliorating depressive symptoms, perceived stress, anxiety, and self-efficacy in family dementia caregivers and have potential benefits on care recipients, although negative results were found in some RCTs. Future studies are encouraged to adopt personalized internet-based supportive interventions to improve the health of family caregivers and their care recipients. Combining personalized information with the help of dementia care experts and the possibility of communicating with other family dementia caregivers can augment standard dementia care and improve the efficiency of resource utilization.
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Abstract

Background: Real-time video communication technology allows virtual face-to-face interactions between the provider and the user, and can be used to modify risk factors for smoking, nutrition, alcohol consumption, physical activity, and obesity. No systematic reviews have examined the effectiveness of individual real-time video counseling for addressing each of the risk factors for smoking, nutrition, alcohol consumption, physical activity, and obesity.

Objective: This systematic review aims to examine the effectiveness of individually delivered real-time video counseling on risk factors for smoking, nutrition, alcohol consumption, physical activity, and obesity.

Methods: The MEDLINE (Medical Literature Analysis and Retrieval System Online), EMBASE (Excerpta Medica Database), PsycINFO, Cochrane Register of Controlled Trials, and Scopus databases were searched for eligible studies published up to November 21, 2019. Eligible studies were randomized or cluster randomized trials that tested the effectiveness of individual real-time video communication interventions on smoking, nutrition, alcohol, physical activity, and obesity in any population or setting; the comparator was a no-intervention control group or any other mode of support (e.g., telephone); and an English-language publication.

Results: A total of 13 studies were eligible. Four studies targeted smoking, 3 alcohol, 3 physical activity, and 3 obesity. In 2 of the physical activity studies, real-time video counseling was found to significantly increase physical activity when compared with usual care at week 9 and after 5 years. Two obesity studies found a significant change in BMI between a video counseling and a documents group, with significantly greater weight loss in the video counseling group than the in-person as well as the control groups. One study found that those in the video counseling group were significantly more likely than those in the telephone counseling group to achieve smoking cessation. The remaining studies found no significant differences between video counseling and telephone counseling or face-to-face counseling for smoking cessation, video counseling and face-to-face treatment on alcohol consumption, video counseling and no counseling for physical activity, and video counseling and face-to-face treatment on BMI. The global methodological quality rating was moderate in 1 physical activity study, whereas 12 studies had a weak global rating.

Conclusions: Video counseling is potentially more effective than a control group or other modes of support in addressing physical inactivity and obesity and is not less effective in modifying smoking and alcohol consumption. Further research is required to determine the relative benefits of video counseling in terms of other policy and practice decision-making factors such as costs and feasibility.
Introduction

Background
Tobacco use, poor nutrition, risky alcohol consumption, physical inactivity, and obesity are the leading modifiable health risks that can cause noncommunicable diseases, including cardiovascular disease, chronic respiratory disease, cancer, stroke, and diabetes [1]. Globally, it is estimated that there are 1.1 billion tobacco smokers, and tobacco use is responsible for the death of 8 million people each year [2]. Harmful alcohol consumption is responsible for 3 million deaths and causes >200 chronic and acute diseases [3]. Globally, in 2016, an estimated 0.9 million injury deaths and 52.4 million injury disability-adjusted life years (DALYs) were attributable to alcohol [3]. Similarly, poor diet accounts for 11 million adult deaths [4], of which 3 million annual deaths are attributed to excess salt or sodium intake [5]. 2 million deaths per year are attributable to diets low in fruits and vegetables, and 3 million deaths are attributable to low intake of whole grains [4,6]. Insufficient physical activity causes 5.3 million premature deaths annually [7].

Real-time video communication, also known as videoconferencing, telehealth, or telecare [8], is a scalable and accessible intervention delivered over the internet via a video camera connected to a computer, smartphone, or tablet [9]. Real-time video communication is available to the 3.9 billion people who have access to the internet worldwide [10] and have a device with a video camera. Video communication software such as Skype can be downloaded for free by internet users and is widely used for personal or professional communication every day [11]. Real-time video technology allows a real-time, virtual face-to-face interaction between the provider and the user [12] at any time of the day in any location with internet access [13]. Another advantage of real-time video counseling is that it provides a mode for delivering individual counseling that allows counselors to respond to the client’s verbal and nonverbal cues, unlike telephone support, which is an audio-only intervention, or written materials. Real-time video counseling is supported by the media richness theory, which conceptualizes that real-time video counseling ranks highly as a rich mode of communication as it provides virtual face-to-face support and advisers are able to respond to nonverbal cues, which is not possible in all forms of behavioral support [14]. There is an opportunity for instant clarification of doubts or identifying reluctance or enthusiasm in both the voice and body language, consequently minimizing chances of being misunderstood. Real-time video counseling also eliminates travel time and associated costs of face-to-face interventions [15], improves discretion and comfort as the video call can be taken in a preferred private place to avoid the potential stigma associated with clinic visits [15,16], and has widespread reach. Real-time video counseling has the potential to be used on a large scale to target health risks attributable to smoking, nutrition, alcohol consumption, physical activity, and obesity [9,10].

Individual counseling is used by service providers to deliver support for smoking cessation [17], nutrition [18], physical activity [19], obesity [19], and alcohol consumption [20]. Individual counseling is primarily delivered in person or via the telephone by service providers [21-24], and these modes have been found to be effective in improving health risks attributable to smoking, nutrition, alcohol consumption, physical activity, and obesity [17-19,25-27]. The advantages of individual counseling include convenient scheduling for both the client and service provider, focused treatment with personalized feedback, and a high level of confidentiality as clients can disclose themselves in private compared with group counseling [28].

The capability, opportunity, motivation, and behavior (COM-B) model by Michie et al [29] provides a theoretical framework to examine the effectiveness of real-time video counseling on health risks for smoking, nutrition, alcohol consumption, physical activity, and obesity. The COM-B model suggests that behavior is a result of 3 factors: capability (psychological or physical), opportunity (physical or social), and motivation (reflective or automatic) [29]. Real-time video counseling may maximize capability, opportunity, and motivation to encourage behavior change in the following ways. First, a real-time video counseling intervention for health risks of smoking, nutrition, alcohol consumption, physical activity, and obesity can assist participants in realizing their capability by enhancing their knowledge about effective behavior change methods, situations, and environments that act as triggers for their behaviors. Second, real-time video counseling may remove barriers such as the distance and time to travel to access face-to-face treatment, thereby increasing the opportunity for behavior change. Third, real-time video counseling can include motivational interviewing and cognitive behavioral therapy techniques to increase motivation to improve factors for smoking, nutrition, alcohol consumption, physical activity, and obesity [29].

One systematic review has examined the effectiveness of various technology-based interventions on smoking cessation, including real-time video counseling; however, the review only included studies of participants with low socioeconomic status or disadvantaged populations [30]. This review identified only 1 study that found no significant difference between video counseling and telephone counseling on smoking cessation [31]. A Cochrane systematic review examined the effectiveness of real-time video counseling for smoking cessation only and found limited evidence that suggested no difference between video counseling and telephone counseling [32]. However, this systematic review excluded studies that measured smoking cessation <6 months postbaseline [32]. To the best of our knowledge, there are no other systematic reviews that have examined the effectiveness of individual real-time video support...
for addressing each of the risk factors for smoking, nutrition, alcohol consumption, physical activity, and obesity.

**Objective**

This systematic review aimed to examine the effectiveness of individual real-time video counseling on health risks for smoking, nutrition, alcohol, physical inactivity, and obesity relative to (1) a no-intervention control group or (2) other modes of intervention delivery.

**Methods**

**Narrative Review**

This narrative review follows the guidelines of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [33] and was completed as per the protocol registered with the International Prospective Register of Systematic Reviews (PROSPERO; registration number: CRD42017071885). Meta-analyses were not undertaken because of the heterogeneity between studies (eg, clinical vs nonclinical populations) and the small number of studies examining the effectiveness of real-time video counseling for each risk factor for smoking, nutrition, alcohol consumption, physical activity, and obesity.

**Search Strategy**

The electronic databases Cochrane Register of Controlled Trials (via Cochrane Library), MEDLINE (Medical Literature Analysis and Retrieval System Online; from 1946), EMBASE (Excerpta Medica dataBASE; from 1947), PsycINFO (from 1806), and Scopus were searched from inception to retrieve studies published up to November 21, 2019, that described a real-time video counseling intervention (eg, video conferencing or video consultation or telehealth or telemedicine) for modifying health risks for smoking, nutrition, alcohol consumption, physical activity, and obesity. The reference lists of included trials were also manually searched to retrieve any other relevant studies.

The database search consisted of focused text word searches and medical subject heading searches. The search terms were divided into 3 groups: (1) smoking, nutrition, alcohol, physical activity, and obesity behavior (ie, tobacco use, nutrition, alcohol drinking, physical activity, obesity, healthy lifestyle, lifestyle), (2) video communication intervention (ie, telemedicine, videoconferencing, remote consultation, Skype, Viber, webcam, Talky Core, WhatsApp, FaceTime, Messenger, Google Hangouts), and (3) study design (ie, randomized controlled trial, cluster randomized trial). **Textbox 1** outlines the search strategy.
**Textbox 1.** Search strategy.

- Nicotine/
- Tobacco/
- exp "Tobacco Use Cessation"/
- exp "Tobacco Use"/
- (Cigar* or smok* or tobacco or nicotine).tw.
- 1 or 2 or 3 or 4 or 5
- exp Healthy Lifestyle/
- exp Life Style/
- (lifestyle* or life style*).tw.
- nutrition*.mp.
- exp Fruit/
- exp Vegetables/
- (fruit* or vegetable*).tw.
- 7 or 8 or 9 or 10 or 11 or 12 or 13
- exp Alcohol Drinking/
- exp Alcoholism/ or exp Drinking Behavior/
- exp Alcoholic Intoxication/
- (Alcohol* or drinking).tw.
- 15 or 16 or 17 or 18
- exp Exercise/
- physical activity.mp.
- exp Sedentary Lifestyle/
- (physical activit* or physical inactivit*).tw.
- (exercise* or Sport*).tw.
- 20 or 21 or 22 or 23 or 24
- exp Overweight/
- Obes*.tw.
- 26 or 27
- exp Telemedicine/
- exp Videoconferencing/
- Remote Consultation/
- (skype or viber or webcam or talky core or whatsapp or facetime or messenger or google* hangouts).mp. (mp=title, abstract, original title, name of substance word, subject heading word, keyword heading word, protocol supplementary concept word, rare disease supplementary concept word, unique identifier, synonyms)
- ((real time or realtime) adj3 (counsel* or support* or therap* or conference or consult*)).tw.
- (remote adj3 (communicat* or consult*)).tw.
- 29 or 30 or 31 or 32 or 33 or 34
- 6 or 14 or 19 or 25 or 28
- 35 and 36
- exp Randomized Controlled Trial/
- exp Randomized Controlled Trials as Topic/
- exp Clinical Trial/
- exp Clinical Trials as Topic/
Eligibility Criteria

Studies were included in this review if they met the following criteria:

1. **Study design:** randomized trials or cluster randomized trials. Randomized trials and cluster randomized trials were included because these designs are considered the gold standard for measuring effectiveness [34].

2. **Study participants:** any population (ie, general population, patients).

3. **Setting:** any setting, including community and health care settings.

4. **Intervention:** video communication was used as the mode to deliver individual, one-on-one support (ie, Skype, FaceTime, Facebook Messenger, WhatsApp, or any preferred individual real-time video communication platform).

5. **Comparators:** the comparators included a no-intervention control group or any other form of support to address the risk factors for smoking, nutrition, alcohol consumption, physical activity, and obesity, such as written materials, telephone counseling, web-based support, and face-to-face interventions.

6. **Language:** studies published in English.

7. **Outcome measures:** any measure of an individual’s smoking (eg, smoking cessation, quit attempts), nutrition (eg, serves of fruit and/or vegetables, calories), alcohol (eg, number of standard drinks of alcohol), physical activity (eg, number of minutes of moderate or vigorous physical activity or metabolic equivalent [MET] minutes), or obesity (eg, BMI, waist circumference).

Study Selection

After removing duplicate records, 2 authors (JB and FT, PA, or MM) independently screened the titles and abstracts of all records using either EndNote or Covidence. Papers that did not meet the eligibility criteria were excluded. Two reviewers independently examined the full text of the papers that were deemed eligible or whose eligibility was uncertain based on the title and abstract screening. Two reviewers met and discussed any discrepancies until a consensus was reached. The reasons for exclusion were recorded for all full text papers assessed that were ineligible.

Data Extraction of Study Characteristics

Two authors (JB and AB or EB) independently extracted the following data from eligible studies: authors and country, years data collected, study design, sample characteristics, recruitment method, eligibility criteria, participation rate, treatment conditions, the video intervention received, retention at follow-up, outcome measures, the comparators, and costs. All discrepancies were resolved between the 2 reviewers through discussion, and a third reviewer (FT) was consulted when necessary.

Methodological Quality Assessment

The quality assessment of each included study was assessed independently by 2 reviewers (JB and FT). The Quality Assessment Tool for Quantitative Studies developed by the Effective Public Health Practice Project was used to assess methodological quality [35] according to the instructions described in the Quality Assessment Tool for Quantitative Studies Dictionary [36]. The Quality Assessment Tool for Quantitative Studies assesses randomized and nonrandomized trials in relation to 6 components: selection bias, study design, confounders, blinding, data collection methods, withdrawals, and dropouts. Each study was rated as strong, moderate, or weak on each of these components. An overall global rating was then assigned to each study, with studies classified as strong (no weak ratings), moderate (1 weak rating), or weak (2 weak ratings).

Results

After removing duplicates, a total of 7991 records were screened. Of these, 7894 records were excluded at the title and abstract screening stage, and 97 full text records were assessed for eligibility (Figure 1). A total of 84 of the 97 full text records were excluded for the following reasons: 26 did not measure smoking, nutrition, alcohol consumption, physical activity, and obesity outcomes; 23 did not use any form of video counseling intervention; 19 involved group video counseling and not individual video counseling [37-54]; 3 were protocol papers [55-57]; 8 were not randomized studies [58-65]; 2 studies were ongoing [32,66]; 1 was a conference abstract [67]; and 2 studies described a multicomponent intervention, and it was not possible to isolate the effect of real-time video counseling [68,69]. The remaining 13 eligible studies were included in the review. Figure 1 presents the PRISMA diagram for screening and selection.
Study Characteristics
Four studies focused on individual video counseling for smoking cessation [31,70-72], 3 studies focused on alcohol consumption [73-75], 3 studies focused on physical activity [76-78], and 3 studies focused on obesity [79-81]. No trial examined the effectiveness of real-time video counseling on nutrition. Most trials were funded by grants from the government [76,77,79-81] or university [71,73]. One study reported receiving no funding [75], 1 study was funded by the Craig H. Neilsen Foundation [78], and 1 study was funded by CureApp Inc [72]. All 13 studies were published from 2010 onward.

Smoking Cessation
Three randomized trials that examined the effectiveness of real-time video counseling compared with telephone counseling for smoking cessation were conducted in the United States [31,70,71]. One trial conducted in Japan compared real-time video counseling with face-to-face counseling [72]. The studies followed-up participants for 3 [70], 6 [71,72], or 12 months [31]. One trial focused on a clinical population of women with HIV [71], whereas 3 studies included nonclinical populations [31,70,72]. The sample sizes were 49 [70,71], 115 [72], and 566 participants [31]. Two studies recruited women only [70,71], whereas another study had a majority of female participants (65%) [31] and 1 study had a majority of male participants (81%) [72]. Across the 4 trials, the mean age was 45 (SD 11.7) to 55 years (SD 11) [31,70-72]. The participation rates were 36.66% (566/1544) [31], 52% (49/94) [71], 64% (49/77) [70], and unclear for 1 study [72]. The retention rates at follow-up were 87.6% (496/566) at 12 months [31], 55% (27/49) [71], 97.4% (112/115) [72] at 6 months, and 78% (38/49) at 3 months [70].

Multimedia Appendix 1 [31,70-72] provides a detailed description of the study characteristics. The trial in rural United States (Kansas) recruited participants from 20 primary care clinics and through community-based activities (eg, radio
interviews, health fairs, and religious organizations) [31], whereas another trial recruited Korean-American women through web-based communities and newspaper advertisements [70]. The US trial among women living with HIV had participants referred by health workers, professional health networks, advertisements on free websites, and Craigslist [71], whereas Nomura et al [72] recruited participants from community clinics or centers.

One trial delivered the intervention through 4 individually tailored sessions at the clinic [31], whereas participants were offered 5 internet-based video counseling calls in another study [72]. In 2 studies, participants received up to 8 individual video counseling calls at home [70,71]. Participants from the rural US study also received written materials on smoking cessation and pharmacotherapy [31], whereas studies with Korean-American women and women living with HIV offered nicotine patches to their participants [70,71]. Participants were followed-up at 3, 6, and 12 months for 1 study [31] and at the end of the intervention and at 3 and 6 months for another study [71]. In the study with Korean-American women, participants were followed-up for 3 months [70], and in the study conducted in Japan, participants were followed-up at 3 and 6 months [72].

Three studies reported prolonged abstinence, 1 at 3 months [70], 1 at 6 months [71], and 1 at 12 months [31]. One study reported continuous abstinence between 9 and 12 weeks and 9 and 24 weeks [72]. Three studies reported 7-day point prevalence abstinence outcomes at 1, 2, and 3 months [70]; at the end of the intervention; at 3 and 6 months [71]; and at 12 months [31]. Only the rural US study reported provider costs for real-time video counseling and telephone counseling interventions [31].

### Alcohol Use

Multimedia Appendix 2 [73-75] provides a detailed description of the study characteristics. One study was conducted in Denmark [73] and the other 2 studies were conducted in the United States [74,75]. Participants were recruited from public outpatient alcohol clinics [73], a web-based research participation system for undergraduate students [75], and community supervision offices for people with substance abuse [74]. One study included a clinical population with an alcohol dependence syndrome [73], whereas the other 2 studies were conducted with nonclinical populations [74,75]. The sample sizes were 51 [75], 71 [73], and 127 [74] across the studies. The proportion of men was high in 2 studies, specifically 73% (52/71) [73] and 81.1% (103/127) [74], whereas the majority were women (60.8%) in 1 study [75]. The mean age was 19 (SD not reported) [75] and 47 years (SD 12.8) [73], with a median age of 30.5 years [74]. The participation rate was 63% [73] and 73% [74] across 2 studies and unclear in 1 study [75].

One trial compared video counseling (telehealth) with face-to-face treatment only [75]. The other 2 trials compared individual video conferencing plus face-to-face support (treatment as usual) with face-to-face only support (treatment as usual) [73,74].

In 1 study, participants received up to 5 sessions with the therapist via videoconference and were followed-up at 3 months [74], whereas another study offered between 1 and 3 sessions a week at the initial stages, followed by 1 session every other week for about 7 months, and participants were followed-up until 12 months [73]. In the third study, participants received only 2 sessions and were followed-up at 1, 2, and 3 months [75].

Alcohol consumption was measured at 3, 6, and 12 months in 1 study [73], at 3 months in another study [74], and at 1, 2, and 3 months in the third study [75]. The costs of the video intervention and face-to-face support (treatment as usual) were not reported in any of these 3 studies [73-75].

### Physical Activity

Three trials examined the effectiveness of individual video counseling to increase physical activity. The trials were conducted in Australia [76], the United States [77], and Canada [78]. Participants were recruited from print and web advertising in 1 study [76], whereas in the other 2 studies, participants were recruited from their primary care provider [77] or from outpatient rehabilitation hospitals in Montreal, a local adapted fitness center, an organization representing persons with spinal cord injury (SCI), pre-existing databases of previous research participants, and social media platforms [78]. Two physical activity trials were conducted with clinical populations, specifically people with paraplegia [78] and people with diabetes [77], whereas 1 study was conducted with a nonclinical population [76]. The sample sizes across the 3 studies were 24 [78], 154 [76], and 1650 participants [77]. In 2 trials, most participants were female (117/154, 76.0% [76] and 1037/1650, 62.84% [77]), whereas in the third study, the majority were male 73% (16/24) [78]. The average BMI was 31 kg/m² [76] and 32 kg/m² [77] in 2 studies, and BMI was not reported in the Canadian study [78]. Across the studies, the mean age ranged from 51.64 (SD 12.3) [78] to 70.9 (SD 6.63) years [77]. One trial compared real-time video counseling plus computer-tailored advice with computer-tailored web-based physical activity intervention only (advice tailored to an individual with graphs and text) and to a waitlist control group [76]. The intervention participants in this trial received tailored physical activity advice plus video counseling every 2 weeks for 8 weeks (“My Activity Coach”) [76]. These were four 10-min coaching sessions with a behavioral expert using a web-based video-calling program (Skype) compared with computer-tailored physical activity advice only and a waitlist control. Participants were followed-up at week 9 and at 6 months [76]. In the second study [77], the intervention comprised video counseling (home video calls) with a diabetes educator conducted every 4 to 6 weeks for self-management, which was compared with face-to-face care (usual clinic-based care), and participants were followed-up for 5 years [77]. The third trial compared video counseling (intervention) versus regular routine (control) in adults with SCI in Canada [78]. The intervention comprised 1 leisure time physical activity (LTPA) counseling session per week for 8 weeks, resulting in a total of 8 counseling sessions [78]. Participants were then followed-up at weeks 6 and 10 [78].

One trial assessed physical activity in minutes per week at week 9 and 6 months [76], another assessed the rate of decline in physical activity in older participants over a 5-year period [77], and the third trial assessed total LTPA at 6 and 10 weeks [78]. One trial reported a retention rate of 92% at 10 weeks [78], and 2 trials reported retention rates of <50% [76,77]. No cost
information was provided for any of the studies. **Multimedia Appendix 3** [76-78] provides a detailed description of the study characteristics.

**Obesity**

**Multimedia Appendix 4** [79-81] provides a description of the study characteristics examining the effectiveness of video counseling on obesity. Three trials [79-81] used individually delivered real-time video counseling to target obesity. The trials targeted clinical populations with lifestyle conditions such as diabetes [79,80], hypertension [80], and overweight or obesity (BMI>25 kg/m²) [79-81]. One study was conducted in Japan [80], another study in Denmark [79], and the third in the United States [81]. In 1 study, the participants were recruited through telephone calls from outpatient departments [79] and in another study via community advertisements [80], whereas it was unclear how participants were recruited in the third study [81]. The sample sizes were 30 [81], 68 [80], and 165 [79]. The mean age was 66 years (SD 1.7) [80] and 58 years (SD 9.3) [79] in 2 studies and ranged from 42.2 to 44.5 years across the 3 groups in the third study [81]. The majority of participants were male 63.8% (106/166) in 1 trial [79] and female 65% (44/68) in another trial [80], whereas the gender distribution was not reported in the third trial [81]. The trials reported BMI and physical activity outcomes at 3 months [80], BMI and waist to hip ratio at 8 and 14 months [79], and physical activity and body weight loss over 12 weeks [81].

The video counseling intervention was compared with either individualized documented reports (individualized written reports at 3 time points addressing lifestyle modifications) [80] or usual care (face-to-face) [79] or face-to-face or a control group that received no feedback from mobile health devices and no health coaching sessions [81]. In 1 study, real-time video consultations were delivered 3 times in 3 months [80]. In another study, they used video add-ons in usual clinic-based care (every 3-6 months) with a health care center nurse via a tablet for 32 weeks [79]. In the third study, the video counseling intervention participants received health coaching educational materials and weekly individualized videoconferencing by a multidisciplinary team (registered dietitian, exercise physiologist, and medical doctor) based on data uploaded over the 12-week intervention [81]. None of the trials provided any information on the cost of the interventions.

**Effectiveness of Real-Time Video Counseling on Smoking Cessation**

In the nonclinical populations [31,70,72], Richter et al found no significant difference between video counseling and telephone counseling for self-reported 7-day point prevalence abstinence at 3 months and 6 months and reported no significant difference between video counseling (9.8%) and telephone counseling (12%) in biochemically verified 7-day point prevalence abstinence and prolonged abstinence (video 8.1% and telephone 7.6%) at 12 months [31]. Kim et al [70] reported no significant difference between biochemically validated 7-day point prevalence abstinence in the video counseling arm (33.3%) compared with the telephone counseling arm (28%) at 3 months. Prolonged abstinence also did not differ significantly between the video counseling arm (29.2%) and the telephone counseling arm (28%) [70]. Nomura et al [72] found no significant difference between video counseling and face-to-face sessions for biochemically validated continuous abstinence rate between weeks 9 to 12 (video 81.0%; face-to-face 78.9%) and weeks 9 to 24 (video 74.1%; face-to-face 71.9%).

In a study conducted with women living with HIV, a clinical population, the video counseling group was significantly more likely than the telephone counseling group to achieve biochemically verified point prevalence abstinence at 3 months (video 33.3%; telephone 4.8%) and 6 months postquitting (video 38.1%; telephone 4.8%) [71]. This study also found that those in the video counseling group were significantly more likely than the telephone counseling group to achieve a 6-month prolonged abstinence (video 33.3%; telephone 4.8%) [71].

**Effectiveness of Real-Time Video Counseling on Alcohol Use**

Two studies were conducted in a nonclinical population [74,75]. In 1 study [74], compared with usual care (social service clinician) only, the real-time video communication group did not significantly differ on any alcohol consumption, days of drinking, drinks per week, and days experiencing alcohol problems at 3 months. In the second study, there was no significant difference in the change in Alcohol Use Disorders Identification Test scores between the video support group and the face-to-face support group from baseline to 1 month posttreatment and 1 to 3 months posttreatment [75]. Similarly, there was no significant difference in Rutgers Alcohol Problem Index (RAPI) scores between the groups at 1-month follow-up and the decrease in RAPI scores from baseline to 1 month and between 1- and 3-month follow-ups [75].

Only a single study was conducted in a clinical population (alcohol dependent) [73]. Tarp et al [73] found no significant difference between video counseling options and usual face-to-face care in the change from baseline to 12 months in the number of days of alcohol consumption in the past month and days of excessive alcohol consumption in the past month.

**Effectiveness of Real-Time Video Counseling on Physical Activity**

One study for physical activity was conducted among a nonclinical population [76]. In this study, there was a significant change in physical activity (minutes per week) from baseline to week 9 between the tailoring and video-coaching intervention for physical activity and the control group, but there was no significant change between the tailoring and video-coaching intervention and the tailoring-only intervention [76]. From baseline to 6 months, the change in physical activity (minutes per week) did not significantly differ between the tailoring plus video-coaching intervention and either of the other groups [76].

Two of the physical activity studies were conducted among a clinical population [77,78].

In the study by Weinstock et al [77] among people with diabetes, there was a significantly lower rate of decline in physical activity over time in the video counseling group than in the usual care group. In the second study among people with paraplegia, Chemtob et al found that compared with the control group, the
video counseling group reported greater total minutes of LTPA at 6 weeks (Hedge g=0.87) and 10 weeks (Hedge g=0.85) [78]. For moderate and vigorous physical activity, moderate effect sizes were found at 6 weeks (Hedge g=0.52) and small effect sizes were found at 10 weeks (Hedge g=0.34) favoring the video counseling group over the control group [78].

**Effectiveness of Real-Time Video Counseling on Obesity**

All studies examining the effectiveness of real-time video counseling on obesity were conducted with clinical populations [79-81]. One study compared video counseling with usual care and found no changes in BMI or waist to hip ratio [79]. The second study found a significant change in BMI from preintervention to postintervention (3 months) between the video counseling intervention and the individualized monthly document reports group but no significant change between the groups in average steps per day from preintervention to postintervention [80]. The third study by Johnson et al [81] found that the video counseling group achieved significantly greater weight loss from baseline to 12 weeks than the in-person group and the control group. This study also reported that the video counseling group had significantly higher steps per day than the in-person group at week 4 and the control group at weeks 6, 8, 9, and 11 [81].

**Satisfaction With Real-Time Video Counseling for Smoking Cessation**

Two studies [31,71] compared the satisfaction of real-time video counseling for smoking cessation with telephone counseling. In 1 study with a nonclinical population [31], those in the video counseling group (97%) were significantly more likely to recommend the program to family and friends than those in the telephone counseling arm (91.9%), but no between-group differences were found for other satisfaction measures. In the other study with a clinical population, there was no significant difference in mean satisfaction scores between the video counseling and the telephone counseling groups [71].

**Satisfaction With Real-Time Video Counseling for Alcohol Use**

Of the 3 [73-75] studies on alcohol consumption, 1 study [75] assessed satisfaction. This study compared treatment satisfaction between the video counseling group and the face-to-face support group in a nonclinical population and found no significant difference between the 2 groups for client satisfaction questionnaire scores at either session 1 or session 2 [75].

**Methodological Quality Assessment for Real-Time Video Counseling Studies**

Table 1 outlines the methodological quality ratings for each study across the 6 components (selection bias, study design, confounders, blinding, data collection methods, withdrawals, and dropouts) and the overall global rating. In terms of the global rating, only 1 study was rated as moderate (a physical activity trial) [77], whereas 12 studies had a weak global rating (4 smoking cessation trials [31,70-72], 3 alcohol trials [73-75], 2 physical activity trials [76,78], and 3 obesity trials [79-81]).
Table 1. Methodological quality assessment of eligible studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Selection bias</th>
<th>Study design</th>
<th>Confounders</th>
<th>Blinding</th>
<th>Data collection methods</th>
<th>Withdrawals and dropouts</th>
<th>Global rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim et al [70]</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
</tr>
<tr>
<td>Kim et al [71]</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Nomura et al [72]</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
</tr>
<tr>
<td>Richter et al [31]</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
</tr>
<tr>
<td>Alcohol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>King et al [75]</td>
<td>Weak</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Staton-Tindall et al [74]</td>
<td>Moderate</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
</tr>
<tr>
<td>Tarp et al [73]</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alley et al [76]</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Chemtob et al [78]</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Moderate</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
</tr>
<tr>
<td>Weinstock et al [77]</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Moderate</td>
<td>Strong</td>
<td>Strong</td>
<td>Moderate</td>
</tr>
<tr>
<td>Obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hansen et al [79]</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
</tr>
<tr>
<td>Homma et al [80]</td>
<td>Weak</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
</tr>
<tr>
<td>Johnson et al [81]</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>Weak</td>
</tr>
</tbody>
</table>

Most studies (n=12) were rated as weak for selection bias because the participation rate was <60% or unclear [31,70-73,75-81]. Blinding of either the outcome assessor or the participant was also another component where most (n=11) studies were rated as weak [31,70-76,79-81]. Regarding confounders, 6 studies had a weak rating because <60% of the potential confounders were controlled for [80] or it was unclear whether potential confounders were controlled for [70,71,74,76,78]. Data collection was only weak in a single study [74] because it was unclear whether the tools used were reliable. Three studies were rated as weak in relation to withdrawals and dropouts because they reported low overall retention rates of 30% [75] and 38% [76] or low retention for one arm of the study (48%) [71].

Discussion

Principal Findings

This is the first review to examine the effectiveness of individual real-time video counseling on smoking, nutrition, alcohol consumption, physical activity, and obesity. This review focused on real-time video communication technology, an emerging intervention delivery mode. The overall results suggest that video counseling is neither more nor less effective in modifying smoking and alcohol consumption but may have particular benefits for addressing physical inactivity and obesity. Given that the effectiveness of video counseling was similar to conventional methods used to treat smoking and alcohol consumption and that many individuals with nicotine dependence or alcohol dependence may not join and complete conventional treatment [82,83], video counseling provides another option to engage people with nicotine dependence or alcohol dependence who are unlikely to use conventional treatment or drop out of such support. If real-time video counseling is at least equally effective to existing treatments such as face-to-face interventions, then the smoking, nutrition, alcohol consumption, physical activity, and obesity program providers should consider including video counseling as an additional option into their services. The importance of a variety of delivery modes has been demonstrated during the COVID-19 pandemic, where access to face-to-face services has been restricted, whereas in contrast, real-time video counseling for risks for smoking, nutrition, alcohol consumption, physical activity, and obesity is sustainable in this context. The cost of video counseling compared with other modes of delivery is difficult to determine because it was reported in only 1 smoking cessation study [31], which required participants to travel to the clinic to receive video sessions (instead of receiving video sessions at home).

Of the 4 studies that examined the effectiveness of video counseling on smoking cessation [31,70-72], only 1 study reported a significant difference between video counseling and telephone counseling at the 3- and 6-month follow-up, which favored the video counseling group [71]. All studies that focused on smoking cessation were comparative effectiveness trials, and there is currently no evidence available on the effectiveness of real-time video counseling compared with a no-intervention or minimal support (eg, written self-help materials) control group for smoking cessation. The global methodological quality rating of the 4 studies that assessed the effectiveness of real-time
video counseling for smoking cessation was weak, suggesting that the methodological rigor of the evidence needs to be improved, particularly in relation to blinding. However, given the nature of trials that examine the effectiveness of real-time video counseling, blinding would be difficult [84]. Additionally, 3 of the 4 studies were conducted in specific populations, such as Korean-American women [70]; women living with HIV [71]; and rural smokers [31], hence limiting the generalizability of the findings. Given that quitlines provide telephone counseling as part of their standard practices [85,86], and 2 studies report no differences between telephone counseling and video counseling for smoking cessation [31,70] whereas 1 study suggests that video counseling for smoking cessation is superior to telephone counseling [71], quitline providers could consider expanding their routine services to include real-time video counseling.

The evidence in 3 studies indicated that there was no significant difference between real-time video counseling and face-to-face counseling (usual care) for reducing alcohol consumption [73-75]. All studies had a weak global rating with small sample sizes and low retention rates, which resulted in limited power to detect any differences. Moreover, one of the studies included a largely white population (98%) [74] and therefore may have limited generalizability with respect to other cultures and populations, such as those in low- and middle-income countries. Nonetheless, given that real-time video counseling overcomes barriers associated with face-to-face treatment for alcohol consumption such as time and distance [87], and no differences were found between face-to-face treatment (usual care) and video consultations [73-75], service providers could consider offering real-time video counseling as an additional option for modifying alcohol consumption.

Real-time video counseling was found to significantly increase physical activity when compared with usual care at week 9 [76] and after 5 years [77]. However, given the limitations in methodological quality and the paucity of research in this field, further randomized trials examining the effectiveness of real-time video counseling on physical activity are warranted. Given that the existing studies focused on high-income countries, included only obese or diabetic populations, and included participants who were predominantly women, white, and highly educated, the generalizability of the findings to other populations may be limited. Despite the limited evidence, the existing research suggests that real-time video counseling is more effective than usual care for improving physical activity. Therefore, physical activity service providers could consider offering real-time video counseling as part of their routine practice.

Two studies that focused on obesity reported a significant change in BMI from preintervention to 3 months between the video counseling intervention and the individualized monthly document reports group [80], and the video counseling group achieved significantly greater weight loss from baseline to 12 weeks than the in-person group and control group [81]. Only 1 study found no changes in BMI and waist to hip ratio between the video add-on group and the face-to-face treatment group (usual clinic-based care) [79]. Two of the 3 studies that focused on obesity also reported physical activity outcomes. There was a significant difference for 1 study reporting on increasing steps per day for video counseling compared with the control group that favored the video counseling group [81], whereas 1 study found no difference in change in average steps per day between video counseling and individualized documented reports [80]. All 3 studies were rated as weak for selection bias and therefore were unlikely to be representative of the target population. There is some evidence to suggest that real-time video counseling is effective for obesity. Further randomized trials assessing the effectiveness of real-time video counseling with robust methodological quality on obesity are required.

It is worth noting that 7 studies [71,73,77-81] have focused on clinical populations (1 HIV [smoking trial] [71], 3 diabetes [1 physical activity and 2 obesity trials] [77,79,80], 1 alcohol dependence syndrome [alcohol trial] [73], 1 paraplegia [physical activity] [78], and 3 obesity [obesity trials] [79-81]). Four of these studies in clinical populations found that video counseling was superior to the comparator [71,77,80,81], whereas video counseling was as effective as the comparator in 3 trials [73,78,79]. Six studies [31,70,72,74-76] focused on nonclinical populations. Five of the studies with nonclinical populations reported video counseling to be as effective as the comparator group [31,70,72,74,75], whereas video counseling was superior to the comparator in 1 study in the short term but not in the longer term [76]. To expand the evidence, future research is needed to examine the effectiveness of real-time video counseling for smoking, nutrition, alcohol consumption, physical activity, and obesity behaviors in both clinical and nonclinical populations.

Four studies (1 smoking [31], 1 alcohol [74], and 2 physical activity [76,77]) were either conducted exclusively in rural areas or rural and/or regional areas were targeted along with urban locations as part of recruitment. One study with rural residents reported no difference between video counseling and telephone counseling for smoking cessation [31] and another study found no difference between video counseling and face-to-face support on alcohol consumption [74]. In studies that targeted rural and/or regional areas along with urban locations, real-time video counseling was found to significantly increase physical activity compared with usual care at week 9 [76] and after 5 years [77]. Given that rural populations may face challenges accessing services because of distance, real-time video counseling, which is either as effective or more effective than control or comparator interventions, may overcome barriers to accessing smoking, nutrition, alcohol consumption, physical activity, and obesity services in rural locations.

Satisfaction with video counseling was compared with a comparator group in 2 smoking trials [31,71], 1 alcohol trial [75], and 1 physical activity trial [76]. Three of these 4 studies reported no significant differences between real-time video counseling and the comparator group in terms of satisfaction [71,75,76], whereas 1 smoking cessation trial reported that those in the video counseling group were more likely to recommend the program to family and friends than those in the telephone counseling arm [31]. Overall, these results suggest that in terms of satisfaction, those offered real-time video counseling to address smoking, alcohol consumption, and physical activity risks are at least as satisfied with this program as those offered...
other conventional methods. This provides further support for the potential of real-time video counseling to be integrated into existing preventive care programs.

Limitations

Although a comprehensive search strategy was conducted, the studies included were disproportionate across smoking, nutrition, alcohol consumption, physical activity, and obesity outcomes. Namely, there was no intervention targeting nutrition and only 4 studies targeting smoking, 3 studies targeting alcohol consumption, 3 studies targeting physical activity, and 3 studies targeting obesity. The lack of studies limits the conclusions that can be made and highlights the need for more trials assessing the effectiveness of individual, real-time video counseling that target these behaviors. Additionally, some studies that were not published in a peer-reviewed journal or not written in English were excluded, and some studies may have been missed through limitations in the searched databases [88]. Another limitation is that all included studies were conducted in high-income countries; therefore, the findings may not be generalizable to populations in developing countries or those with a diverse socioeconomic status and cultural background. Furthermore, more than half of the studies had a sample size of <100 participants [70,71,73,75,78,80,81], which may have resulted in inadequate statistical power to detect differences between groups. Additionally, in terms of methodological quality, 12 of the 13 studies had a global rating of weak, with improvements needed particularly for selection bias and blinding. Furthermore, the quality assessment for each study was based on the information reported in the publication by the authors [36], which may have had an impact on quality assessment.

This review highlights the need for more research trials examining the effectiveness of video counseling for health risks for smoking, nutrition, alcohol consumption, physical activity, and obesity. Future research should assess the effectiveness of video counseling for each health risk behavior in various populations (eg, general population, high-risk groups, and minority groups), settings (eg, health care settings, community settings, rural and remote locations), countries (eg, low- and middle-income), and cultures (eg, culturally and linguistically diverse groups, indigenous) to build upon the evidence-base and improve the generalizability of the findings. Studies examining the effectiveness of real-time video counseling for health factors of smoking, nutrition, alcohol consumption, physical activity, and obesity should consider having a larger sample size to increase the power to detect differences between groups, include populations with diverse socioeconomic and cultural backgrounds, and reduce selection bias through random selection and blind assessors and participants where possible. Future research could also examine the effectiveness of real-time video counseling for other behaviors such as sleep, health care seeking behaviors, adherence to treatments, and mental health.

Such evidence is important for informing the practices of public health prevention programs and health practitioners. Real-time video consultations have been successfully used by health practitioners for various patient-clinician consultations of long-term conditions such as heart failure, depression, schizophrenia, stroke, asthma, spinal cord injury, and chronic pain [89]. Similarly, this review suggests that health practitioners could extend the use of real-time video consultations to address the risks of smoking, nutrition, alcohol consumption, physical activity, and obesity with clients. Public health programs such as quitlines and other telephone or face-to-face services that aim to modify the risks of smoking, nutrition, alcohol consumption, physical activity, and obesity could also consider including the option for clients to choose to have support delivered via real-time video consultations. The choice to utilize real-time videoconferencing may be influenced by many factors such as client preference and funding available to providers and conditions of such funding. The use of video communication technology to provide health care services during the COVID-19 pandemic illustrates the sustainability of real-time video counseling for the risks of smoking, nutrition, alcohol consumption, physical activity, and obesity and the accessibility and reach of this intervention.

Conclusions

This review focused on effectiveness, costs, and satisfaction, factors that contribute to decision making regarding the mode by which care is delivered to clients. Policy makers and service providers also take into account other factors when making a decision about whether to integrate an intervention into their routine practices, such as feasibility, each from a provider and a client perspective. Further research is required to determine the relative benefits of video counseling in terms of these other policy and practice decision-making factors.
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Abstract

Background: Biometric monitoring devices (BMDs) are wearable or environmental trackers and devices with embedded sensors that can remotely collect high-frequency objective data on patients’ physiological, biological, behavioral, and environmental contexts (for example, fitness trackers with accelerometer). The real-world effectiveness of interventions using biometric monitoring devices depends on patients’ perceptions of these interventions.

Objective: We aimed to systematically review whether and how recent randomized controlled trials (RCTs) evaluating interventions using BMDs assessed patients’ perceptions toward the intervention.

Methods: We systematically searched PubMed (MEDLINE) from January 1, 2017, to December 31, 2018, for RCTs evaluating interventions using BMDs. Two independent investigators extracted the following information: (1) whether the RCT collected information on patient perceptions toward the intervention using BMDs and (2) if so, what precisely was collected, based on items from questionnaires used and/or themes and subthemes identified from qualitative assessments. The two investigators then synthesized their findings in a schema of patient perceptions of interventions using BMDs.

Results: A total of 58 RCTs including 10,071 participants were included in the review (the median number of randomized participants was 60, IQR 37-133). BMDs used in interventions were accelerometers/pedometers (n=35, 60%), electrochemical biosensors (eg, continuous glucose monitoring; n=18, 31%), or ecological momentary assessment devices (eg, carbon monoxide monitors for smoking cessation; n=5, 9%). Overall, 26 (45%) trials collected information on patient perceptions toward the intervention using BMDs and allowed the identification of 76 unique aspects of patient perceptions that could affect the uptake of these interventions (eg, relevance of the information provided, alarm burden, privacy and data handling, impact on health outcomes, independence, interference with daily life). Patient perceptions were unevenly collected in trials. For example, only 5% (n=3) of trials assessed how patients felt about privacy and data handling aspects of the intervention using BMDs.

Conclusions: Our review showed that less than half of RCTs evaluating interventions using BMDs assessed patients’ perceptions toward interventions using BMDs. Trials that did assess perceptions often only assessed a fraction of them. This limits the extrapolation of the results of these RCTs to the real world. We thus provide a comprehensive schema of aspects of patient perceptions that may affect the uptake of interventions using BMDs and which should be considered in future trials.

Trial Registration: PROSPERO CRD42018115522; https://tinyurl.com/y5h8fjgx
Introduction

Biometric monitoring devices (BMDs) are wearable or environmental trackers and devices with embedded sensors that can remotely collect high-frequency objective data on patients’ physiological, biological, behavioral, and environmental contexts [1]. In recent years, there has been a surge of therapeutic interventions using BMDs to monitor patients’ health and treatment response to reactively adjust patients’ care “just in time” [1-7]. The development of these innovative interventions using BMDs has raised great interest from governments, payers, care providers, and patients given their potential to transform the delivery of care from intermittent clinical visits with clinicians to remote and continuous management of patients, at scale, in real time [2,7-10].

Despite promising results, the real-world effectiveness of interventions using BMDs depends on patients’ uptake, engagement, and adherence to these interventions [11]. For example, there is evidence of low patient engagement in the first large-scale implementations of digital monitoring strategies (eg, 90% incomplete follow-up for MyHeart Counts; 55% incomplete follow-up data for the Healthy Pregnancy Research Program) [12,13].

The literature on reasons explaining the poor uptake of these interventions, specifically on patients’ perceptions that can affect the uptake of interventions using BMDs is limited to the following: (1) small-sized pilot studies with short follow-ups [14-16], (2) surveys that explore stated preferences from patients [11,17], and (3) more rarely, objective assessment of patients’ perceptions toward these interventions in the clinical trials evaluating them (eg, via questionnaires). As a result, it is still unclear which specific patient perceptions should be measured in the clinical trials evaluating interventions using BMDs to inform their potential uptake. Such knowledge would strengthen inference about the potential external validity of results and benefit the planning of future trials.

In this study, we aimed to systematically review recent RCTs evaluating interventions using BMDs to understand whether and how patients’ perceptions toward these technologies were considered.

Methods

We uploaded a prespecified protocol in November 2018 on PROSPERO (The International Prospective Register of Systematic Reviews; CRD42018115522). We followed standard procedures for systematic reviews and reported processes and results according to PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [18].
whether the information collected was a study outcome (primary or secondary), (3) how this information was measured (eg, using questionnaires, interviews, focus groups, or a combination of these), and (4) which patient perceptions were collected. This latter extraction was based on the review of all items from questionnaires used to assess patients’ perceptions toward interventions using BMDs, and/or themes and subthemes from qualitative assessments (ie, interviews and focus groups), if available. All items, themes and subthemes extracted were then compiled into a comprehensive list of patient perceptions toward the BMDs that were assessed in the included trials. Therefore, the list provided information on patient perceptions toward interventions using BMDs that may affect their uptake from both researchers’ (from the standardized questionnaires used in the RCTs) and patients’ perspectives (eg, from the qualitative assessments obtained in the RCTs).

Data Synthesis and Analysis

General Characteristics of RCTs

We summarized the characteristics of included trials with frequencies (proportions) for categorical variables and medians and interquartile ranges (IQR) for continuous variables.

Schema of Patients’ Perceptions That Could Affect the Uptake of Interventions Using BMDs

Two investigators (AP and MB) independently organized the list of patient perceptions toward interventions using BMDs by critically examining the wording of the extracted content and context. First, they excluded general assessments (eg, whether the device was acceptable or helpful, in general) and restricted the list to specific patient perceptions toward interventions using BMDs that could affect the uptake of interventions. Second, they grouped similar patient perceptions (eg, “easy to use” and “I thought this system was easy to use” were grouped together as “easy to use”). Finally, they organized these perceptions into a schema of specific aspects of patient perceptions. Disagreements were collaboratively settled with a third investigator (VTT).

How RCTs and Validated Scales Cover the Schema of Patient Perceptions

We investigated how the trials included in this review covered the schema of patients’ perceptions toward interventions using BMDs by mapping the specific aspects of patients’ perceptions measured in each trial to the overarching categories and subcategories of the schema.

Similarly, we investigated how comprehensively the validated scales used in the included trials covered the schema by mapping specific aspects of patients’ perceptions from each validated questionnaire to the categories and subcategories of the schema.

Members of the public were not involved in the design of this systematic review or the interpretation of the results.

Results

General Characteristics of RCTs

In total, 58 RCTs that randomized 10,071 participants were included in the review (Figure 1, Multimedia Appendix 2). RCTs randomized a median of 60 participants (IQR 37-133). Trials involved patients with diabetes (n=12, 21%), cancer (n=5, 9%), or healthy (or at-risk) primary patients (n=15, 26%). Trials were mostly funded by nonprofit sources (n=40, 69%); there were 5 (9%) trials that did not report their funding source. Most trials were single-center (n=54, 93%) and tested a commercialized technology (n=47, 81%).

http://www.jmir.org/2020/9/e18986/
BMDs used in interventions were mainly accelerometers/pedometers (eg, Fitbit; n=35, 60%), electrochemical biosensors (eg, continuous glucose monitoring devices; n=18, 31%), or ecological momentary assessment devices (n=5, 9%) that were either worn (eg, blood pressure monitor) or unworn (eg, carbon monoxide measurement monitors designed for smoking cessation; Table 1).

In total, 28 (48%) and 26 (45%) of the 58 included RCTs discussed and collected information on patients’ perceptions about the intervention using BMDs, respectively. Overall, 20 (34%) trials explicitly stated that the collected perceptions were trial outcomes. All 26 trials that collected perceptions reported how they were collected (eg, questionnaire, interview, focus group): 18 (31%) trials used a questionnaire, with 5 (9%) reporting that they used a validated instrument (Table 2).
Table 1. Characteristics of the 58 included trials (N=58)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients randomized, median (IQR)</td>
<td>60 (37-133)</td>
</tr>
<tr>
<td><strong>Type of biometric monitoring device\textsuperscript{b}, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Accelerometer/pedometer</td>
<td>35 (60)</td>
</tr>
<tr>
<td>Electrochemical biosensor</td>
<td>18 (31)</td>
</tr>
<tr>
<td>Ecological momentary assessment/attachable</td>
<td>5 (9)</td>
</tr>
<tr>
<td><strong>Therapeutic area, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>12 (21)</td>
</tr>
<tr>
<td>Improving physical activity (primary prevention)</td>
<td>12 (21)</td>
</tr>
<tr>
<td>Improving diet (primary prevention)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Cardiovascular diseases (including stroke)</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Cancer</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Rheumatologic diseases</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Smoking/alcohol cessation</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Respiratory diseases</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Weight management</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Neurological diseases</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Gastrointestinal diseases</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Single or multicenter, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single center trial</td>
<td>54 (93)</td>
</tr>
<tr>
<td>Multicenter trial</td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Use of a commercial biometric monitoring device , n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>47 (81)</td>
</tr>
<tr>
<td>No</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Funding, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nonprofit (government, university, nonprofit nongovernmental organization)</td>
<td>40 (69)</td>
</tr>
<tr>
<td>For-profit (pharmaceutical industries)</td>
<td>8 (14)</td>
</tr>
<tr>
<td>Mixed</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>5 (9)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Percentages may not equal 100% due to rounding.

\textsuperscript{b}Many of these biometric monitoring devices were used in addition to a smartphone application.

Table 2. Collection, discussion, and reporting of patient perceptions toward biometric monitoring devices in the 58 included trials.

<table>
<thead>
<tr>
<th>Collection, discussion, and reporting of patient perceptions</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discussed at least one patient perception</td>
<td>28 (48)</td>
</tr>
<tr>
<td><strong>Collected at least one patient perception</strong></td>
<td></td>
</tr>
<tr>
<td>With a questionnaire</td>
<td>18 (31)</td>
</tr>
<tr>
<td>With face-to-face interviews</td>
<td>2 (3)</td>
</tr>
<tr>
<td>With focus group</td>
<td>1 (2)</td>
</tr>
<tr>
<td>By combining multiple collection modalities</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Patient perception was reported as a trial outcome</td>
<td>20 (34)</td>
</tr>
</tbody>
</table>
Schema of Patients’ Perceptions That Could Affect the Uptake of Interventions Using BMDs

Among the 26 trials that collected patients’ perceptions toward the intervention using BMDs, 23 (39%) evaluated specific patient perceptions of the intervention that could affect the uptake (ie, 3 collected only general satisfaction with or acceptability of the BMD).

We identified 76 unique specific aspects of patients’ perceptions toward interventions using BMDs that could affect their uptake. These aspects of perceptions were grouped into two overarching categories: (1) patient perceptions toward characteristics of BMDs used in interventions (n=39, 51%) and (2) perceived consequences of interventions using BMDs (n=37, 49%; Figure 2).

Figure 2. Schema of the 76 specific patient perceptions that could affect the uptake of interventions using BMDs. Specific perceptions are represented by blue nodes around the figure and organized in subcategories (outer red nodes) and major categories (inner red nodes dividing the circle into green and blue sections). BMD: biometric monitoring device.

Patients’ Perceptions Toward Characteristics of BMDs Used in Interventions

Patients’ perceptions toward the characteristics of BMDs were related to the following:

1. Esthetics, which describes the look and feel of the BMD. For instance, in one trial, patients were asked to assess whether the BMD was attractive and visually appealing. A total of 6 (10%) trials measured this patient perception [22].

2. Relevance of the information provided, which describes how well the patient feels he or she can interact with or use the information that the BMD delivers. For instance, in one trial, participants reported that potential further development of the BMD could include “more interesting content” on a
web-based mobile service related to their use of a wrist-worn physical activity monitor [23]. A total of 15 (26%) trials measured this patient perception.

3. Alarm/measurement burden, which describes patients’ views about the BMDs’ features, such as alarm frequency or how frequently a measurement occurs. For instance, one trial asked patients to rate how much they agreed with the statement “Alarms too often for no good reason” [24]. A total of 6 (10%) trials measured this patient perception.

4. Reliability, which describes whether patients feel that the BMD used in the intervention can function properly (battery, connectivity, maintenance). For instance, one trial reported that “two participants discontinued using the Fitbit...because of battery problems” [25]. A total of 7 (12%) trials measured this patient perception.

5. Privacy and data handling, which describes how much patients feel that their privacy is protected and how accountable the people/organizations with whom their data is shared will use it for genuinely medical reasons. For instance, one trial asked patients how much they agreed with the statement “My privacy was protected when I used the system” [26]. A total of 3 (5%) trials measured this patient perception.

6. Value, which describes what patients can accept to forgo in terms of time or money for the intervention. For instance, one trial asked how much patients agreed with the statement “The effort of using this technology/method is worthwhile for me” [27]. A total of 10 (17%) trials measured this patient perception.

**Perceived Consequences of Interventions Using BMDs**

Patients’ perceptions related to the potential consequences of the interventions using BMDs involved the following:

1. Perceived impact on health outcomes, which describes how the intervention may impact the patients’ health, disease, or response to treatment. For instance, one trial asked patients how much they agreed with the statement “Has helped to control diabetes better even when not wearing it” [24]. A total of 12 (21%) trials measured this patient perception.

2. Independence, which describes how the BMD may impact patients’ dependence on others or automation to conduct tasks. For instance, one trial asked participants how much they agreed with the statement “I felt that I needed someone’s help to be able to use the system” [26]. A total of 9 (16%) trials measured this patient perception.

3. Perceived impact on their physical appearance, which describes patients’ views about how the BMD can impact their appearance or make them feel (physically). For instance, a questionnaire in one trial asked patients, “How physically uncomfortable was wearing the bracelet?” [28]. A total of 11 (19%) trials measured this patient perception.

4. Social ties, which describes how patients feel the intervention using the BMD makes them engage with other people and vice versa. For instance, one trial asked participants how much they agreed with the statement “Has caused more family arguments” [24]. A total of 6 (10%) trials measured this patient perception.

5. Interference, which describes how the intervention using the BMD interferes with daily life or alleviates daily stressors, and how patients feel about modifying their lifestyle to use the BMD. For instance, one trial asked patients how much they agreed with the statement “Causes too many hassles in daily life” [29]. A total of 12 (21%) trials measured this patient perception.

**How RCTs and Validated Scales Cover the Schema of Patient Perceptions**

Of the 23 trials that collected at least one specific aspect of a patient perception, 18 (78%) covered both perceptions toward characteristics of BMDs and perceptions of potential consequences of the intervention. Trials covered a median of 4 of the schema’s 11 subcategories (IQR 3-6, maximum 9). Furthermore, 8 of the trials covered 5 or more of the subcategories (Figure 3).
Figure 3. Patients’ perceptions toward interventions using BMDs collected in the included trials (n=58). All RCTs included in the current systematic review are shown around the figure by the first author’s last name. RCTs that collected at least one specific patient perception toward BMDs are shown in light green shading (category indicating patients’ perceptions toward characteristics of BMDs used in interventions) or beige shading (category indicating patients’ perceptions of consequences of interventions using BMDs). Gray shading corresponds to RCTs not collecting a specific patient perception toward the intervention using BMDs. Colored nodes in the interior of the figure correspond to subcategories of patient perceptions toward interventions using BMDs according to the schema in Figure 2. BMD: biometric monitoring device; RCT: randomized controlled trial.

In the included trials, we identified four validated scales to measure patient perceptions toward the intervention using a BMD:

1. The 44-item Continuous Glucose Monitoring Satisfaction Questionnaire, used in two trials [24,29], covered 9/39 perceptions toward characteristics of BMDs and 17/37 perceptions of potential consequences of interventions using BMDs.
2. The 29-item Tele-healthcare Satisfaction Questionnaire used in one trial [27] covered 6/39 perceptions toward characteristics of BMDs and 5/37 perceptions of potential consequences of interventions using BMDs.
3. The 16-item Marshfield Usability Survey used in one trial [26] covered 4/39 perceptions toward characteristics of BMDs and 2/37 perceptions of potential consequences of interventions using BMDs.

Discussion

In this systematic review, we assessed how patients’ perceptions toward interventions using BMDs were assessed in recent RCTs.
Our results highlight that less than half of trials collected patients’ perceptions toward the intervention. Among trials that did, most only partially covered the potential patient perceptions that could affect the uptake of interventions using BMDs. For example, only 5% of included trials assessed how patients felt with the privacy and data handling aspects of the intervention using BMDs. As a result, this creates an information gap regarding the potential uptake and implementation of these interventions [32,33].

Further, our work enabled the identification of a comprehensive list of 76 specific aspects of patients’ perceptions toward interventions using BMDs that could affect their uptake, coming from both investigators’ insights (through the analysis of the questionnaires used in the trials) and patients’ perspectives (through the inclusion of results from qualitative inquiries collected during trials). Our findings may help researchers developing new interventions using BMDs consider and address all aspects that could impact the uptake of their interventions.

To our knowledge, this is the first study to provide a comprehensive schema of patients’ perceptions toward interventions using BMDs. Our findings fit the empirical examples [34-37] of theoretical models about patient perspectives’ relationships with technology adoption [38,39] in that patients express views concerning ease of use, lack of privacy, enjoyment, motivation, and social influence. Our work is also more nuanced, emphasizing patients’ views about device affordability, reliability, relevance of information and content, value, and interference (with daily life), among many others.

Our first major result is that less than half of the trials in this review collected patient perceptions toward interventions using BMDs. These patients’ views are crucial to knowing whether the interventions would function in real-world settings and measuring them is the only way to get an insight into the potential uptake of these interventions in the real world [32,33]. In particular, we advocate against equating retention in trials with BMD adoption because retention is affected by the context of research.

Our second major result is that the patients’ perceptions toward interventions using BMDs collected in trials are numerous. Our results highlight that no scale used to measure patients’ perceptions toward interventions using BMDs offered a comprehensive assessment of the potential uptake of the interventions. Our schema of patient perceptions provides an empirical framework for helping guide implementation of the results of trials using BMDs, with the ultimate goal of wide-scale adoption in real-world settings. For example, it may serve the development of a new measurement tool for future trials.

Our findings complement the existing literature exploring the factors that may affect the uptake of BMDs and interventions using BMDs in health care, which was mainly composed of the following: (1) small-scale qualitative studies and theoretical models of technology adoption, (2) small-scale pilot studies testing the BMDs in controlled environments, and (3) surveys exploring stated preferences from patients. Individually, these studies did not capture the abundance and context of patients’ views toward BMDs and their adoption. For instance, theoretical models of technology adoption were not necessarily health care–specific. Pilot studies of interventions using BMDs often have short follow-up periods, and views expressed about BMDs may not be generalizable because of the limited sample size [14-16]. Qualitative studies or surveys explore stated preferences from patients [11,17] and often explore the general perceptions of people rather than their experience with specific BMDs in their own daily lives. Finally, there are some clinical trials that were included in our review in which patients’ perceptions toward BMDs were evaluated. However, unlike individual studies, this review organized the patients’ perceptions from all trials into a single schema. To our knowledge, our results present the most comprehensive assessment of patients’ perceptions toward BMDs that exists, which will help investigators and sponsors refine interventions to improve patients’ uptake and engagement.

Our study has some limitations. First, our inclusion criteria limited this review to RCTs (ie, preliminary observational pilot studies were excluded). However, we argue that these pilot studies evaluating new interventions using BMDs do not usually include many participants. Second, the schema we created is one of ostensibly multiple schemas that could have been created. Even though the systematically executed extraction would aid other investigators’ attempts to reproduce our findings, other investigators could create a different schema than ours, based on their experience. Third, we may have missed trials using BMDs by virtue of these devices being novel. Medical Subject Heading (MeSH) terms may not have been assigned yet or the assigned MeSH terms may not have included the ones from our search. Although our review was probably missing some trials, this would not have changed our main results that a large number of patient perceptions may affect the uptake of interventions using BMDs and that most trials did not adequately cover all of them. Fourth, we only searched one database as a trade-off between feasibility and potential impact on results. As our work is a methodological review describing the characteristics of RCTs evaluating interventions using BMDs, we do not need the same exhaustivity as a meta-analysis to evaluate a therapeutic intervention; thus, the omission of some studies published in journals not indexed in MEDLINE is unlikely to change the results. Fifth, screening of search results’ titles and abstracts was conducted by only one investigator (AP) instead of multiple assessors and could have resulted in the omission of some eligible trials.

A large number of patient perceptions can impact the uptake of a particular intervention using BMDs, help predict their real-world adoption, and guide the implementation of such interventions in routine clinical care. However, only a few of these perceptions are measured and only in fewer than half of clinical trials. Our review provides a simple schema of 11 important subcategories that comprehensively cover the factors that may affect the adoption of interventions using BMDs and could guide the development of future interventions. Future research should consider how intervention and BMD characteristics relate to perceptions toward interventions involving BMDs.

http://www.jmir.org/2020/9/e18986/
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Abstract

Background: Women face many health-related decisions during pregnancy. Digitalization, new technology, and a greater focus on empowering patients have driven the development of patient-centered decision support tools.

Objective: This systematic review provides an overview of studies investigating the effect of patient-centered decision support tools for pregnant women.

Methods: We searched 5 online databases, MEDLINE, EMBASE, Web of Science, PsycINFO, and Scopus, from inception to December 1, 2019. Two independent researchers screened titles, abstracts, and full-texts against the inclusion criteria. All studies investigating the effect of patient-centered decision support tools for health-related issues among pregnant women were included. Study characteristics and results were extracted using the review management tool Rayyan and analyzed according to topic, type of decision support tools, control group, outcome measurements, and results.

Results: The 25 eligible studies covered a range of health topics, including prenatal screening (n=10), gestational diabetes and weight gain (n=7), lifestyle (n=3), blood pressure and preeclampsia (n=2), depression (n=1), asthma (n=1), and psychological well-being (n=1). In general, the use of decision support tools increased women's knowledge, and recording symptoms enhanced satisfaction with maternity care.

Conclusions: The opportunities created by digitalization and technology should be used to develop innovative patient-centered decision support tools tailored to support pregnant women. Effect on clinical outcomes should be documented.

(J Med Internet Res 2020;22(9):e19436) doi:10.2196/19436
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Introduction

Background

Patient-centered decision support tools are developed to involve patients in their own health-related decisions by (1) clearly stating the decisions that need to be made, (2) providing information about the options, outcomes, risks, and benefits, and (3) clarifying personal values. Decision support tools aim to complement, not replace, counseling from health care providers. The goal is to empower patients to make the decisions that are best for themselves and improve communication with their care providers [1,2].

Patient involvement in decision making varies among patient groups but is especially common among young women [3], coinciding with the time in life at which they become pregnant and, for many women, face completely new health-related decisions. In particular, decisions about medication use in pregnancy may be challenging, as it requires handling the unique task of weighing the benefits and risks of treatment for themselves against the benefits and risks for their unborn child.
These situations are not uncommon, as over 60% of pregnant women use medications at least once during pregnancy [4-6].

Prior studies [7] have shown that pregnant women actively seek information to enable them to make decisions about medication use in pregnancy. First time pregnant women are more likely to seek information about medications and health-related problems during pregnancy than women who have previously had children [8-10]. Despite the frequent use of the internet, pregnant women tend not to discuss the information they have retrieved online with their health care providers [11]. Provision of tailored and credible information though a decision support tool may have the potential to empower and improve informed decision making among pregnant women [12].

The last literature review [13] on patient-centered tools to support women’s decisions during pregnancy was published in 2012. Since then, there has been an increased focus on digitalization and novel tools to empower patients. An updated literature review could help identify knowledge gaps concerning patient-centered decision support tools for pregnant women [14,15].

**Objective**

The aim of this systematic review was to identify studies evaluating the efficacy of patient-centered decision support tools for pregnant women and provide guidance for future research and the development of new, efficient tools.

**Methods**

**Literature Search Strategy**

The following online databases were searched from inception to January 18, 2019: MEDLINE, EMBASE, Web of Science, PsycINFO, and Scopus. An updated search was conducted December 1, 2019. Each database was searched using a customized search strategy (Multimedia Appendix 1). The following keywords or MeSH terms (Medical Subject Headings) were used for the database search: pregnancy, parturition, prenatal care, antenatal care, mobile application, mobile health, decision support techniques, choice behavior, patient education, decision making, satisfaction, quality of life, and knowledge.

**Selection of Studies**

The studies were selected in accordance with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines [16].

**Type of Study**

Randomized controlled trials, cohort studies, register-based studies, and case-control studies were eligible for inclusion. Reviews, nonoriginal studies, Delphi studies, editorials, commentaries, letters to the editor, animal studies, and conference papers or abstracts were excluded. Full-texts in English were included in this review. Moreover, full texts in Norwegian, Swedish, or Danish were included, as the authors could fluently read papers in these languages.

**Type of Participants**

All studies focusing on women who used one or several patient-centered decision support tools during pregnancy regarding health- or pregnancy-related issues were included in this review. Studies evaluating decision support tools for use in the prepregnancy period, postpartum period, or delivery-related (eg, support during birth, cesarean delivery, mode of birth after cesarean section, or breech position) were excluded.

**Type of Intervention**

All types of tools (digital or paper-based) developed to support women’s health-related decisions by providing tailored information to her situation or recordings in pregnancy were included.

**Type of Control Group**

Participants in the control group were pregnant women who received standard prenatal care or used a different decision support tool than the participants in the intervention group. A control group was not required in descriptive studies.

**Types of Outcome Measures**

Outcome measures that assessed the women’s knowledge, satisfaction, decision making, quality of life, use experience, behaviors, or control of clinical measures in pregnancy were included.

**Study Selection and Data Extraction**

All studies identified from the 5 databases were saved in reference management software (EndNote X8.1). Duplicates were removed, and the remaining studies were uploaded to free online systematic review data management software (Rayyan) [17]. First, the 2 researchers (EN and MT) independently screened titles and abstracts against the inclusion criteria, and disagreements were discussed until consensus was reached. The full-texts included from the previous round were then independently screened and categorized by the same researchers using EndNote and Excel (Microsoft Inc). At this step, excluded studies were categorized as (1) full-text not available, (2) foreign language, (3) wrong publication type, (4) wrong study design, (5) the study did not investigate the use of a decision support tool, or (6) the study did not include pregnant women or irrelevant outcome (eg, delivery, cesarean section, and economic analyses).

The studies included after the full-text screening were analyzed using a data extraction form (Multimedia Appendix 2). Information extracted from the studies included information about the study design, population, setting, method of recruitment, type of intervention or decision support tool, control group, outcomes measure, and results. Findings were grouped into major topics such as prenatal screening, gestational diabetes and weight gain, lifestyle, blood pressure and preeclampsia, depression, asthma, and physiological well-being.
Results

Search Findings
A total of 10,726 studies were initially identified in the first search (January 18, 2019) from the 5 online databases, with 7411 remaining after the deletion of duplicates. Of these, 7074 studies were excluded based on titles and abstracts, and 337 full-texts were screened for eligibility (Figure 1). The most common reason for exclusion was wrong study design (n=126).

Figure 1. Flowchart of the identification and selection of evaluated studies.

Included Studies
A total of 25 studies were included in this review, all in English. The studies covered 7 major topics: prenatal screening, gestational diabetes and weight gain, blood pressure and preeclampsia, lifestyle, depression, asthma, and physiological well-being (Multimedia Appendix 3). The decision support
tools were provided either as digital tools (webpage, mobile app, video, SMS text messages, n=24) or as written educational material (n=1). Outcome measures included in the digital decision support tools were clinical measures (n=10), knowledge level (n=10), decision making (n=10), satisfaction or attitudes (n=8), use experience (n=6), and lifestyle (n=3). One paper-based decision support tool investigated the effect on knowledge (n=1), attitudes (n=1), decision making (n=1), and clinical measures (n=2) (Figure 2). Several studies used multiple instruments for measuring the same outcome. The total number of outcome measures may thus exceed the number of studies included.

Figure 2. Effect of digital decision support tools.

Effect of Patient-Centered Decision Support as Interventions

Prenatal Screening

Ten studies [18-27] evaluated the effect of a patient-centered decision support tool on women’s decisions about performing prenatal screening for genetic disorders and birth defects. Pregnant women at ≤ 26 gestational weeks were included in these studies. One study [24] did not have a cut-off on gestational weeks. Nine decision support tools were digital and one was provided as written material. The outcomes measured in these studies were knowledge (n=9), decision making (n=11), satisfaction or attitudes (n=6), clinical measures (n=3), and use experience (n=1).

Overall, women who used a decision support tool had higher knowledge scores than the control group and knew about the risks and benefits of genetic screening in pregnancy (Multimedia Appendix 3). Independent of the type of decision support tool, the results show decreased decisional conflict for women in the intervention group compared to those in standard care. This indicated that women using decision support tools felt more informed and were more aware of the risk and expected outcome of each option when compared to their counterparts [19-21,23,27]. Women using decision support tools also had better knowledge scores [19,21-23,25-27], except for in 2 studies [20,24] which showed no effect on knowledge. Both digital and paper-based decision support tools showed no difference in attitudes and frequency of completing screening (digital: 32%; paper-based: 15%; P=.087) [19,23,25,27].

Gestational Diabetes and Weight Gain

Seven studies [28-33] investigated the effect of using decision support tools on blood glucose level control for pregnant women with gestational diabetes. Two studies [28,34] evaluated the effect on gestational weight gain in general and among women with gestational diabetes. The evaluated decision support tools were apps (n=4), web-based tools (n=2), and SMS text message–based (n=1). Outcome measures were knowledge level (n=1), satisfaction (n=2), use experience (n=2), blood glucose level control (n=3), and weight control (n=2).

Women using an app to record blood glucose level readings daily, in addition to receiving SMS text messages from their doctor with advice when readings were abnormal, reported more blood glucose level readings than women who recorded their blood glucose level readings in a paper diary (app: 3.8; paper diary: 2.6 recordings per day) [30]. The vast majority of women with diabetes using the apps felt more satisfied with the care they received [29]. Women receiving tailored advice online (about blood glucose) from their care provider also had a better understanding of the risks related to gestational weight gain for themselves (tailored advice: 34%; control: 21%; P=.044) and the fetus (tailored advice: 62%; control: 38%; P=.001) [31].

Women using apps as decision support tool showed no difference or improvements in in blood glucose level control [28,30]. However, women who used a web-chat with direct
contact and feedback from their health care providers had significant lower fasting blood glucose level (web-chat and feedback: 4.3; control: 5.3; \( P<.001 \)) and 2-hour postprandial blood glucose (web-chat and feedback: 5.8; control: 6.9; \( P<.001 \)) [33]. They also felt they had more control of their symptoms and a better overview of their blood glucose when using a decision support tool as a supplement to standard care [32].

**Lifestyle**

Three studies [35-37] investigated the effect of decision support tools on alcohol consumption and smoking cessation during pregnancy. The tools were an app [35], a web-based tool [36], and an SMS text message–based tool [37].

A computer-tailored letter providing information about the risk of alcohol use in pregnancy had no effect on women’s refraining from alcohol use after 3 months when compared to standard care. They did, however, refrain from alcohol to a larger extent after 6 months (computer-tailored letter: 78%; standard care: 55%; \( P=.04 \)) [36]. Providing SMS text messages with general pregnancy information also resulted in a decreased alcohol consumption in pregnancy compared to maternity care alone (SMS text messages: 3.5%; standard maternity care: 1.1%; \( P<.098 \)) [37].

**Blood Pressure and Preeclampsia**

Two studies [38,39] investigated the effect of an app on blood pressure readings and knowledge about preeclampsia. Women using the app recorded their blood pressure and shared the information with their care provider more frequently [38]. They also had significantly higher knowledge scores than women not using the app (app user: 78.1; control: 15.8; \( P<.001 \)) [39].

**Depression**

A recently published study [40] investigated the effect of a mood tracking and alert app among pregnant women with depression on mood and depressive symptoms measured by the Patient Health Questionnaire 9 [41]. The app also provided information about mental health and physical activity and alerted prenatal providers when depressive symptoms were worsening. All women in the study also had access to a patient portal that provided an overview of upcoming appointments and clinical results and which could be used to request prescription refills. Women in the intervention group recorded depressive symptoms an average 5.3 days per week. Their health care providers were more likely to mention mental health at check-ups (\( P=.02 \)), and women using the app had a higher rate of referral to a mental health specialist (\( P=.03 \)) [40].

**Asthma**

One study [42] investigated the effect of an app on asthma symptoms during pregnancy. In that study, 58% of the women had moderate to severe asthma. Women in the intervention group received a chronic obstructive pulmonary disease measurement device (COPD - 6) in addition to an app for recording symptoms and medication use weekly, as well as with weekly feedback. Women in the intervention groups had better control of symptoms (Asthma Control Questionnaire: \(-0.30 \) vs. \(0.06, P=.02 \)), and quality of life (Asthma Quality-of-life Questionnaire score: \(0.51 \) vs. \(-0.22, P=.002 \)) after 6 months [42].

**Psychological Well-Being**

One study [43] investigated the use of a decision support tool and its effect on psychological well-being. Women received SMS text messages with information tailored to their gestational week, 2 times per week from gestational week 28 onward. Women receiving these SMS text messages had lower anxiety scores (2.8 vs. 4.9, \( P=.002 \)) and higher confidence scores (8.9 vs. 7.8, \( P=.001 \)) than women receiving standard care only [43].

**Discussion**

**Main Findings**

This systematic review provides an updated overview of current knowledge regarding patient-centered decision support tools for women during pregnancy. The 25 studies included more than 5000 women covering a broad range of health conditions in pregnancy. The majority of studies investigated the effect of a decision support tool in relation to prenatal screening (10/25, 40%) or gestational diabetes and weight gain during pregnancy (7/25, 28%). In general, the decision support tools were found to increase the women’s knowledge and enhance communication with health care providers. Digital decision support tools also seemed to be more convenient and led to more recorded clinical data than what was recorded by paper-based tools.

Interestingly, almost all decision support tools, both digital and written material, increased the women’s knowledge compared to knowledge received through standard care [19,21-27,31]. However, the majority of women participating in the studies were highly educated, and had been pregnant before; thus, they may not be representative of the general pregnant population. In addition, knowledge scores were most commonly measured immediately after the intervention was given or within 6 weeks. Therefore, whether gained knowledge lasted over time is unknown. One study [20] found no difference in knowledge between women receiving genetic counseling about prenatal screening with and without a supplementary app. The fact that both groups received a high-standard intervention such as genetic counseling could possibly explain why there was no additional benefit of the app on knowledge scores. Taken together, these results indicate that decision support during pregnancy, regardless of whether it is written or digital, may be a useful complement to standard antenatal care when specialized counseling is less available. It is still important to bear in mind that women receiving a consultation in advance may have been influenced to read more, which may have affected the results.

The studies included in this review show the potential of a patient-centered decision support tool to promote communication between health care providers and women. Women who frequently used digital support tools were more likely to bring their recordings to their health care provider. They were also more satisfied with the care they received and discussed their concerns with the health care provider to a greater extent than their counterparts did [27,29,31,38,40]. This indicates that women are more likely to discuss their problems.
with their health care providers when they are knowledgeable about the topic [44-46]. It should be noted that many of the studies included samples of women of higher sociodemographic status than that of the general population of pregnant women. This may have caused a selection bias of potentially more resourceful or motivated women, limiting the generalizability of the findings to all pregnant women.

**Interpretation in Light of Other Evidence**

The use of decision support tools, in general, improves patient knowledge, make them better informed, and makes their choices and options clearer [47,48]. This review shows that this also applies to pregnant women. Mobile apps and decision support tools are increasingly used for self-management in many different chronic diseases that women of reproductive age have, such as migraine and diabetes, but high-quality decision support tools developed specifically for pregnancy are, to a large degree, still lacking. Moreover, there is clear potential for developing decision support tools to support decisions about medications in pregnancy. Nausea and vomiting in pregnancy, pain and self-managed conditions such as heartburn and constipation are examples where digital treatment algorithms may yet prove to be useful.

Our findings expand on and support earlier reviews that reported the potential benefits of decision support tools for decisions related to pregnancy. Both Say et al [49] and Dugas et al [13] advocated the potential for decision support tools to improve obstetric care. Our review included more studies that were recent (since 2012), even though our inclusion criteria were focused on decision support tools used only by women during pregnancy. More decision support tools after 2012 are electronic, as apps and web-based. The opportunities created by digitalization and technology should be used to develop innovative patient-centered decision support tools tailored to support pregnant women. Furthermore, the studies in our review covered a wider range of topics during pregnancy, but coverage of the most common topics regarding women’s health during pregnancy was still lacking (eg, decision support tools for nausea and vomiting in pregnancy).

**What Makes a Good Decision Support Tool for Pregnant Women?**

The most effective decision support tools for pregnant women shared some common features. First, digital decision support tools seem more convenient if evidenced-based and if relevant information from different sources can be assembled in one app. This will avoid multiple or conflicting information sources, which has previously been an important concern among pregnancy women [50].

Second, digital tools that enable pregnant women to share recordings with their health care providers and get real-time feedback seem to be the most useful [18,29,32]. Such tools enable individually tailored information and improve communication during pregnancy. This is in line with previous findings on weight gain in pregnancy showing that specific and tailored information is more effective than general information [34].

Lastly, digital decision support tools were more convenient for recording symptoms than spiral notebooks. Women using digital support tools recorded their symptoms more frequently [38]. An earlier study [51] comparing the use of digital tools and spiral notebooks in general also reported that digital tools are potentially more accurate. This indicates that future development of decision support tools should focus and invest in digital tools.

**A Supplement, Not a Replacement**

Even with increased technology, there is still a gap in the development of patient-centered decision support tools for pregnancy-related conditions. Given that women have high information needs and the potential that decision support tools have in empowering them, we expect this can be a valuable supplement for both women and their health care providers during prenatal care. Given that women were more satisfied with and were more likely to discuss their health problems with their care providers [30,31,38,40], it seems plausible that patient-centered decision support tools may promote healthier pregnancies and reduce the burden on health care services, with little extra cost after development. Decision support tools do not replace health care providers but provide additional relevant clinical information, supporting women to make better decisions together with their health care providers.

The sparseness of studies evaluating the effect of decision support tools, especially on clinical outcomes, stands in great contrast to the number of apps targeting pregnant women. This highlights the importance of developing and testing decision support tools for pregnant women. Only tools that are of high quality and that are efficient should be promoted.

**Limitations**

This literature review has some limitations that should be taken into consideration when interpreting the results. First, there were few patient-centered decision support tools within each topic, and the diversity of outcome measures made it challenging to draw overall conclusions. Second, the individual studies overrepresented women with higher sociodemographic status, and the majority of pregnant women included in the studies were of a white ethnic background. Third, a number of studies had a low number of participants, and the women who consented to the studies may have been motivated to participate, which can cause a selection bias and give more positive results than what would be achieved in the typical target population.

Studies including decision support tools used by health care providers, decision support tools regarding childbirth, maternal and fetal health outcomes, and decision tools used in the postpartum period were excluded. An expanded review including these outcomes and topics should be assessed in future studies and may provide greater insight into the field.

**Conclusion**

Despite the technological possibilities, the focus on patient involvement, and documented information needs, few heterogeneous studies have been performed on the effect of decision support tools in pregnancy. These few studies, however, have demonstrated the potential benefit to knowledge, perception, confidence in decision making, and communication
between the women and their health care providers. More decision support tools should be developed and tailored to meet the needs of pregnant patients. The effect of such tools on clinical outcomes should be tested before recommending them or implementing them as a supplement in routine maternity care.
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Abstract

Background: A rising number of conversational agents or chatbots are equipped with artificial intelligence (AI) architecture. They are increasingly prevalent in health care applications such as those providing education and support to patients with chronic diseases, one of the leading causes of death in the 21st century. AI-based chatbots enable more effective and frequent interactions with such patients.

Objective: The goal of this systematic literature review is to review the characteristics, health care conditions, and AI architectures of AI-based conversational agents designed specifically for chronic diseases.

Methods: We conducted a systematic literature review using PubMed MEDLINE, EMBASE, PyscInfo, CINAHL, ACM Digital Library, ScienceDirect, and Web of Science. We applied a predefined search strategy using the terms “conversational agent,” “healthcare,” “artificial intelligence,” and their synonyms. We updated the search results using Google alerts, and screened reference lists for other relevant articles. We included primary research studies that involved the prevention, treatment, or rehabilitation of chronic diseases, involved a conversational agent, and included any kind of AI architecture. Two independent reviewers conducted screening and data extraction, and Cohen kappa was used to measure interrater agreement. A narrative approach was applied for data synthesis.

Results: The literature search found 2052 articles, out of which 10 papers met the inclusion criteria. The small number of identified studies together with the prevalence of quasi-experimental studies (n=7) and prevailing prototype nature of the chatbots (n=7) revealed the immaturity of the field. The reported chatbots addressed a broad variety of chronic diseases (n=6), showcasing a tendency to develop specialized conversational agents for individual chronic conditions. However, there lacks comparison of these chatbots within and between chronic diseases. In addition, the reported evaluation measures were not standardized, and the addressed health goals showed a large range. Together, these study characteristics complicated comparability and open room for future research. While natural language processing represented the most used AI technique (n=7) and the majority of conversational agents allowed for multimodal interaction (n=6), the identified studies demonstrated broad heterogeneity, lack of depth of reported AI techniques and systems, and inconsistent usage of taxonomy of the underlying AI software, further aggravating comparability and generalizability of study results.

Conclusions: The literature on AI-based conversational agents for chronic conditions is scarce and mostly consists of quasi-experimental studies with chatbots in prototype stage that use natural language processing and allow for multimodal user interaction. Future research could profit from evidence-based evaluation of the AI-based conversational agents and comparison thereof within and between different chronic health conditions. Besides increased comparability, the quality of chatbots developed for specific chronic conditions and their subsequent impact on the target patients could be enhanced by more structured development and standardized evaluation processes.

(J Med Internet Res 2020;22(9):e20701) doi: 10.2196/20701
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Introduction

Conversational agents or chatbots are computer systems that imitate natural conversation with human users through images and written or spoken language [1]. This paper focuses on conversational agents that deploy intelligent software or artificial intelligence (AI), which is increasingly used for applications in credit scoring [2], marketing strategies [3], and medical image analysis in radiology [4].

There are several ways of defining AI, as discussed by Russel and Norvig [5] in 1995. Their commonality is that AI describes algorithms that artificially emulate human cognitive and behavioral thought processes and are instantiated in software programs. Since then, the number of definitions had risen with the growing number of AI applications [6]. There are several specific understandings of AI such as by De Bruyn et al [7], who define AI as software that can “autonomously generate new constructs and knowledge structures” [7]. More general approaches describe and distinguish between weak AI, strong AI, and artificial general intelligence (AGI). Cited by John Searle in 1980, the term weak AI describes software that appears intelligent by mimicking specific human cognitive processes such as image recognition or natural language processing [8]. Strong AI denotes software that truly possesses intelligence without mimicking it [8]. AGI as an expansion of these terms designates true intelligence for all human cognitive processes instead of just for individual tasks [9,10]. For this paper, we adopt the understanding of weak AI when talking about AI-based conversational agents; the algorithms implemented in the conversational agent software each mimic distinct and narrowly restricted human cognitive processes.

The latest advances in AI allow for increasingly natural interactions between humans and their machine agent counterparts [11,12]. This emulated human-machine communication becomes more complex and sophisticated, especially through advancements in machine learning with the application of neural networks [13-15]. This is reflected in the rising number of conversational agents that aim at human-like exchanges [16] in fields such as e-commerce, travel, tourism, and health care [17-19]. Well-known examples of such intelligent chatbots are Microsoft’s Cortana, Amazon’s Alexa, or Apple’s Siri [12].

The focus on the human-machine relationship was present from the very beginning in the history of chatbots; the rule-based software program ELIZA [20] was designed to take on the role of a psychotherapist in order to mimic a patient-centered Rogerian psychotherapy exchange. Developed in 1966 by Joseph Weizenbaum, it was then followed by PARRY, another mental health care–related chatbot developed in 1972 [21]. While ELIZA played the role of the therapist, PARRY took on the part of a schizophrenic patient [20,21]. Even though ELIZA passed a restricted Turing Test—a machine intelligence test with the success criterion of whether a human can distinguish a machine from a human during a conversation [22]—it was a rule-based and pre-scripted software program [23]. Similarly, other early forms of the then-called chatterbots such as Psyxpert, an expert system for disease diagnosis support written in Prolog [24] or SESAM-DIABETE, an expert system for diabetic patient education written in Lisp [25], followed a rule-based approach. ALICE (Artificial Linguistic Internet Computer Entity), in 1995, was the first computer system to use natural language processing for the interpretation of user input [12].

Since then, increasingly efficient access to and storage of data, decreasing hardware costs, and eased access to cloud-based services improved the development of AI architecture [26]. These advances gave rise to a more standardized deployment of natural language processing, voice recognition, natural language generation, and the like within chatbot development [11,12].

In health care, such AI-based conversational agents have demonstrated multiple benefits for disease diagnosis, monitoring, or treatment support in the last two decades [1,19,27,28]. They are used as digital interventions to deliver cost-efficient, scalable, and personalized medical support solutions that can be delivered at any time and any place via web-based or mobile apps [29-31]. Research studies have investigated a variety of AI-based conversational agents for different health care applications such as providing information to breast cancer patients [32]; providing information about sex, drugs, and alcohol to adolescents [33]; self-anamnesis for therapy patients [34]; assistance for health coaching to promote a healthy lifestyle [35]; or smoking cessation [36].

This paper focuses on one of the most urgent health care challenges of the 21st century—the rise of chronic conditions [37]. Chronic diseases are one of the leading drivers for reduced quality of life and increased economic health care expenses through repeated hospitalization, disability, and treatment expenditures [38]. In the United States alone, they affected over 50% of adults in 2016 and accounted for 86% of health care spending [37]. Hvidberg et al [39] and others defined chronic conditions as ailments that are anticipated to last at least 12 or more months, lead to functional limitations, and require continuous medical support [40,41]. As such, they require fundamentally different prevention, treatment, and management approaches than acute conditions, which are episodic, allow for general solutions, and can be treated within health care sites [37]. In contrast, chronic conditions require challenging lifestyle and behavioral changes, frequent self-care, and ongoing and personalized treatment that go beyond traditional health care sites and reach personal settings [37,42,43]. AI-based conversational agents provide suitable, personalized, and affordable digital solutions to react to these challenges and slow down individual disease deterioration to delay premature death.

Systematic literature reviews investigated a variety of contexts of health care chatbots such as the role of conversational agents in health care in general [1] and in mental health [44], aspects of personalization of health care chatbots [45], as well as technical aspects of AI systems and architectures of...
Conversational agents in health care [11]. However, there is surprisingly little systematic information on the application of AI-based conversational agents in health care for chronic diseases. This paper closes the gap. The objective of this paper is to identify the state of research on AI-based conversational agents in health care for chronic diseases. We extract stable findings and structures by outlining conversational agent characteristics, their underlying AI architectures, and health care applications. Additionally, we outline gaps and important open points that serve as guidelines for future research.

Methods

Reporting Standards

We performed a systematic literature review and followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist [46]. The review protocol is available in the Multimedia Appendix 1.

Selection Criteria

We included studies if they (1) were primary research studies that involved the prevention, treatment, or rehabilitation of chronic diseases; (2) involved a conversational agent; and (3) specified any kind of artificial intelligence technique such as natural language understanding or deep learning for data processing.

Articles were excluded if they (1) involved only non-AI software architecture; (2) involved purely Wizard of Oz–based studies where the dialogue between human and conversational agent was mimicked by a human rather than performed by the conversational agent; (3) addressed health conditions and diseases that cannot conclusively be referred to as chronic diseases, general health, or any form of prechronic health conditions such as general well-being for the prevention of chronic diseases; (4) addressed chronic health conditions on a general level without specifying a disease or if the chronic disease only played a minor role for the study or was only mentioned in a few sentences.

Furthermore, we excluded studies without specific applications of conversational agents or where the application of the conversational agent for chronic diseases was only mentioned in a few sentences. We also excluded non-English papers, conference papers, workshop papers, literature reviews, posters, PowerPoint presentations, articles presented at doctoral colloquia, or if the article’s full text was not accessible for the study authors.

Selection Process

All references that were identified through the searches were downloaded into Excel (Microsoft Corporation) and inserted in an Excel spreadsheet. Duplicates were removed. Screening was conducted by two independent reviewers in three phases, assessing first the article titles, followed by the abstracts, and finally the full texts. After each of these phases, Cohen kappa was calculated to measure interrater reliability between the researchers and determine the level of agreement [47]. Any disagreements were discussed and resolved in consensus.

Data Extraction

The two reviewers familiarized themselves with the identified articles and then independently extracted the contained information into an Excel spreadsheet with 30 columns containing information on the following aspects: (1) general information about the included studies, (2) health care/chronic conditions, (3) conversational agents, (4) AI, and (5) additional characteristics, their underlying AI architectures, and health care applications.
study items such as conflict of interests or reported funding. We extracted data such as first author, year of publication, study design/type, study aim, conversational agent evaluation measures, main reported outcomes and findings, type of chronic condition, type of study participants, AI technique, AI system development, sources of funding, and conflicts of interest.

The full list can be seen in Multimedia Appendix 3. The extracted data were synthesized narratively. Quality of studies was not assessed in this analysis due to the diversity of analyzed studies. Any inconsistencies after the individual data extractions were discussed and resolved in consensus agreement.

**Risk of Methodological Bias**

The author team engaged in extensive discussion about the selection of an appropriate tool to assess methodological biases of the included studies, given the variety of study designs and the diversity of reported evaluation measures.

After extensive research in relevant journals, we decided to follow the approach of Maher et al [48], who devised a risk assessment tool based on the Consolidated Standards of Reporting Trials (CONSORT) checklist [49]. The tool developed by Maher et al [48] contains all 25 items from the CONSORT checklist and assigns scores of 1 or 0 to each item per study, indicating whether the item was satisfactorily fulfilled or not in the respective study. Lower scores imply higher risk of methodological bias and the inverse for higher scores. Whereas the CONSORT checklist was originally developed for controlled trials, we concluded that most of its criteria are applicable. We adapted the tool by Maher et al [48] by allowing scoring from 0 to 1 in order to more precisely assess the achieved score of each checklist item per study.

The authors independently familiarized themselves with the assessment tool and rated each study individually. Cohen kappa was calculated to assess interrater reliability between the two assessments and scored at 79%; the majority of disagreement concerned generalizability and sample size guidelines. Discrepancies were discussed and resolved in consensus. For details on the risk bias tool used and the authors’ ratings, see Multimedia Appendix 4.

**Results**

**Selection and Inclusion of Studies**

In all, 2052 deduplicated citations from electronic databases were screened (Figure 1). Of these, 1902 papers were excluded during the title and abstract screening processes, respectively, leaving 41 papers eligible for full-text screening. The search was updated at full-text stage by 10 additional papers identified through Google Alerts, making 51 papers eligible for full-text screening. On reading the full texts, 41 papers were found to be ineligible for study inclusion. Ultimately, 10 papers were considered eligible for inclusion into our systematic literature review.

![Flow diagram of included studies](http://www.jmir.org/2020/9/e20701/)

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram of included studies. Search updates were conducted until April 2020, with no additional papers being identified for inclusion. IRR: interrater reliability.
Characteristics of Included Studies

The full list of included studies can be seen in Table 2. Article publication dates ranged from 2010 to 2020, with 80% (8/10) papers published from 2016 onward. Four studies were conducted in the United States [50-53], 2 in Spain [54,55], and 1 each in Australia [56], Canada [57], United Kingdom [58], and Korea [59]. Most studies were quasi-experimental and involved users testing and evaluating the conversational agents [50,51,54,56-59]. Two studies were randomized controlled trials (RCTs) [52,53], and 1 was a proof-of-concept study [55].

Of the 10 studies, 4 aimed to design, develop, or evaluate a prototype conversational agent [50,51,58,59]. One study aimed to develop and implement a prototype architecture of a conversational agent [55]. Three studies aimed to only evaluate a specific conversational agent [52,53,56], and 1 study aimed to design, implement, and evaluate a specific conversational agent [57]. One study aimed to design and develop a domain-independent framework for the development of conversational agents and evaluate a corresponding prototype [54].

Three of 10 studies did not report on the sources of funding [54,56,57]. Seven studies reported no conflict of interest [50,51,54,55,57-59]. Two studies disclosed a relevant conflict of interest (see Multimedia Appendix 3) [52,53], and 1 study did not report upon conflict of interests [56].
### Table 2. Overview and characteristics of included studies.

<table>
<thead>
<tr>
<th>Study ID, study location, study design</th>
<th>Study aim</th>
<th>Main reported outcomes and findings</th>
<th>Type and number of study participants</th>
<th>Chronic condition addressed</th>
<th>Type of final target interaction recipient</th>
<th>Health/ application goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferguson et al (2010), US, quasi-experimental</td>
<td>Prototype development for data collection, sufficient user engagement, development of working end-to-end spoken dialogue system for heart failure check-up</td>
<td>Heart failure patients (focus group: n= 9; survey: n=63)</td>
<td>Heart failure</td>
<td>Patients</td>
<td>Self-care support</td>
<td></td>
</tr>
<tr>
<td>Griol and Callejas (2016), Spain, quasi-experimental</td>
<td>Patient feedback; satisfactory system interaction, preference for multimodal interaction due to flexibility; caregiver feedback: positive assessment, perceived potential to stimulate cognitive abilities of patients</td>
<td>Alzheimer patients (n=25) and caregivers (n=6)</td>
<td>Alzheimer</td>
<td>Patients</td>
<td>Disease monitoring</td>
<td></td>
</tr>
<tr>
<td>Ireland et al (2016), Australia, quasi-experimental</td>
<td>Positive overall impression, technical issues with speed of processing</td>
<td>Community members (n=33)</td>
<td>Parkinson/dementia</td>
<td>Patients</td>
<td>General conversation with Parkinson patients and facilitation of assessments; future: speech and communication therapy for patients</td>
<td></td>
</tr>
<tr>
<td>Fitzpatrick et al (2017), US, RCT</td>
<td>Chatbot interaction significantly reduced depression and associated with high level of engagement and viewed as more favorable than information-only control comparison</td>
<td>Students (n=70)</td>
<td>Depression/anxiety</td>
<td>NA</td>
<td>CBT</td>
<td></td>
</tr>
<tr>
<td>Fulmer et al (2018), US, RCT</td>
<td>2 weeks of chatbot interaction with daily check-ins significantly reduced symptoms of depression, 4 weeks of chatbot interaction reduced symptoms of anxiety more than 2 weeks of chatbot interaction, chatbot interaction led to higher engagement and higher overall satisfaction than control intervention</td>
<td>Students (n=74)</td>
<td>Depression/anxiety</td>
<td>NA</td>
<td>Health support via different interventions such as CBT, mindfulness-based therapy</td>
<td></td>
</tr>
<tr>
<td>Easton et al (2019), UK, quasi-experimental</td>
<td>Specification of 4 distinct self-management scenarios for patient support, positive engagement, AP-based speech recognition did not work sufficiently - replacement with human wizard for video-based scenario testing</td>
<td>Co-design: COPD patients (n=6), health professionals (n=5), video-based scenario testing: COPD patients (n=12)</td>
<td>COPD</td>
<td>Patients</td>
<td>Self-management tool</td>
<td></td>
</tr>
</tbody>
</table>
Health Care Characteristics

In the reviewed articles, psychological conditions were the most commonly addressed type of condition, which was the focus of 3 studies [52-54]. Other types of chronic conditions included respiratory [51,58], cardiovascular [50], nervous system [56], rheumatic [57], and autoimmune/eye conditions [59]. One study addressed chronic conditions and outlined a specific example of an autoimmune disease [55]. More specifically, the addressed chronic conditions included depression and anxiety [52,53], heart failure [50], asthma [51], Alzheimer disease [54], Parkinson/dementia [56], chronic obstructive pulmonary disease (COPD) [58], juvenile idiopathic arthritis (JIA) [57], and diabetes/glaucoma [59]. One study addressed a variety of chronic diseases and delineated psoriasis as a specific example [55].

In 3 papers, students served as main study participants [52,53,59]. Disease-specific patients were involved in 2 studies [50,54,58]. Other types of study participants included patients’ parents [51], caregivers [54], clinicians [57], health professionals [55,58], and community members [56].

Patients were the most common final targeted interaction recipients [50,54-56,58,59]. One study targeted the interaction for the use with patient-parent dyads [51], whereas 1 other study specifically targeted patients’ parents [57]. Two studies did not provide further information on the targeted interaction recipients [52,53].

Self-care and self-management were the main health goals of the conversational agents in 3 studies [50,51,58], whereas 2 study agents were sought to assist in disease monitoring [54,55].
Other study health goals included general conversations with patients [56], cognitive behavioral therapy [52], patient education [57], and disease diagnosis [59]. One study reported health support via different interventions such as cognitive behavioral or mindfulness-based therapy [53].

Of the 10 studies, 2 aimed at further human involvement besides the targeted interaction recipients. One study additionally involved patients’ parents as well as a certified asthma expert [51], and another study involved patients’ caregivers [57].

Characteristics of Conversational Agents

Conversational agents were mostly used for data collection [50,54], coaching [52,53], diagnosis [55,59], and support [51,58] (see Table 3 for overview and characteristics of the conversational agents reported in the included studies). Education was the goal of one conversational agent [57] whereas another agent is currently built for data collection but it was anticipated that it may also have an educational and support purpose in future [56].

Different communication channels were used across the identified conversational agents. While two conversational agents use a smartphone app as their main communication channel [54,56], one study reports the general use of the mobile phone [51]. One agent uses a platform agnostic smartphone and desktop instant messenger app [52], and another agent uses a platform-specific application for Android and is usable on any smart Android device such as smartwatch, smartphone, tablet, laptop, and vendor-specific devices that contain a microphone and speaker and support Android [59]. Another agent employs a customizable platform that can be accessed via multiple communication channels such as Facebook, Slack, or short messaging services [53]. One agent uses a web browser as the main communication channel [58], while another agent is designed for communication channels such as messaging platforms or web interfaces [55]. The communication channel of two conversational agents was not specified in the papers [50,57].

The dialogue initiative of 4 conversational agents was held by the user [54,55,57,59], whereas 4 conversational agents used a mixed approach which means that both the user and the system were able to initiate the conversation [50-52,56]. Two studies did not report upon the dialogue initiative [53,58].

A total of 6 studies used a multimodal interaction modality which means that multiple different modalities for input and/or for output were used. Of these, 2 conversational agents require a spoken input format [56,59], whereas 2 other agents allow for both spoken or written input formats [50,58]. One conversational agent uses a written or a visual input format [55], and 1 study employs spoken, written, visual as well as external content from a smartphone sensor as an input format [54]. Regarding the output formats of the multimodal agents, 2 agents use spoken and written output formats [50,56]. One conversational agent uses only a written output format [55], whereas 1 agent employs a written or a visual output format [59]. One agent uses a spoken, written, or a visual output format [54], while 1 study did not report upon the output format used [58]. The remaining 4 studies use a written format of interaction modality, which means that both input and output were in a written form [51-53,57].

Most of the conversational agents we identified were still in a prototype stage and were not publicly available [50,51,54,55,57-59]. Two conversational agents were commercially available [52,53], and 1 was available for free on Android app store [56].
<table>
<thead>
<tr>
<th>Study ID</th>
<th>Conversational agent name</th>
<th>Conversational agent goal</th>
<th>Interaction modality (input/output format)</th>
<th>Availability of conversational agent</th>
<th>AI techniques</th>
<th>AI system development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferguson et al (2010)</td>
<td>Personal health management assistant</td>
<td>Data collection</td>
<td>Multimodal (s(^b) or w/(s) or w)</td>
<td>NA(^d) (prototype)</td>
<td>Speech recognition, NLP(^e)</td>
<td>Internal</td>
</tr>
<tr>
<td>Rhee et al (2014)</td>
<td>mASMAA (mobile phone-based asthma self-management aid for adolescents)</td>
<td>Support</td>
<td>Written</td>
<td>NA (prototype)</td>
<td>NLP</td>
<td>Internal</td>
</tr>
<tr>
<td>Griol and Callejas (2016)</td>
<td>NA (application, conversational agent)</td>
<td>Data collection</td>
<td>Multimodal (s, w, v, external sensors/s, w, v)</td>
<td>NA (prototype)</td>
<td>NN(^f), ML(^g), ASR(^i), NLU(^j), NLG(^k), TTS(^l)</td>
<td>External (Google API(^m))</td>
</tr>
<tr>
<td>Ireland et al (2016)</td>
<td>Harlie (Human and Robot Language Interaction Experiment)</td>
<td>Now; data collection; future: education and support</td>
<td>Multimodal (s/s, w)</td>
<td>For free on Android app store</td>
<td>Speech recognition incl. STT(^n) and TTS, NLP, AIML(^o)</td>
<td>External (Google API)</td>
</tr>
<tr>
<td>Fitzpatrick et al (2017)</td>
<td>Woebot</td>
<td>Coaching</td>
<td>Written</td>
<td>Commercially available</td>
<td>Decision tree, NLP</td>
<td>External (Woebot Labs Inc)</td>
</tr>
<tr>
<td>Fulmer et al (2018)</td>
<td>Tess</td>
<td>Coaching</td>
<td>Written</td>
<td>Commercially available</td>
<td>Emotion algorithms, ML, NLP</td>
<td>External (X2AI Inc)</td>
</tr>
<tr>
<td>Easton et al (2019)</td>
<td>Avachat (=avatar &amp; chat)/Ava</td>
<td>Support</td>
<td>Multimodal (s, w/NA)</td>
<td>NA (prototype)</td>
<td>Speech recognition</td>
<td>External (Kaldi toolkit)</td>
</tr>
<tr>
<td>Rose-Davis et al (2019)</td>
<td>JADE (Juvenile idiopathic Arthritis Dialogue-based Education)</td>
<td>Education</td>
<td>Written</td>
<td>NA (prototype)</td>
<td>NA</td>
<td>Internal</td>
</tr>
<tr>
<td>Roca et al (2020)</td>
<td>NA (Virtual Assistant)</td>
<td>Diagnosis</td>
<td>Multimodal (w, v/w)</td>
<td>NA (prototype)</td>
<td>AIML, NLP</td>
<td>NA</td>
</tr>
<tr>
<td>Rehman et al (2020)</td>
<td>MIRA (Medical Instructed Real-Time Assistant)</td>
<td>Diagnosis</td>
<td>Multimodal (s/w, v)</td>
<td>NA (prototype)</td>
<td>Speech recognition, NLP, NLU, NN, ML, DL(^p)</td>
<td>Internal</td>
</tr>
</tbody>
</table>

\(^a\)AI: artificial intelligence.
\(^b\)s: spoken.
\(^c\)w: written.
\(^d\)NA: not available.
\(^e\)NLP: natural language processing.
\(^f\)v: visual.
\(^g\)NN: neural network.
\(^h\)ML: machine learning.
\(^i\)ASR: automatic speech recognition.
\(^j\)NLU: natural language understanding.
\(^k\)NLG: natural language generation.
\(^l\)TTS: text-to-speech.
\(^m\)API: application programming interface.
\(^n\)STT: speech-to-text.
\(^o\)AIML: artificial intelligence markup language.
\(^p\)DL: deep learning.

**Artificial Intelligence Characteristics**

Natural language processing represented the most used technique [50,53,55,56,59] before speech recognition (including speech-to-text and text-to-speech) [50,54,56,58,59], machine learning [53,54,59], natural language understanding [54,59], neural networks [54,59] and artificial intelligence markup language [56,57], as shown in Table 3. The following techniques were used in one study each: deep learning [59], natural language generation [54], emotion algorithms [53], and decision trees [52]. One study used AI-based argument theory for modeling its dialogue system [57]. Additional details regarding
the artificial intelligence architecture can be found in Multimedia Appendix 3.

A total of 4 studies developed the artificial intelligence system internally [50,51,57,59], and 5 studies relied on external sources [52-54,56,58]. Of the studies using external artificial intelligence systems for speech recognition (including text-to-speech and speech-to-text), 2 studies used an external Google application programming interface [54,56], and 1 study used the open-source Kaldi toolkit [58]. One study relied on the existing The Rochester Interactive Planning System natural dialogue system [51], and 1 study did not report upon the artificial intelligence system development [55].

Artificial intelligence categorization varied in its terminology across the studies. Four studies were classified as AI [53,56-58]. Other categorizations were natural interaction [50], state-of-the-art natural language understanding technology [51], fully automated [52], smart [55] and state of the art real-time assistant [59]. One study did not provide an explicit categorization [54].

Discussion

Principal Findings

Our systematic literature review identified 10 studies, of which 2 were RCTs and the majority were quasi-experimental studies. This is, to our knowledge, the only systematic literature review focusing specifically on AI-based conversational agents used in the context of health care for chronic diseases. Other recent reviews focused on conversational agents for either a specific health condition such as mental health [44], the general application of chatbots in health care [1], or specific features thereof such as personalization [45] or technical architectures [11].

A total of 80% of the papers that we identified were published relatively recently, from 2016 onward. Together with the small number of identified studies, this shows the immaturity of the field of AI-based conversational agents for chronic diseases. This finding is coherent with other recent reviews which found the general application of conversational agents in health care to be at a nascent but developing stage [1,11,45]. Most of the AI-based conversational agents we identified were still in a prototype stage and not publicly available. They are used for data collection, coaching, diagnosis, support, and education of patients suffering from chronic diseases.

Recent advances in AI software allow an increasing number of conversational agents to offer natural interactions between humans and their machine agent counterparts [11,12]. However, drawbacks such as biased and opaque decision-making leading to limited trust in the final outcomes still exist and are only partially solved [60]. Combined with the functional difficulty of needing large datasets for algorithmic training, this could explain the overall small number of existing applications [61].

The current chatbots operate on a variety of communication channels, out of which some are vendor specific such as tailored for Android devices. We advise future studies to keep track of such platform-dependent developments as it could point to a stronger influence of or dependence on technology providers regarding health care-related applications.

The identified research was not truly geographically diverse; 50% of studies were conducted in North America, only one each in Australia and an Asian country, and the remaining 30% in Europe. There was not a single study conducted in Africa. Additionally, 90% of these research locations are embedded in Western cultures, exerting a strong bias on the generalizability of their results. Given the worldwide prevalence of chronic conditions [37] and the need to apply health care system-specific solutions [62], future research should strive to include diverse geographies to ensure context-specific relevance. We advise to extend research foci beyond the Western socioeconomic cultural context and additionally include emerging economies such as India and China to increase variability and generalizability.

The majority of the identified studies aimed at fully designing, developing, or evaluating a conversational agent specific for only one chronic condition. This finding suggests that AI-based conversational agents evolve into providing tailored support for specific chronic conditions rather than general interventions applicable to a broad range of chronic diseases. Future research could investigate the effects of such specialization on treatment-related measures such as patient satisfaction or treatment adherence.

The evaluation measures of the identified AI-based conversational agents and their effects on the targeted chronic conditions were broad and not unified. The most commonly reported measurements were user experience and chatbot engagement, which are generalistic usability measurements for technical systems [63]. Only 2 studies assessed the technical performance of the conversational agents and 2 other studies reported on the health-related outcomes. Generally, however, the measured and reported results were positive and indicated both high overall performance and satisfactory user experience, high engagement, and positive health-related outcomes. Future research could enforce following standard guidelines for research in the health care area such as the Consolidated Standards of Reporting Trials of electronic and mobile health apps and online telehealth (CONSORT-EHEALTH) [64], the mobile health evidence reporting and assessment (mERA) checklist [65], or the Transparent Reporting of Evaluations with Nonrandomized Designs (TREND) statement [66] to increase quality and comparability of studies. The primarily quasi-experimental nature and subsequent inconsistency of evaluated measures of the found literature could explain the lack of use of such reporting guidelines at present.

Our review shows that current AI-based conversational agents address a broad variety of chronic diseases, categorized as chronic respiratory, cardiovascular, nervous system-related, rheumatic, autoimmune-related, eye-related, and psychological conditions. While it is informative to have such a wide investigation of different disease types, this variation complicates the comparability within and between conditions. Future research could aim at first developing and evaluating within-chronic disease-related differences of AI-based conversational agents (eg, individual chatbots for asthma, COPD, and sleep apnea as examples of chronic respiratory...
diseases) before extending their scope of research to between-chronic disease-related comparisons (e.g., respiratory vs cardiovascular chronic conditions).

Following such a research agenda could lead to the development of more consistent studies with higher standards and increased validity of reported findings. Similar considerations concern the large variety of reported health goals; while self-care management is the main health goal of 30% of existing AI-based conversational agents for chronic conditions before offering assistance of disease monitoring, the remaining 70% address intervention goals such as general conversation, therapy, education, and diagnosis. This inconsistency presents another complication of the comparability of the existing chatbots.

Of the studies investigated, 70% were quasi-experimental, 20% RCTs, and the remaining 10% proof-of-concept. Such quasi-experimental studies are typically cross-sectional, nonrandomized, and describe the first impression of a single instant [67]. For a better understanding of the real-world effects of AI-based conversational agents on health care for chronic diseases, future research should aim at conducting field experiments, which in the best case are designed as longitudinal experimentations in order to investigate long-term effects. This is especially important when considering the time span of chronic diseases; they typically affect patients for at least 12 months but can prevail for a significantly longer period of a patient’s life span [39].

It is further noteworthy to point out that the only 2 RCTs of this review mentioned a commercial interest in the investigated conversational agent by at least one of the authors. We would encourage future research to assess commercially available conversational agents without similar business connections in order to enrich the chatbots' evaluation by a purely external point of view.

While it is not unexpected to find that patients were the majority of targeted intervention partners, it is somewhat surprising to see that only 2 conversational agents further included additional social contacts of patients, here the patients’ parents. We want to highlight that chronic diseases often heavily affect the immediate and wider social context of the affected patient [61]. Future interventions could consider additional human involvement in order to better recognize the social effect of chronic diseases. This could further maximize treatment adherence and health outcomes, two important treatment goals [68].

Natural language processing technology is the most widely applied AI technique and outnumbers related further used techniques such as speech recognition, text-to-speech, and speech-to-text, natural language understanding, and natural language generation. Other prominent AI techniques such as deep learning, machine learning, neural networks, and decision trees are also used, but to a much smaller extent. This finding might be explained through the already mentioned prevalence of multimodal interaction approaches of the reported conversational agents, giving supremacy to the development and evaluation of communication-focused AI techniques. Currently, ongoing developments in the area of natural communication between conversational agents and humans increasingly address natural language generation and emotion recognition [69,70]. These advancements are expected to lead to AI-based conversational agents that converse even more naturally with patients than currently possible. This could have a plethora of effects on the relationship between patients and chatbots as well as on treatment-related outcomes and thus presents a relevant area for future research.

One potential danger of such presumably naturally conversing chatbots is harm or even death of the patient in case the chatbot’s recommendations are inaccurate or wrong, especially when the advice concerns critical decisions such as changes or mix of medication [71]. Patients, who are often laypeople when it comes to assessing any technical or medical capabilities of AI-based conversational agents, might follow a chatbot’s advice without additional medical clarification [71]. Future chatbot development and corresponding research should put an increased focus on addressing such shortcomings and threats in order to maximally ensure patient safety.

Except for the 2 studies developing and evaluating conversational agent architectures, the heterogeneity and general lack of depth of reported AI techniques and systems is a relevant point to consider. Even though all 10 studies explicitly state to apply AI-based systems, the lack of technical information critically hinders replicability and poses questions about the quality of reported findings. Such dearth of detail reinforces the application roadblocks of AI-based systems—opaque and biased decision-making processes and resulting lack of trust [60]. In addition, it hinders the development of a generic system architecture, which could be used as an informative framework for the development and structure of AI-based chatbots in the context of health care for chronic diseases. We strongly advise future researchers to report all necessary technical features required to replicate study results and further (partially or exemplarily) allow access to the developed AI-based conversational systems. In addition to the above-mentioned standardized guidelines for research in health care, future research should make use of already existing guidelines for reporting the technical part of AI-based conversational agents used in health care and medicine [72,73]. More generalized checklists aimed at assessing the overall structure of AI-related medical research such as the Checklist for Artificial Intelligence in Medical Imaging (CLAIM) could be also consulted; they offer guidance on which specific information should be reported on the chosen AI model and its subsequent training, evaluation, and performance [74]. We further recommend future research to synthesize a generic system architecture and derive a framework for AI-based chatbots in the context of health care for chronic diseases once the field has progressed and more standardized data are available.

Half of the studies in our review made use of external systems for the development of (parts of) their AI architecture, which could indicate a trend of external and open access–based software development for AI-based health care conversational agents. Future research should pay attention to this in order to further shed light on this approach.

A final point to consider is the inconsistent taxonomy of AI-based software; while 4 studies clearly labeled their software...
as AI, there was a broad variety of otherwise used terms such as natural interaction, state-of-the-art, smart, or fully automated. The inconsistent use of terms aggravates the use of a common terminology. We see value in the development and use of clear terms for the sake of clarity and comparability of future research.

**Strengths and Limitations**

This systematic literature review has several strengths as well as some limitations. It was conducted and reported according to the standardized PRISMA guidelines [46]. We conducted an extensive literature search by accessing 7 databases and deploying a thorough and comprehensive search strategy. In addition, we reviewed reference lists of relevant studies and used several Google alerts containing combinations of the search terms from November 2019 until April 2020 for identifying further papers not identified through the initial database searches.

We prioritized sensitivity over specificity with our search strategy in order to avoid missing important studies and construct a holistic view of AI-based conversational agents for health care for chronic diseases. We objectively defined the study eligibility criteria. Given the novelty of the search field, however, many search results were published conference abstracts that had to be omitted given the study eligibility criteria.

Study selection, title and abstract screening, full text screening, and data extraction were done independently by two reviewers. We checked for interrater reliability at several steps in the selection process and Cohen kappa showed substantial agreement per step.

We applied a narrative approach for reviewing the included studies. Intense team discussions concerned the classification of reported AI architectures. We decided in consensus to follow the proposed taxonomy of Montenegro et al [11]. However, the final study selection might still omit relevant AI-based conversational agents if a different taxonomy for study selection were applied.

Key limitations of this review are the heterogeneity and relatively small number of the included studies as well as the prevalence of quasi-experimental studies. This underlines the complexity and novelty of the searched field, and we thus did not conduct a meta-analysis.

Finally, risk of bias varied extensively between the included studies, reducing the reliability of findings in studies with high risk of bias. This reduced the trust we could place in the reported findings of studies with high risk of bias.

**Conclusions**

Technological advances facilitate the increasing use of AI-based conversational agents in health care settings. So far, this evolving field of research has a limited number of applications tailored for chronic conditions, despite their medical prevalence and economic burden to the health care systems of the 21st century. Existing applications reported in literature lack evidence-based evaluation and comparison within as well as between different chronic health conditions. Future research should focus on adhering to evaluation and reporting guidelines for technical aspects such as the underlying AI architecture as well as overall solution assessment.
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Abstract

Background: Virtual reality (VR) is the use of computer technology to create an interactive three-dimensional (3D) world, which gives users a sense of spatial presence. In nursing education, VR has been used to help optimize teaching and learning processes.

Objective: The purpose of this study was to evaluate the effectiveness of VR in nursing education in the areas of knowledge, skills, satisfaction, confidence, and performance time.

Methods: We conducted a meta-analysis of the effectiveness of VR in nursing education based on the Cochrane methodology. An electronic literature search using the Cochrane Library, Web of Science, PubMed, Embase, and CINAHL (Cumulative Index to Nursing and Allied Health Literature), up to December 2019 was conducted to identify studies that reported the effectiveness of VR on knowledge, skills, satisfaction, confidence, and performance time. The study selection and data extraction were carried out by two independent reviewers. The methodological quality of the selected studies was determined using the Cochrane criteria for risk-of-bias assessment.

Results: A total of 12 studies, including 821 participants, were selected for the final analysis. We found that VR was more effective than the control conditions in improving knowledge (standard mean difference [SMD]=0.58, 95% CI 0.41-0.75, P<.001, I²=47%). However, there was no difference between VR and the control conditions in skills (SMD=0.01, 95% CI –0.24 to 0.26, P=.93, I²=37%), satisfaction (SMD=0.01, 95% CI –0.79 to 0.80, P=.99, I²=86%), confidence (SMD=0.00, 95% CI –0.28 to 0.27, P=.99, I²=0%), and performance time (SMD=–0.55, 95% CI –2.04 to 0.94, P=.47, I²=97%).

Conclusions: The results of this study suggest that VR can effectively improve knowledge in nursing education, but it was not more effective than other education methods in areas of skills, satisfaction, confidence, and performance time. Further rigorous studies with a larger sample size are warranted to confirm these results.

(J Med Internet Res 2020;22(9):e18290) doi:10.2196/18290
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Introduction

With the rapid development of information technology and shortages of nurse workforce, a transformation of nursing education is needed to prepare nursing students for evolving and complex health care environments [1-3]. In US nursing schools, 75,029 qualified applicants for bachelor’s degrees and nursing postgraduate courses were rejected in 2018 due to an insufficient number of faculty, clinical sites, classroom space, clinical preceptors, and budget constraints [4].
The ultimate goal of nursing education is to promote the application of theoretical knowledge in clinical practice [5]. However, limited clinical practice time affects the opportunity for students of having clinical experience with real patients [6]. This lack of clinical practice, which prepares students for the real clinical environment, can contribute to nursing procedure errors that compromise the safety of patients [7]. Narrowing the gap between theory and practice during the educational process is necessary, but poses several challenges to nursing educators [8]. In this scenario, to guarantee the quality and safety of nursing education, educators have adopted various teaching strategies including simulation experience for students [9].

Simulation has been shown to be a valuable teaching-learning strategy to support the changing world of nursing education and to help optimize the teaching process [10-12]. As the National Council of State Boards of Nursing stated, simulation is a key component of nursing education [13]. The use of simulation as a nursing education tool is becoming increasingly common, providing students with realistic opportunities to practice skills learned in theory [14]. Through simulation, students have a variety of practical opportunities to repeat clinical scenarios and make immediate decisions and reflections [15].

With the development of simulation technology, the virtual world was discovered—initially used in military and medical science and later, in medical education [16,17]. Virtual reality (VR) is the use of computer technology to create an interactive three-dimensional (3D) world in which users have a sense of spatial presence [18]. It provides a first-person active learning experience through different degrees of immersion, or, in other words, the real perception of the digital world and the ability to interact with objects and/or perform a series of actions in this digital world [19,20]. VR is highly conducive to clinical and procedure-focused training by enabling simulation [21]. VR simulation refers to the use of a variety of immersive, highly visual, 3D characteristics to replicate real-life situations and health care procedures, incorporating physical or other interfaces such as a computer keyboard, a mouse, speech/voice recognition, motion sensors, or haptic devices [22]. Virtual simulation refers to the involvement of real people operating simulated systems via a computer screen (virtual, that is, as the situation is not physical or in real time), and may include surgical simulators used for on-screen procedural training, usually integrated with haptic devices to interact with the system [18]. In general, VR can make simulation become an effective supplemental tool for teaching [22,23].

As VR technology advances and becomes increasingly affordable, nursing education is being transformed [24]. VR has gained increasing attention in the field of nursing education and been used to teach many nursing concepts including leadership, communication, decision-making, critical thinking, inclusivity, health appraisal, and disaster triage [25,26]. The use of VR in simulations allows repetitive, hands-on training to develop cognitive and skill mastery among nursing students, which are usually defined as the measure of participants’ understanding of concepts and the ability of a participant to demonstrate a procedure or technique, respectively [8,27]. Additionally, VR simulations can give nursing students the opportunity to practice skills in a safe environment without risk to patients [28]. In a study, 98% of the participating students recommended virtual simulation for future use in nursing education [29].

Although the use of VR has many advantages, some researchers have reported that VR is not more effective than other traditional methods on some outcomes such as knowledge and performance scores [30,31]. There are still some inconsistencies on the effectiveness of VR among studies. Up to date, meta-analyses on the effectiveness of VR have been conducted in some areas of medicine and education [32,33]. However, to the best of our knowledge, there is no meta-analysis evaluating the effectiveness of VR in nursing education. Only one article systematically reviewed and evaluated the effectiveness of VR without meta-analysis, focusing on the effectiveness of VR simulation compared to other simulated methods on clinical psychomotor skills for pre-registration nursing students [34]. Therefore, there is a need to determine the effectiveness of VR in nursing education. The aim of this study was to perform a meta-analysis of the effectiveness of VR use on knowledge (participants’ understanding of concepts), skills (ability of participants to demonstrate a procedure or technique), satisfaction (participants’ perception with VR learning intervention), confidence (self-confidence in learning content and process), and performance time (time taken on the test task) in nursing education.

Methods

This meta-analysis was conducted according to the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analyses) guidelines [35].

Search Strategy

An electronic literature search was carried out in the Cochrane Library, Web of Science, PubMed, Embase, and CINAHL (Cumulative Index to Nursing and Allied Health Literature) from their inception to December 2019. The search strategies used in PubMed, Embase, and the Cochrane Library are listed in the Multimedia Appendix 1. Slightly modified search strategies were used in the other databases. Additionally, we manually examined reference lists of the selected articles to retrieve other relevant publications. Two investigators conducted searches independently, and EndNote software was used to import and manage selected documents.

Inclusion Criteria

This study included randomized controlled trials (RCTs) or trials employing quasi-experimental randomized design, including those in the form of dissertations and conference papers, based on the PICO (Population–Intervention–Comparison–Outcome) method. In this study, the PICO elements were as follows:

- Population: pre-/post-registration nursing students or nursing staff
- Intervention: all kinds of VR education methods
- Comparison: traditional education methods (including presentations, classes, written instructions, etc) and non-VR simulation methods (including high/low fidelity simulation, mannequin-based simulation, etc)
• Outcomes: knowledge, skills, satisfaction, confidence, and performance time

Data Extraction
Two reviewers (FQC and YFL) independently extracted information based on preset standards, including authors, publication date, nation, sample size, participants type, research project, intervention regimens, and outcomes.

Risk-of-Bias Assessment
Two reviewers (FQC and YFL) assessed the studies’ quality independently by referring to the Cochrane Handbook for Systematic Reviews of Interventions [36], which includes 7 domains corresponding to a specific type of bias: (1) random sequence generation (selection bias); (2) allocation concealment (selection bias); (3) blinding of participants and personnel (performance bias); (4) blinding of outcome assessment (detection bias); (5) incomplete outcome data (attrition bias); (6) selective reporting (reporting bias); and (7) other biases. A judgement of “low risk,” “high risk,” or “unclear risk” of bias was assigned to each domain. When disagreements between reviewers could not be resolved through discussion, two additional reviewers (ZLS and JFG) made the final decision.

Data Synthesis and Analysis
The meta-analysis was conducted using RevMan 5.3 [37], a desktop version of Review Manager software used for Cochrane intervention and flexible reviews. For continuous data, we reported standard mean difference (SMD) with 95% confidence intervals. In each analysis, $I^2$ was used to measure the statistical heterogeneity among studies. According to the values of $P$ and $I^2$, the fixed-effect model ($P > .1$, $I^2 < 50\%$) or random-effects model ($0 < P < .1$, $I^2 \geq 50\%$) were selected [38].

Results

Results of the Literature Search
A total of 2716 potential studies were identified from 5 databases (n=2712) and relevant references (n=4). After removing 1072 duplicates, the remaining articles were reviewed and those that did not meet the inclusion criteria were excluded. A total of 1644 articles were screened by title and abstract, of which 1581 articles were excluded. A total of 63 full-text articles were downloaded and assessed, from which 51 were excluded. Finally, 12 studies, including 821 participants, were selected for this study. A flow chart of the study selection process is presented in Figure 1.
Study Characteristics

Studies included trials conducted in 7 countries: United States [31,39-42], Turkey [43], Canada [44], Korea [45], Singapore [46], Portugal [47], and China [48,49]. Two trials adopted a 3-arm group design [42,45], while 10 trials used a 2-arm group design. Sample sizes ranged from 20 to 172 participants. In all trials, participants were nursing students, except for one study in which participants were nursing staff [49]. Six of 12 trials compared VR education with traditional education [31,39,41,42,48,49], while the remaining trials compared VR education with other simulation types including fidelity manikin [44,47], mannequin-based simulation [40,45,46], and plastic model [43]. The characteristics of the participants, intervention details, and outcome measures are presented in Table 1. Supplementary information of intervention in experimental and control conditions is shown in Multimedia Appendix 2.
Table 1. Characteristics of the 12 included studies.

<table>
<thead>
<tr>
<th>Author (year), country</th>
<th>Type of participant</th>
<th>Research project</th>
<th>Number of participants</th>
<th>Total (number of groups)</th>
<th>Experimental group (VR&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Control group (condition)</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bryant et al (2015) [31], USA</td>
<td>Nurse practitioner students</td>
<td>Advanced health assessment</td>
<td>38 (traditional education)</td>
<td>60 (2)</td>
<td>22</td>
<td>38 (traditional education)</td>
<td>Satisfaction, confidence</td>
</tr>
<tr>
<td>Butt et al (2018) [39], USA</td>
<td>Junior level nursing students</td>
<td>Urinary catheterization</td>
<td>10 (traditional education)</td>
<td>20 (2)</td>
<td>10</td>
<td>10 (traditional education)</td>
<td>Performance time</td>
</tr>
<tr>
<td>Cobbett and Snelgrove-Clarke (2016) [44], Canada</td>
<td>Third-year nursing students</td>
<td>Maternal-newborn nursing</td>
<td>28 (non-VR simulation)</td>
<td>56 (2)</td>
<td>27</td>
<td>28 (non-VR simulation)</td>
<td>Self-confidence</td>
</tr>
<tr>
<td>Haerling (2018) [40], USA</td>
<td>Fifth- and sixth-quarter associate degree in nursing students</td>
<td>Nursing care of patients with chronic obstructive pulmonary disease</td>
<td>15 (non-VR simulation)</td>
<td>28 (2)</td>
<td>13</td>
<td>15 (non-VR simulation)</td>
<td>Knowledge assessment, performance scores, satisfaction, and self-confidence</td>
</tr>
<tr>
<td>Ismailoglu and Zaybak (2018) [43], Turkey</td>
<td>Second-year nursing students</td>
<td>Intravenous catheter insertion</td>
<td>32 (non-VR simulation)</td>
<td>65 (2)</td>
<td>33</td>
<td>32 (non-VR simulation)</td>
<td>Knowledge assessment, skill scores, self-confidence scores</td>
</tr>
<tr>
<td>Jung et al (2012) [45], Korea</td>
<td>First-year nursing students</td>
<td>Intravenous injection</td>
<td>38 (non-VR simulation) and 38 (VR plus non-VR simulation)</td>
<td>114 (3)</td>
<td>38</td>
<td>38 (non-VR simulation)</td>
<td>Procedure score, satisfaction, performance time</td>
</tr>
<tr>
<td>Leflore et al (2012) [41], USA</td>
<td>Senior nursing students</td>
<td>Care of pneumonia and cystic fibrosis exacerbation</td>
<td>47 (traditional education)</td>
<td>93 (2)</td>
<td>46</td>
<td>47 (traditional education)</td>
<td>Knowledge assessment</td>
</tr>
<tr>
<td>Liaw et al (2014) [46], Singapore</td>
<td>Senior nursing students</td>
<td>Assessing and managing deterioration</td>
<td>30 (non-VR simulation)</td>
<td>61 (2)</td>
<td>31</td>
<td>30 (non-VR simulation)</td>
<td>Performance scores</td>
</tr>
<tr>
<td>Padilha et al (2019) [47], Portugal</td>
<td>Second-year nursing students</td>
<td>Respiratory process in relation to ineffective airway clearance and hypoxia</td>
<td>21 (non-VR simulation)</td>
<td>42 (2)</td>
<td>21</td>
<td>21 (non-VR simulation)</td>
<td>Knowledge assessment, satisfaction</td>
</tr>
<tr>
<td>Smith et al (2018) [42], USA</td>
<td>Senior nursing students</td>
<td>Decontamination training</td>
<td>55 (traditional education)</td>
<td>172 (3)</td>
<td>59 (immersive VR) 58 (desktop VR)</td>
<td>55 (traditional education)</td>
<td>Knowledge assessment</td>
</tr>
<tr>
<td>Tsai et al (2008) [49], China</td>
<td>Novice nurses</td>
<td>Port-A cath injection</td>
<td>40 (traditional education)</td>
<td>82 (2)</td>
<td>42</td>
<td>40 (traditional education)</td>
<td>Knowledge assessment</td>
</tr>
<tr>
<td>Gu et al (2017) [48], China</td>
<td>Second-year students</td>
<td>Course of fundamental of nursing</td>
<td>14 (traditional education)</td>
<td>28 (2)</td>
<td>14</td>
<td>14 (traditional education)</td>
<td>Knowledge assessment</td>
</tr>
</tbody>
</table>

<sup>a</sup>VR: virtual reality.

**Risk of Bias**

Based on the Cochrane criteria, a risk-of-bias assessment is presented in Figures 2 and 3. Four of 12 studies reported randomized methods in detail [41,43,46,47], while the remaining 8 trials did not provide the methods of sequence generation. None of the trials provided concealment methods, except for one that reported the use of anonymization [47]. In all trials, no blind method was used on participants due to the particularity of the intervention methods. Two trials reported employing blinding of assessors [39,43]. Additionally, 2 studies mentioned dropouts without detail on handling information [46,49].
Figure 2. Risk of bias analysis of each included study.
Results of the Meta-analysis

Knowledge
A total of 7 studies reported knowledge scores as the outcome [40-43,47-49]. The results indicated that VR education can improve knowledge of participants more effectively than the control conditions (SMD=0.58, 95% CI 0.41-0.75, P<.001, I²=47%, Figure 4).

Skills
A total of 5 trials used skills as the outcome measure [40,42,43,45,46]. The results indicated that there was no significant difference between VR education and other education methods on skills enhancement (SMD=0.01, 95% CI –0.24 to 0.26), P=.93, I²=37%; Figure 5).

Satisfaction
A total of 4 articles reported participants’ satisfaction scores [31,40,45,47]. Participants in VR groups showed no difference when compared to control groups (SMD=0.01, 95% CI –0.79 to 0.80, P=.99, I²=86%). High heterogeneity was found. The leave-one-out method was used to carry out sensitivity analysis, and the random-effects model was adopted. One trial [47] caused significant heterogeneity, showing VR education is more satisfactory to participants than the control conditions (SMD=1.30, 95% CI 0.63-1.97, P=.001; Figure 6).
Confidence

A total of 4 studies reported confidence results [31,40,43,44] and showed no statistical difference between VR education and other education methods (SMD=0.00, 95% CI –0.28 to 0.27, \(P=0.99\), \(I^2=0\%\); Figure 7).

Performance time

Performance time was employed as an outcome measure in 3 trials [39,42,45]. There was no significant difference between the experimental and control groups (SMD=−0.55, 95% CI −2.04 to 0.94, \(P=0.47\), \(I^2=97\%\)). Heterogeneity in this outcome was high. Therefore, the random-effects model was used, and the sensitivity analysis was carried out by using the leave-one-out method. Nevertheless, heterogeneity remained significant even when removing one study at a time (Figure 8).

Discussion

This meta-analysis assessed the effectiveness of VR simulation methods in nursing education. We found that VR education methods can improve the knowledge of nursing students. However, there was no difference between VR and other education methods on the outcomes of skills, satisfaction, confidence, and performance time.

A total of 12 trials with 821 participants were included in the meta-analysis. All studies used VR education as the interventions in experimental groups, and education methods in control groups including traditional education, high/low fidelity manikin, mannequin-based simulation, and plastic model. Among the 12 studies, 4 trials reported random sequence generation. Only 1 study described the allocation concealment; 2 studies reported the blindness of outcome assessment. In addition, blinded interventions of students and educators were not possible because of the particularity of the VR education method. In general, the overall risk of bias of the included studies was judged to be unclear due to lack of information.

Knowledge

For the outcome of knowledge, VR education showed more effectiveness on nursing education than traditional education or other simulation education methods. A qualitative study on VR use in nursing education also concluded that, through the concrete experience of the virtual patient simulation and the reflection tool, students could understand what they were taught and how to utilize the new knowledge [50]. Additionally, a previous study, which focused on virtual reality for health professions education, indicated that VR with higher interactivity showed more effectiveness for knowledge [21]. These studies support the fact that an interactive learning environment encourages students to establish connections between concepts [51]. Most of the studies included in our meta-analysis used interactive VR education methods, which could explain the results.
Skills
Our results found no significant difference between VR education and other education methods for the outcome of skills, which seems to be in line with a previous systematic review [34]. The review concluded that virtual reality groups performed comparably to simulation groups in skill performance scores and skill success rate [34]. In our study, all the included trials that reported skills employed other simulation education methods in control groups. Similarly, we concluded that VR was not more effective in improving skills than other simulation methods in nursing education. A possible reason for these results is that there is a gap between completing virtual cases and real practice. Nursing skills learned on a virtual platform may not be transferable to real situations effectively because of the immaturity of VR technology [48].

Satisfaction
There was no significant difference on participants’ satisfaction between VR education and education methods in control groups. High heterogeneity was found. Through sensitive analysis, we found that 1 of the 4 included studies showed that VR was more satisfactory [47]. In one trial conducted in 2012, some participants pointed out the immaturity of VR technology affecting users’ satisfaction [45]. In contrast, 2 studies in recent years showed no difference between the 2 groups [31,40]. Thus, we consider that participants’ satisfaction with VR education may vary according to technical conditions. Although in the 21st century nursing students had already shown high levels of usefulness, ease, and intention to use clinical VR simulation, VR is not widely used in nursing education [52]. With the progress of technology, VR can better satisfy the users. However, further research is needed to confirm our results.

Confidence
The results in confidence indicated no difference between experimental and control conditions. VR could not enhance the confidence of participants more effectively than control conditions, which was consistent with a previous study from Korea [53]. When VR was used for operation exercises, it was often necessary to use a mouse at the same time [53]. Thus, the operation method is more difficult in VR when compared with other simulations such as the manikin.

Performance Time
We also conducted a meta-analysis of performance time. The results suggested that VR was not more effective on reducing performance time than other educational methods. We found large heterogeneity among studies, even when a sensitivity analysis was conducted by using the leave-one-out method. The observed heterogeneity may be due to the different research designs of the selected studies, such as operation projects, VR devices, and education methods in control groups. One study on the effectiveness of VR endoscopy simulation training analyzed performance time with sufficient data and found no difference between VR and control groups; however, the quality of the evidence was very low [54]. In contrast, a study conducted in clinical medicine found that VR can help operators shorten performance time [55]. Therefore, more experiments are needed in the future to study the effectiveness of VR on performance time in nursing education.

Strengths and Limitations
Our study has the following strengths. First, our study is the first meta-analysis assessing the impact of VR on nursing education. Second, to assess the effectiveness of VR education, we evaluated 5 outcome measurements—knowledge, skills, satisfaction, confidence, and performance time—which can probably provide reference for nursing education. There are also some limitations in our study. First, we only included articles published in English, which may affect the results of meta-analysis. Second, some of the included studies failed to provide the details of sequence generation, allocation concealment, and blinding methods. Third, we included 12 studies that have different interventions in control groups, which may cause significant heterogeneity among the studies.

Conclusions
This meta-analysis provides a comprehensive evaluation of the use of VR on nursing education. We found that VR education methods can improve nursing students’ knowledge. However, for the outcomes of skills, satisfaction, confidence, and performance time, there seems to be no difference between VR and other education methods. In general, the use of VR should be considered to enhance knowledge and as a complement of other simulation strategies to improve the quality and safety of clinical practice. However, the heterogeneity and risk of bias among the included studies should be taken into consideration. Rigorously designed large-scale studies are required to further confirm the results in this review.

Acknowledgments
ZLS was supported by Key project of Jiangsu Province Education Science 13th Five-Year Plan 2016 projects (B-a/2016/01/18). Nanjing University of Chinese Medicine 2018 Flipped Classroom Course & Open Online Course - Health Assessment, and Opening project of innovative practical teaching team of Qing Lan Project in Jiangsu Province (NZYHLXPPQL2019-25).

Authors’ Contributions
FQC and YFL searched the medical database and collected and extracted the data. FQC, YFL, and JFG discussed and analyzed data together and wrote papers. ZLS, DWW, CL, and BC provided suggestions for writing preparation and process. The final version of the article was reviewed by all authors.
Conflicts of Interest
None declared.

Multimedia Appendix 1
Search strategies of PubMed, Embase and the Cochrane Library.
[DOCX File, 14 KB - jmir_v22i9e18290_app1.docx ]

Multimedia Appendix 2
Supplementary information of intervention in experimental and control groups.
[DOC File, 45 KB - jmir_v22i9e18290_app2.doc ]

References


Abbreviations

CINAHL: cumulative index to nursing and allied health literature
PICO: Population–Intervention–Comparison–Outcome
PRISMA: Preferred Reporting Items for Systematic Review and Meta-Analyses
RCT: randomized controlled trials
VR: virtual reality

©Feng-Qin Chen, Yu-Fei Leng, Jian-Feng Ge, Dan-Wen Wang, Cheng Li, Bin Chen, Zhi-Ling Sun. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 15.09.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Patient Portal Functionalities and Patient Outcomes Among Patients With Diabetes: Systematic Review

Abrar Alturkistani¹, MPH; Ambar Qavi², MPH; Philip Emeka Anyanwu¹, MPH, PhD; Geva Greenfield³, PhD; Felix Greaves¹, BM, BCh, MPH, MBA, PhD; Ceire Costelloe¹, MSc, PhD, CStat

¹Global Digital Health Unit, Department of Primary Care and Public Health, Imperial College London, London, United Kingdom
²Department of Primary Care and Public Health, Imperial College London, London, United Kingdom
³Public Health Policy Evaluation Unit, Department of Primary Care and Public Health, Imperial College London, London, United Kingdom

Abstract

Background: Patient portal use could help improve the care and health outcomes of patients with diabetes owing to functionalities, such as appointment booking, electronic messaging (e-messaging), and repeat prescription ordering, which enable patient-centered care and improve patient self-management of the disease.

Objective: This review aimed to summarize the evidence regarding patient portal use (portals that are connected to electronic health care records) or patient portal functionality use (e.g., appointment booking and e-messaging) and their reported associations with health and health care quality outcomes among adult patients with diabetes.

Methods: We searched the MEDLINE, Embase, and Scopus databases and reported the review methodology using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. Three independent reviewers screened titles and abstracts, and two reviewers assessed the full texts of relevant studies and performed data extraction and quality assessments of the included studies. We used the Cochrane Collaboration Risk of Bias Tool and the National Heart, Lung and Blood Institute (NHLBI) Study Quality Assessment Tool to assess the risk of bias of the included studies. Data were summarized through narrative synthesis.

Results: Twelve studies were included in this review. Five studies reported overall patient portal use and its association with diabetes health and health care quality outcomes. Six studies reported e-messaging or email use–associated outcomes, and two studies reported prescription refill–associated outcomes. The reported health outcomes included the associations of patient portal use with blood pressure, low-density lipoprotein cholesterol, and BMI. Few studies reported health care utilization outcomes such as office visits, emergency department visits, and hospitalizations. A limited number of studies reported overall quality of care for patients with diabetes who used patient portals.

Conclusions: The included studies mostly reported improved glycemic control outcomes for patients with diabetes who used patient portals. However, limitations of studying the effects of patient portals exist, which do not guarantee whether the outcomes reported are completely the result of patient portal use or if confounding factors exist. Randomized controlled trials and mixed-methods studies could help understand the mechanisms involved in health outcome improvements and patient portal use among patients with diabetes.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42019141131; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42019141131.

International Registered Report Identifier (IRRID): RR2-10.2196/14975

(J Med Internet Res 2020;22(9):e18976) doi:10.2196/18976
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personal health record; patient portal; electronic health records; online access; patient records; systematic review

Introduction

Background

Patient portals are online tools connected to health care systems’ electronic health records (EHRs). The portals may improve patient health outcomes by improving communication with health care providers, enabling self-management of the disease, increasing patients’ involvement in care, empowering patients, and improving their knowledge about the disease [1-6]. By offering access to information, such as visit summaries and health records, portals can help patients review information and remember doctors’ instructions [7,8]. Asynchronous communication with health care providers through electronic messages (e-messages) or emails (a potential functionality of patient portals) can increase patients’ interaction with the health care system and enable continuity of care [3,5,9,10]. Services, such as repeat prescription refills through the portal, could also improve efficiency and accelerate medication dispensing [3].

Rationale

The World Health Organization recommends a patient-centered approach when it comes to diabetes care and the use of technologies to engage patients [11]. The chronic care model, an evidence-based approach to manage chronic diseases, recommends “self-management support” to provide the best care for patients with chronic diseases [12]. Synthesizing and weighting the evidence about patient portals’ effectiveness in improving diabetes health outcomes and quality of care could help inform health care professionals and policymakers about the potential benefits of patient portals.

There are several systematic reviews about patient portals used by patients with diabetes. However, published reviews are either outdated owing to new studies about patient portals being published in the last 2 to 3 years [13-16] or do not report patient outcomes [13]. Previous reviews that looked at diabetes health outcomes associated with portal use had a broader definition of portals and included portals that are co-delivered with other interventions, such as a diabetes management system, home visits [14], and coaching programs [16]. Another review only reported on the user characteristics of patients with diabetes, as well as facilitators and barriers of portal use [13], but did not report on the health outcomes associated with portal use. We hence aimed to close this gap by conducting a systematic review to summarize and evaluate the study findings that reported health and health care quality outcomes associated with the use of patient portals among adult patients with diabetes.

Objective

We aimed to summarize the evidence regarding the use of patient portals (portals that are connected to EHRs) and its reported association with health and health care quality outcomes among adult patients with diabetes. The review research questions were as follows: (1) What kind of health outcomes do patient portals contribute to in adult patients (18 years or older) with diabetes? (2) What kind of health care quality outcomes, including health care utilization outcomes, do patient portals contribute to in adult patients (18 years or older) with diabetes?

Methods

Guidelines and Study Registration

This review was conducted following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [17] (Multimedia Appendix 1). The protocol of the review was registered in the International Prospective Register of Systematic Reviews (PROSPERO) (registration number: CRD42019141131) and was published in JMIR Research Protocols (RR1-10.2196/14975) [18].

Eligibility Criteria

The population included adult patients with diabetes aged 18 years or older. The initial intent in the review protocol [18] was to include all adult patient portal users, without focusing on patients with a specific disease. However, owing to the large number of studies reporting patient portal-related health outcomes and the diversity of the patient populations studied, we decided to focus on patients with diabetes only. The intervention only included tethered patient portals that are connected to a health care system’s EHR. We excluded studies with additional interventions besides the patient portal, such as a wearable device and a portal with a mood monitoring tool [19], as we were unable to determine the outcomes associated with portal use only. Studies with comparators and no comparators were included. Outcomes of interest were health or health care quality outcomes. Qualitative and conference papers were excluded. Mixed-methods studies were only included if the quantitative results were of the outcomes of interest of the study. Finally, we excluded usability-only studies.

Information Sources

The MEDLINE, Embase, and Scopus databases were searched for relevant articles. The complete search strategy for each database has been provided in Multimedia Appendix 2. The search was performed up to September 2019, but there was no restriction on the start date of the search.

Study Selection and Data Extraction

Three reviewers independently performed title and abstract screening. Two reviewers (AA and AQ) independently assessed all full texts for eligibility, while a third reviewer (PEA) performed 25% (5 out of 20 articles) of the full-text reading. Data extraction was also performed independently by the two reviewers (AA and AQ). The extracted data included study design, population characteristics, patient portal characteristics, and study outcomes, and extraction was performed using the Cochrane primary screening and data extraction tool (Covidence) [20]. Any conflicts between the two reviewers were resolved through discussions with the third reviewer (PEA).
Risk of Bias

Studies were assessed for risk of bias using the Cochrane Collaboration Risk of Bias Tool [21] for randomized controlled trials (RCTs) and the National Heart, Lung and Blood Institute (NHLBI) Study Quality Assessment Tool for observational cohort and cross-sectional studies [22]. The NHLBI tool helps identify the “internal validity of studies” by guiding the users to identify methodological limitations [22]. Although studies are rated as good, fair, or poor, the tool does not assign numeric values or definite judgements of the quality of the studies. Thus, it is up to the authors’ judgement to decide the severity of the risk of bias in studies using the guidance questions. In this review, we considered “good” as having a low risk of bias, “fair” as having a moderate risk of bias, and “poor” as having a high risk of bias. The risk of bias outcomes were considered when interpreting study findings in the discussion section.

Data Synthesis

We were unable to carry out a meta-analysis owing to the variation in outcomes and methodologies used in the included studies. Therefore, we conducted a narrative synthesis of the results from the included studies based on the study designs and outcomes reported, paying attention to the relationship between the studies. We examined the relationship between the studies based on the patient portal functionalities. We decided to only report the outcomes of interest in relation to the patient portal functionality use because we found that there were similar patterns in the outcomes reported based on the functionalities. Although we collected information about the health care setting of each of the included studies, we did not find sufficient information to judge if the health care setting had a relevant influence on the outcomes. Thus, we did not compare study findings based on the health care setting. The narrative synthesis followed the methodologies proposed by the Cochrane Consumers and Communication Review Group data synthesis and analysis document [23] and the methodologies proposed as part of the UK Economic and Social Research Council Methods Program [24].

Results

Study Selection

A total of 1120 records were initially identified from the database searches (Figure 1). Among these, 830 studies were excluded after title and abstract screening (conference papers and irrelevant studies were excluded at this stage). Twenty full texts were assessed for eligibility, of which eight were excluded (Multimedia Appendix 3). Eventually, 12 studies were included in the final review, and a narrative synthesis was performed (Figure 1).

![Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram of the search and study selection process.](http://www.jmir.org/2020/9/e18976/)

Characteristics of the Included Studies

A summary table of the characteristics of the included studies is provided in Multimedia Appendix 4. Most of the studies were from the United States (n=11), with only one study from Canada [25]. Studies were performed in mixed settings including primary, secondary, and tertiary care (outpatient setting), and about half of the studies only included patients with type 2
diabetes. The primary care setting included patient portals offered by patients’ primary care providers. The secondary care setting included patient portals provided in a hospital setting. The tertiary care setting included specialized outpatient care (eg, diabetologists). Integrated health care systems included primary care services provided in a hospital setting. None of the studies specified whether the patient portal was used in an in-patient setting. The retrospective cohort study design was the design of choice in most cases, and there was one RCT [26] and one cross-sectional study [27].

Table 1 lists the different patient portal functionalities used in the included studies. The functionalities varied between studies but mostly included viewing laboratory results (n=9), scheduling appointments (n=6), refilling medications (n=7), and sending messages or emails to health care providers (n=12) [25-36]. Other functionalities of the portals included requesting medical advice, updating demographic information by patients [28], entering flowsheet data, and offering a patient journal [25]. The intervention portal in the RCT [26] allowed patients to edit their medication lists, collected patient data on adverse effects of medication and response to therapy, and allowed patients to raise their health concerns through the portal. The control arm (patient portal) of the RCT included similar functionalities to the intervention portal and allowed patients to enter family medical history and review their patient records concerning non-diabetes-related health concerns such as cancer screening [26].

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient portal functionalities</th>
<th>Lab results</th>
<th>Visit notes</th>
<th>Appointment booking</th>
<th>Repeat medication refill</th>
<th>Secure message/email</th>
<th>Patient education</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Randomized controlled trials</strong></td>
<td></td>
<td>Yes^a</td>
<td>No^b</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Grant et al, 2008 [26]</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Retrospective cohort studies</strong></td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chung et al, 2017 [28]</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Devkota et al, 2016 [29]</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Lau et al, 2014 [25]</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Lyles et al, 2016 [30]</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>McClellan et al, 2016 [31]</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Petullo et al, 2016 [32]</td>
<td></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Price-Haywood et al, 2017 [33]</td>
<td></td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Reed et al, 2019 [34]</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Shimada et al, 2016 [35]</td>
<td></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Tenforde et al, 2012 [36]</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Cross-sectional studies</strong></td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Wade-Vuturo et al, 2013 [27]</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

^aYes indicates availability of the functionality.

^bNo indicates nonavailability or no mention of the functionality in the study.

**Risk of Bias**

The RCT included in this review [26] had a slightly high risk of bias (Multimedia Appendix 5) stemming from not being able to blind study participants or outcome assessors to the exposure status of participants. The RCT also had a high risk of bias owing to not reporting some of the study outcomes despite mentioning the outcomes in the methods section [26].

We rated most of the observational studies as having a low or moderate risk of bias (Multimedia Appendix 6). The studies that we rated as having a low or moderate risk of bias generally measured exposure before the outcomes [29,30,32-36], measured different levels of exposure (eg, compared portal functionality use by the number of days or number of times the functionality was used instead of having only one category for usage) [29-32,35,36], and controlled for key confounding variables [29-31,34-36]. Few studies that looked at the frequency or volume of e-messages, emails, or prescription refill use found that patients who used the functionality the most had better outcomes than patients who did not use the functionality or who used it less frequently. For example, one study reported that only patients who both read and wrote emails had much better glycemic control at follow up (odds ratio [OR] 1.43, 95% CI 1.11-1.83), which was not true for patients only reading emails or only using the patient portal [29]. Similarly, another study found that the odds of glycemic control was the highest among patients using the e-messaging functionality for 3 years or more (OR 1.28, 95% CI 1.13-1.44) compared with portal-only users (using the patient portal without the e-messaging functionality) [35]. One study found that patients sending four or more
messages per year were more likely to meet the glycemic control threshold compared with those sending one message only (OR 1.55, 95% CI 1.43-1.69) [28].

**Health Outcomes**

Table 2 summarizes the different outcomes reported to be associated with patient portal use, e-messaging or emailing, and medication refill through the portal. Overall, patient portal use was reported to be associated with glycemic control, reduced glycated hemoglobin A1c (HbA1c%) at follow up, reduced blood pressure, increased office visits, reduced hospitalizations, medication adherence, and medication adjustment. One study did not find a significant improvement in glycemic control as a result of using a patient portal \((P=.62)\); however, the study offered both the control and experimental groups access to a patient portal [26]. E-message or email use was reported to be associated with glycemic control, reduced HbA1c% at follow up, reduced low-density lipoprotein cholesterol, and increased office visits. Only one study examined the difference in BMI among portal users and nonusers and found no relevant difference [36]. Refilling medications through the patient portal was reported to be associated with glycemic control, blood pressure control, and medication adherence [35]. Only one study reported an association between refilling medications exclusively through the patient portal and improved statin adherence [30]. Although not listed in Table 2, one study found no correlation regarding reviewing laboratory results; viewing medical records; accessing billing information, the telephone directory, maps/directions, and insurance information; finding a doctor; and paying medical bills through the portal [27].

**Table 2.** Patient portal or patient portal functionality use and the reported associations with diabetes health and health care outcomes in the included studies.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Overall patient portal use (n=5)</th>
<th>Electronic messaging or email use (n=6)</th>
<th>Prescription refill use (n=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glycemic control</td>
<td>Positive association (n=1) [25], no association (n=1) [26]</td>
<td>Positive association (n=3) [28,29,35], weak correlation (n=1) [27], no association (n=1) [31]</td>
<td>Positive association (n=1) [35]</td>
</tr>
<tr>
<td>Hemoglobin A1c (HbA1c%) at follow up</td>
<td>Inverse association (n=3) [25,33,36]</td>
<td>Inverse association (n=3) [29,31,32]</td>
<td>_a</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol</td>
<td>No association (n=2) [25,36]</td>
<td>Inverse association (n=1) [35], no association (n=1) [31]</td>
<td>Inverse association (n=1) [35]</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>Inverse association (n=1) [36], no association (n=1) [25]</td>
<td>No association (n=2) [31,35]</td>
<td>Inverse association (n=1) [35]</td>
</tr>
<tr>
<td>BMI</td>
<td>No association (n=1) [36]</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Office visits</td>
<td>Positive association (n=1) [34]</td>
<td>Positive association (n=1) [28]</td>
<td>—</td>
</tr>
<tr>
<td>Emergency visits</td>
<td>Inverse association (n=1) [34]</td>
<td>No association (n=1) [32]</td>
<td>—</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>Inverse association (n=1) [34]</td>
<td>No association (n=1) [32]</td>
<td>—</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>—</td>
<td>—</td>
<td>Positive association (n=1) [30]</td>
</tr>
<tr>
<td>Medication adjustment</td>
<td>Positive association (n=1) [26]</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

_aThere were no studies reporting an association between functionality and outcome.

**Diabetes Care Quality Outcomes**

Three studies reported that patient portal or e-message users were more likely to meet most of the diabetes care standards, such as the Diabetes Healthcare Effectiveness Data and Information Set (HEDIS) quality measures [28,31], or the diabetes standards by the Better Health Partnership: Diabetes Standards [36].

**Discussion**

**Review of the Findings**

Our review found a limited number of studies examining the association between patient portal use and diabetes health and health care quality outcomes. Nevertheless, among the studies included, patient portal use or patient portal functionality use was reported to be associated with improvements in health outcomes, such as glycemic control, Secure messaging or emailing, or repeat prescription ordering through the patient portal was reported to be associated with improved glycemic control, and outcomes appeared to improve with increased use. It was also reported that patient portal use may be associated with improved low-density lipoprotein cholesterol outcomes or blood pressure control. Patient portal use or patient portal functionality use might affect health care utilization and may be associated with increased office visits and decreased emergency department visits. Finally, some of the included studies suggested that patient portal use might be associated with improved quality of care for patients with diabetes.

The majority of studies we reviewed were determined to have low to moderate risk of bias. However, some factors may not be measured through standard risk of bias tools, which might have affected the results reported by the studies. For instance, it is challenging to separate outcomes that result exclusively from portal use owing to the possibility of the presence of other factors that might confound the association. It is also challenging to conclude which functionality of the patient portal contributes the most to improving health outcomes, as some studies only
report overall portal use. It was previously reported that secure messaging improves health outcomes for patients with diabetes [14]. Increased contact between patients with diabetes and health care professionals was one of the functionalities most associated with reduced HbA1c in diabetes disease-management programs as reported in a meta-analysis of studies [37]. Our review also included studies that suggest glycemic control is improved in patients who use secure messaging owing to improved communication and increased access to care [29], resulting in “better diabetes management” [28].

Outcomes related to the quality of care and health care utilization were mixed. While some studies found reductions in emergency visits, others did not. A previous study in a diverse patient population found that there was no association between patient portal use, hospital admission, and 30-day readmission, suggesting that patient portals could be more effective in managing chronic care than acute care [38]. Alternatively, one of the included studies in this review suggested that actions related to portal use, such as checking a test result, can increase office visits, while actions, such as repeat prescription ordering during the after-hours period, might reduce hospitalizations [34]. A recent survey study of a patient portal with access to health care records, test results, e-messaging, and appointment booking reported that patients believed portal use helped them “avoid a clinic visit” [39]. Few studies in the literature also examined the association between patient portal use and missing medical appointments [39,40], which was not examined in any of the studies included in this review. The health care utilization outcomes associated with patient portal use may need further investigation as the number of studies examining these associations is limited.

Knowledge Gap
The outcomes of this review indicate that there remain persistent gaps in the literature about patient portals used by patients with diabetes. First, there is some evidence that increased frequency of patient portal or patient portal functionality use could be associated with increased benefits, suggesting a dose-response relationship. Patient portal adoption does not indicate continuous use [40]. Since differences in the frequency of use may lead to inconsistencies in benefits acquired from the patient portal, studies need to account for the frequency of patient portal use as much as possible. Additionally, there is a need for mixed-methods studies to evaluate the mechanisms through which portal use might impact the outcomes reported. Further examination of health care utilization outcomes could help understand if patient portals can play a role in improving health care utilization patterns among patients with diabetes.

Limitations
The results reported by the studies in this review could be biased owing to factors that may not have been controlled. For example, patient portal users can be generally more motivated to be involved in their care and to improve their health outcomes [29]. A cross-sectional study reported that patients who preferred using portals had higher “self-determination” to manage their health conditions [41]. RCTs could help explore causal relationships between portal use and outcomes in patients with diabetes. Additionally, qualitative studies or mixed-methods studies can help explain if portal use or patient portal functionality use is responsible for improving health and quality of care outcomes among patients with diabetes. Qualitative studies could help explore patients’ motives and patterns in self-management to further help understand the mechanisms involved in improving health outcomes through patient portal use. There continues to be a need for studies to report outcomes based on functionality whenever possible [16].

Although this review tried to report portal functionality–related outcomes along with overall portal-related outcomes, most included studies did not sufficiently report outcomes by functionality. Another limitation of this review is that all studies, except one, were from the United States, which has a diverse health care system involving private health care organizations, nonprofit organizations, and government-owned organizations. The way that the health care organization is organized may limit the application of the findings of this review to other health care settings and systems.

Another limitation of this review is the small number of studies included. The limited number of studies reduced the generalizability of the review findings. However, the review only attempted to identify associations as reported by the included studies, which warrants further appropriately designed studies in order to assess causal associations.

Conclusion
Most of the included studies reported improved glycemic control outcomes for patients with diabetes who used patient portals. However, limitations of studying the effects of patient portals exist, which do not guarantee whether the outcomes reported are completely the result of patient portal use or if confounding factors exist. RCTs and mixed-methods studies could help understand the mechanisms involved in health outcome improvements and patient portal use among patients with diabetes.
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Abstract

Background: The rapid increase of the aging population is pushing many national governments to reshape retirement legislation in order to extend older adults’ working life. Once retired, older adults can be invaluable resources for the community as family carers, as volunteers, or by returning to work. Healthy aging is one of the main conditions for being able to work longer and being active after retirement. The latter, indeed, represents a very sensitive life transition, which can entail psychological and social difficulties. Interventions for promoting older workers’ health and well-being and supporting the transition to retirement are on the top of the policy agenda of most European countries. Recently, computer-based and digital health interventions have been seen as promising means to reach this purpose.

Objective: This systematic literature review aimed to explore studies on digital health coaching programs for older workers that followed a user-centered design approach and evaluated their effectiveness in providing older adults with guidance for adopting a healthy lifestyle and being active in the community.

Methods: The search identified 1931 papers, and 2 relevant articles were selected by applying specific eligibility criteria.

Results: To our knowledge, only few digital health coaching programs have targeted the population of older workers to date; there is an insufficient number of studies on the efficacy of such programs. The results show the difficulties of assessing the efficacy of digital coaching itself and with respect to older employees. The 2 studies suggest that digital health programs for workplaces can improve various aspects of older employees’ well-being; however, they considered health mainly from a physical perspective and neglected contextual, social, psychological, and cultural factors that can influence older workers’ health and general well-being. Future digital health coaching programs should adopt the healthy aging paradigm as a multidimensional lens for interpreting the impact of eHealth technology on aging and retirement. The literature around this issue remains at an embryonic state, and this gap needs to be filled by further investigations that apply a user-centered approach for designing the technology, test innovative research methodologies, and adopt new technical solutions for high-quality interaction design.

Conclusions: Further digital health coaching programs aimed at supporting healthy and active living for older workers and retirees are necessary. The user-centered design approach is recommended in order to fully address the users’ health needs and the technological requirements throughout development. Moreover, the healthy aging perspective allows inclusion of physical, social, and psychological factors influencing the transition from work to retirement, as well as the experiences and interactions of individuals with the technology.

(J Med Internet Res 2020;22(9):e17809) doi:10.2196/17809
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Introduction

The population is aging rapidly worldwide and by 2050, or soon thereafter, the number of persons aged 65 or older will outnumber those aged 25 or under in eastern and southeastern Asia, Latin America and the Caribbean, Europe, and North America [1], thereby determining the aging of part of the workforce in most countries. In fact, between 2002 and 2018, the employment rate of persons aged 55-64, called older workers (despite the lack of general consensus on the age range among researchers and policy makers) [2], increased from 38.4% to 58.7% throughout Europe [3] and from 58.9% to 62.5% [4] in the United States.

The aging and retiring workforce can result in a loss of know-how and expertise for companies, which may negatively affect the economy and the sustainability of social security systems [5].

In order to mitigate the consequences of an aging workforce, in the last decade, many national governments of high-income countries have been changing retirement legislation to postpone the retirement age and extend older adults’ working life [6]. Continuing work in later life can indeed be considered as an aspect of successful aging [7], a topic on which, not surprisingly, the scientific community and the labor market has been lavishing more and more attention during the last years. An exact definition of successful aging is still a mooted point; nevertheless, it can be considered as a multidimensional research construct consisting of distinct but interrelated facets for the identification of determinants and predictors related to a favorable aging trajectory as opposed to a pathological one [8,9]. This paradigm puts emphasis on the responsibility of older people to continue to contribute to the society by working and being active [10].

Since people can be active and productive when they are in good health, it seems that a precondition of successful aging is healthy aging. The latter is not just the absence of illness, but also a “process of optimizing opportunities for physical, social and mental health to enable older people to take an active part in society without discrimination and to enjoy an independent and good quality of life [11].” Therefore, the healthy aging perspective considers every sphere of life influencing the individuals’ well-being, including social relationships, and it is particularly appropriate for looking at older employees’ experiences. Older people at the end of their working life may indeed go through a delicate phase of their existence that could be characterized by poor health but could also be characterized by psychological and relational strains at the workplace. In fact, older workers can be stigmatized in organizational settings [12] and associated with scant motivation, less alert capacity, limited productivity and flexibility [13], more resistance to change and learning [14], less reliability (from poor health), and limited digital skills [15,16]. When older workers feel stereotyped and unappreciated and when they experience effort-reward imbalance, depressive symptoms may develop [17].

In the months before retiring, the individuals’ attitudes and expectations about retirement can also be influenced by cultural patterns [18]: in countries where family culture prevails (eg, Italy), people may be more motivated to leave the labor market, because they interpret retirement as an opportunity to devote themselves to family, for example, by taking care of grandchildren or very old and non self-sufficient parents. Conversely, in other countries, where culture is more oriented to productivity as a measure of social success, such as the United States and the United Kingdom, individuals tend to remain in the labor market longer and return to work even after retirement. Moreover, some older employees plan their retirement down to the tiniest details, while others prefer not to make any plans due to fear of being unable to implement them or because they want to enjoy their freedom [18].

Once retired, older people can feel different levels of satisfaction with life, not directly associated with fulfillment of the plans and the expectations they had while working. However, satisfaction seems to be the result of the combination of multiple factors (ie, quantity and quality of interpersonal relationships and affective bonds, physical health, and financial situation within the cultural and social context) [19]. Therefore, retirement may involve both a threat of marginality and a promise of new-found freedom [20]. In the former case, the transition to retirement may be a troubling experience with anxieties, concerns, and social isolation. Conversely, in the latter case, retirement can offer scope for expanded opportunities for a new, active, and positive phase of life.

Older employees’ decision to leave work, as well as attitudes, expectations and plans for retirement, are mainly influenced by their health. In fact, the onset of chronic diseases and comorbidities are the first reasons for early retirement and are major barriers for older workers’ active participation in the labor market. Indeed, according to the Survey of Health, Ageing and Retirement in Europe, among people aged 60 to 70 years, those in good health participated in the labor market approximately twice as often as older people with 2 or more chronic diseases [21].

In light of the above, carrying out health promotion and prevention interventions targeting older workers is a prime objective of labor policy for keeping employees active and productive longer [22]. Moreover, according to Cook et al [23], there is strong evidence that well-constructed health promotion programs for employees in the workplace can be a key strategy to improve workers’ health and decrease health care costs.

One strategy to help individuals having healthier lifestyles (ie, increase physical activity, have a healthy diet, and reduce the use of tobacco and alcohol) is offering them health and lifestyle coaching through interpersonal relationship with a trainer [24]. This can motivate the individual to walk or run, eat more...
vegetables, limit the intake of fats, and reduce the number of cigarettes per day. Literature shows that health and lifestyle coaching programs are feasible and accepted by patients especially when based on a patient-centered approach [25]. This approach is largely adopted for older people with chronic diseases and multimorbidities [26], for prevention [27], and in primary care. Health coaching interventions are in accordance with the concept of the activation of patients, which allows them to partially determine their goals, use self-discovery or active learning processes together with content education to work toward their goals, and self-monitor behaviors to increase accountability and adherence to the program [25,28].

Since the advancement of technology has had an impressive influence on our daily living, recently coaching programs for the promotion of health have been getting increasingly more computer-based; digital health interventions are a promising approach to address older workers’ health needs [29]. Effectively, under the umbrella term of coaching, we usually discover studies that describe interventions delivered without a human coach but through different technologies used to drive the behavior change process. According to Sherpa Coaching Survey [30], for instance, currently only 32% of coaching is conducted face-to-face, while 68% is delivered through technological tools such as telephone (25%), webcams and Skype (25%), video conferencing in high-definition quality (10%), and e-mail coaching (8%). Despite this promising trend, few digital coaching programs have targeted the specific population of older employees by exploring their experiences with this type of technology. Consequently, studies that prove the efficacy of health programs using technology to deliver coaching services are still needed. Investigations into successful coaching systems point to the concept of user-centered design as a way of understanding the users and their needs in multiple steps of the iterative development process [31]. User-centered design is a multidisciplinary design approach based on active involvement of users to improve understanding of the consumer model. End users’ needs, capabilities, and limitations are mapped making use of a variety of methods and tools offered by this approach, and it is indeed a way to ensure that product solutions match the target’s demand, especially for health care technologies, where acceptance, usability, and reliability are essential to ensure the effectiveness of the proposed solution [32]. This mapping process is particularly important in the case of older workers since their physical and psychological characteristics are extremely specific compared to those of younger workers. Hence, any health promotion intervention directed at this age group must be matched appropriately with their particular needs and characteristics [23]. This paper, therefore, reports the findings of a systematic literature review of the studies available in the literature focusing on digital health coaching programs for older workers that were developed using the user-centered design approach.

**Methods**

**Aims**

This systematic literature review aimed to identify and synthesize published literature focusing on the efficacy of digital health coaching interventions specifically designed for older workers in transition to retirement (or those who just retired) and that used the user-centered design approach. To this purpose, the literature search aimed to answer the following research questions: (1) Which digital coaching interventions are effective or not effective for older employees in transition to retirement or just retired? (2) To what extent are the digital coaching interventions effective for improving the well-being of older employees in transition to retirement (or just retired)? (3) To what extent can this kind of intervention help to prevent poor health?

**Eligibility Criteria**

Study inclusion criteria were (1) targeting workers aged 50 or older according to the definition of older workers [2] and expanding the latter’s age range of 5 years back to include workers in jobs such as night shifts or assembly line for greater part of the working life, and thus entitled to early retirement in most European and high-income countries [33]; (2) written in English; (3) based on user-centered design methodology to assess the impact of the digital coaching intervention through one or more of the most used methods of user-centered design reported in literature [32], such as task analysis, usability testing, field observation, interviews, questionnaires, focus groups, and randomized controlled trials. Moreover, digital coaching interventions were considered eligible if delivered by computer, smartphone or tablet, website, app or software and without the involvement of a human coach. All kinds of well-being–related measures were included in this review. Articles were excluded if they (1) did not meet the eligibility criteria (ie, the population of interest and the use of technologies to deliver digital coaching); (2) did not report empirical findings.

**Search Strategy**

For the literature search, the following databases were used: PubMed, Web of Science, Scopus, and IEEE. The search strategy was conducted without time limitations. Additional articles were obtained from reference lists of included studies and from Google Scholar. Databases were searched using a combination of specific terms that, in the opinion of the authors, were closely related to the topic, such as *older adult workers*, *older adults in retirement*, *transition workers in retirement*, *older employees, employees in retirement, digital coach*, *virtual coach*, *well-being, user-centered design, virtual agent, avatar, virtual personal assistant*. Multimedia Appendix 1 shows the search strategy in detail. The authors performed a search in each database. For each search, the above mentioned terms were combined by the use of the Boolean AND operator, restricting the results to articles that contained all the search terms [34,35].

**Data Collection and Extraction**

According to the predefined criteria, all searches were conducted during April 2019 and May 2019 and then screened independently by the first and the last author. This screening phase was based on analysis of the title and abstract. In August 2019, full-papers of the screened publications were reviewed independently by the first and the last author. Any disagreement was resolved by including the second author in order to reach consensus for all the articles included.
Quality Review

The Mixed Method Appraisal Tool (MMAT; version 2018), developed by Hong et al [36], was used to appraise the quality of the selected studies. In particular, MMAT provides objective tools to rigorously appraise the methodological quality of different categories of studies. The first and third authors independently appraised the methodological quality of each study; the results of each appraisal were compared and any disagreements were solved by including the second author and through discussion among the authors. A quantitative appraisal score was calculated by applying the scoring system proposed by Pluye et al [37] where the presence or absence of criteria may be scored 1 (yes) and 0 (no), respectively. Thereafter, a quality score can be calculated as a percentage: \( \text{number of yes responses divided by the number of appropriate criteria} \times 100 \).

Results

General

The search identified 3265 papers, and after duplicates were removed, there were 1341 articles for the initial screening. In accordance with Eden et al [38], the authors carried out the first step of the screening process based on review of titles and abstracts simultaneously. This process resulted in 277 papers. (1064 papers were excluded.) Subsequently, the authors carried out a second screening based on abstract review that resulted in 43 articles (234 papers were excluded) for the full-text selection. The abstracts were reviewed by at least 2 of the 3 researchers (VS, SS, and BD'A), and any disagreements were discussed. In cases where a resolution could not be reached, the third researcher made the final decision. This screening process based on a double review (title and abstract, abstract) allowed the authors to exclude books, books chapters, conference proceedings, or articles that did not meet the eligibility criteria. Full-text papers were downloaded for these records. From this process, the majority (n=41) were excluded because they recruited both young and old employees (n=23), the digital coaching intervention was purely a tracking or monitoring device (n=9), the empirical frameworks were not in line with user-centered design process (n=7), and 2 articles were not available; therefore, 2 papers were included [23,39]. The literature search process is shown in Figure 1.

The specifications and the main findings of the 2 studies matching the inclusion criteria, and thus included in the review, are reported and described in Table 1.
Figure 1. PRISMA flow diagram.

- Records identified through database searching (n = 3265)
- Additional records identified through other sources (n = 7)
- Records after duplicates removed (n = 1931)
- Records excluded (n = 1290)
- Records screened Title/Abstract (n = 1341)
- Full-text articles assessed for eligibility (n = 43)
- Full-text articles excluded, on the following grounds (n = 41):
  - Age range not specific
  - Recruited subjects are both young and old
  - Interventions are not based on coaching but only tracking or monitoring
  - The research frameworks are not in line with user-centred design process
  - 2 articles are not available
- Studies included in qualitative synthesis (n = 2)
Table 1. Specifications and main findings of the studies included in the systematic literature review.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Purpose</th>
<th>Method and data collection</th>
<th>Sample/country</th>
<th>Outcomes and measures</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Cook et al [23] | To evaluate the effectiveness of a web-based health program including physical activity, healthy eating, stress management, and tobacco cessation aimed specifically at older workers | Randomized controlled trial; an online survey before and 3 months after the program access | n=278 older adult employees aged 50-68, United States | 1. Symptoms of distress  
2. Coping with stress  
3. Diet outcome expectancies  
4. Barriers to a healthy diet  
5. Eating practices  
6. Overeating self-efficacy  
7. Diet change self-efficacy  
8. Planning healthy eating  
9. Weight and body mass index  
10. Exercise habits  
11. Exercise self-efficacy  
12. Self-efficacy for overcoming barriers to exercise  
13. Exercise planning  
14. Belief about aging  
15. Tobacco use | 1. Improvement of diet behavioral change self-efficacy, planning healthy eating  
2. Improvement of eating practices, exercise self-efficacy, exercise planning, and aging beliefs |
| Irvine et al [39] | To evaluate the efficacy of a 12-week internet intervention to help sedentary older adults over 55 years of age adopt and maintain an exercise regimen | Randomized controlled trial; online survey at pretest, at 12 weeks, and at 6 months after program fruition follow-up | n=368 sedentary adults >55 years of age, United States | 1. Cardiovascular activities  
2. Stretching activities  
3. Strengthening activities  
4. Balance activities  
5. Activities (minutes per week)  
6. Short Form-12 physical  
7. Short Form-12 mental  
8. Weight and body mass index  
9. Attitudes/knowledge  
10. Self-efficacy  
11. Behavioral attentions  
12. Motivation to exercise  
13. Ability to exercise  
14. Barrier to exercise | 1. The multivariate model indicated significant treatment effects at posttest and at 6 months  
2. Improvement on 13 of 14 outcome measures  
3. At 6 months, treatment participants maintained large gains compared to control on all 14 outcome measures. |

Quality Review

After calculating the score for each article [37], we synthetized methodological quality results in 3 different categories: low score, <35%; medium score, 36% to 70%; and high score, 71% to 100%.

The selected articles reached a high quality score (100%) as shown in Table 2.

Table 2. Quality score of the selected studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of study</th>
<th>Screening score</th>
<th>Randomized controlled clinical trial score</th>
<th>Total score</th>
<th>Appropriate criteria, n</th>
<th>Quantity score, %</th>
<th>Score category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cook et al [23]</td>
<td>Randomized controlled clinical trial</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>100</td>
<td>High</td>
</tr>
<tr>
<td>Irvine et al [39]</td>
<td>Randomized controlled clinical trial</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>100</td>
<td>High</td>
</tr>
</tbody>
</table>

Digital Program Design

The included studies were both digital interventions developed by a multidisciplinary team that focused on a significant user-centered design approach. HealthyPast50 by Cook et al [23] was a multimedia web-based program that contained information and guidance on healthy aging, diet, physical activity, stress management, and tobacco use. The program was developed specifically for adults over 50 years of age through multiple cycles of development and testing that involved older
workers providing feedback on the initiative and rating the prototype content until the final realization. HealthyPast50 was based on a content management system and provided ample graphics, audio, and video contents.

Active After 55 by Irvine et al [39] was an internet-enabled CD-ROM program aimed at boosting the functional ability, mobility, and physical activity of older adults in endurance, stretching, strengthening, and balance enhancement via text and video messages. The program was developed through consultations with professionals experienced in the design and implementation of research-based exercise programs for older adults.

Methodology for Testing and Assessing the Effectiveness of Digital Technology

The effectiveness of these studies was assessed through a randomized controlled trial and with online surveys in different phases of the assessment. The HealthyPast50 study was based on multiple outcome measures before and 3 months after the actual intervention in a sample of 278 older employees aged 50 to 68 years. The users were split randomly into a program group able to log-in to the system and a control group that did not access it. The whole sample was characterized by a high educational level and relatively high computer literacy. The program group could access the web-based program at any time during the 3-month test period at work and outside of work.

The Active After 55 study was based on 3 assessments: pretest, postintervention (12 weeks after pretest), and a 6-month follow-up, with a sample of 368 sedentary adults over 55 years of age. Authors reported that participants tended to be employed, educated, and frequent computer users with at least a middle-class income. Participants were automatically randomized into a treatment group that used the digital health program or a control group that did not have access to it. The intervention consisted in an initial 1-hour session with the Active After 55 program to obtain assistance in designing a personalized plan to follow and then 11 weekly sessions lasting at least 15 minutes in addition to weekly exercises. Both studies used an online survey to gather data in the different assessment phases.

Main Findings of the Selected Studies

In both randomized controlled trials, the intervention group showed significant improvement in healthy behaviors compared that shown by the control group.

In the case of HealthyPast50, the working adults who used the web-based program manifested relevant enhancements over the 3-month test period on 3 out of 15 outcomes: diet behavior change, self-efficacy, and planning of healthy eating. Working adults who were given access to the web-based HealthyPast50 program showed significantly greater improvement on key health constructs over the 3-month test period compared to that shown by the individuals in the control group. In the analysis of the imputed data set, the intervention group performed significantly better than the control group on diet behavior change, self-efficacy, planning healthy eating, and mild exercises. Moreover, there were improvements in eating practices, moderate exercise, and overall exercise but these did not meet the threshold for statistical significance. As for the Active After 55 program, the hypotheses were that the intervention would be linked to changes in the exercise domains of endurance, stretching, strengthening, and balance and that it would be linked to theoretically relevant mediators of behavior change. The treatment group showed significant improvement on 13 out of 14 outcomes at posttest and on all 14 outcomes at the follow-up. The findings were consistent across an array of measures, with a large multivariate effect size at posttest and a medium multivariate effect size at the 6-month follow-up.

Discussion

Principal Findings

This systematic literature review was aimed at exploring the state of the art of research in the field of digital health programs sustaining the well-being of older workers in transition to retirement (or just retired) and using a user-centered design approach. Despite the wide-reaching search and review, only 2 published papers met the inclusion criteria. We provided a qualitative methodological appraisal of the 2 selected articles by means of the MMAT. Every year, a growing number of information and communication technologies emerges with the aim to provide innovative and efficient ways to help older adults in their daily life and to reduce the cost of health care. Nevertheless, there is still a paucity of studies testing the efficacy of such technologies, both for older adults in general and for older workers in transition to retirement. Hence, there is a need for more research in this field. The 2 studies included in the review strengthen the idea that multimedia web-based and internet-enabled CD-ROM programs can be effective in promoting healthy life style behaviors and in preventing poor health condition among older workers near retirement.

The findings of this systematic literature review suggest that digital health programs may help older workers to improve their health and well-being by motivating them to engage in healthy behaviors (eg, healthy diet, physical activity, and less tobacco use). Cook et al [23] and Irvine et al [39], indeed, used mainly physiological and behavioral measures for outcome assessment (eg, cardiovascular activity, body mass index, eating practices), in compliance with a concept of health as an individual physical issue. Conversely, the social, psychological, and relational [17] aspects of aging as well as the cultural patterns [18] of the participants in the studies seemed to not be monitored, and hence, were underestimated. Within the contextual factors neglected by the 2 studies, there is also the transition from work to retirement. During this period, older workers may be required to face age-related stereotypes, to upgrade their digital skills [12,17], and (as retirees) may be asked to reorganize their daily routine and their role within the family. Additionally, they are confronted with potential effects from society on health and general well-being (eg, social marginalization, anxiety, and concerns) [18,20]. In light of the above, future studies based on digital coaching programs should adopt the healthy aging paradigm [11] by adding measures for monitoring social, psychological, and cultural factors as determinants of healthy aging that are in the background of the retirement process and can influence it. This monitoring should be carried out...
throughout the whole study life-cycle, from the identification of the individuals’ health needs up to the development of the technology and the eHealth plan intervention. This would allow researchers to analyze the data and interpret the findings concerning users’ experience with the technology as well as with aging and retirement, from a multidimensional perspective.

A major advantage of eHealth interventions is that such interventions are easily accessible 24/7 and are usable by individuals who may not have access to traditional health promotion otherwise. When these interventions are developed around the real needs, capabilities, and limitations of older workers and tested with rigorous research methodology, the technology-based interventions demonstrate the added value of innovation in coping with healthy aging.

This idea and the review of the 2 papers inspired some suggestions for further investigation: they should use a user-centered approach for designing the technology; test innovative research methodologies; and adopt new technical solutions for high-quality interaction design.

First, digital innovation technologies can be a promising way to cope with the health and well-being deteriorations of older adults in transition from work to retirement, especially when they are designed, developed, and assessed through a user-centered approach. In fact, similar to the approach for health programs that are conducted by a person, it is preferable to adopt a patient-centered approach. Likewise, in health digital programs, it is advisable to involve patients in planning the program and designing the technology, in order to intercept their health needs and translate them into the technology requirements. This might allow patients to set health goals and program phases together with the digital coach just as they would with a human coach, thus increasing adherence to the healthy path [25]. Conversely, the marginal involvement of end users, experts, and stakeholders (who represent the articulated interdependency among individuals, organizational levels, and technological factors), along the entire process from the end-users’ needs assessment, through the identification of the technology requirements up to the realization of the product remains one of the major causes of misuse of technologies and a confounding factor in the assessment of systems [40,41]. Even though Cook et al [23] and Irvine et al [39] adopted a user-centered design approach, it seems that they limited this approach to the definition of the contents of the health program and did not use it for the development of the digital solution. In the studies [23,39], a robust method was adopted to evaluate the effectiveness of interventions using randomized controlled trials and online surveys, based on a list of standardized tests, and repeated measurements, such as pretest and posttest (before and 3 months after the end of the HealthyPast50 study and at 12 weeks and 6 months after actual program follow-up in the case of the Active After 55 intervention). Despite the significance of the randomized controlled trial approach, both studies did not provide evidence on the acceptability, usability, and learnability nor on the utility of the web-based interventions. In order to fully address these dimensions, the use of mixed methods is recommended: qualitative open-ended questions in addition to quantitative measures would be useful for capturing the perspective and the personal experiences of the users interacting with the technology.

This observation leads us to the second key point to take into consideration for future studies (ie, the use of innovative and sophisticated research methodologies). In fact, despite increasing research on the impact of technology on older people’s health and well-being, most studies on this issue used small samples which neither allowed for randomized controlled trials nor generalization and transferability to other domains. Moreover, a 3-arm randomized controlled trial (ie, including one intervention group using only human coaching, a second intervention group using only digital coaching, and a control group) could offer a real framework for future research in this field. Moreover, studies comparing virtual coaching programs to web-based programs are necessary to assess which approach is more effective and which has a higher level of acceptability by older employees.

The third key point concerns the use of a variety of technical solutions to deliver digital coaching programs addressing older adults. Different workplace interventions have been developed to improve workers’ health and well-being using web-based interventions [29] and mobile apps [42]. Nevertheless, the use of embodied conversational agents, and in particular, artificial intelligence virtual coaches (ie, computer software specifically designed to work and act like a human) seems to be particularly appropriate to influence user attitudes or behaviors [43]. The advantage of this virtual coaching is almost similar to an in-person health coach offering self-management through personalized guidance and support available at any time and in any place.

The fourth consideration arising from this systematic literature review concerns the role of positive user experience, measuring people’s feelings on interacting technology in a particular context [44,45]. It is common knowledge that if the use of technology entails a negative experience for the user, as a consequence, this leads to the rejection of the system itself [46]. Therefore, it is crucial to design a high-quality interaction involving the intended users in order to identify their needs and derive the technical requirements capable of best meeting these needs [47].

Limitations

The search was performed on 4 databases (ie Scopus, Web of Science, PubMed, and IEEE) accessed during a specific period of time (April 2019 and May 2019); in order to be more inclusive, we added references selected from Google Scholar. Given this procedure, our search could be not exhaustive and, unknowingly and unintentionally, some papers may have been omitted. Another limitation could be the keywords used for search and their combination with the Boolean AND operator. The selection of the terms with the Boolean operator are the results of the authors’ knowledge, which is not exhaustive. Furthermore, the narrow eligibility criteria, requiring a focus on older adults in retirement, reduced the number of studies selected.
Comparison With Prior Work

To our best knowledge, no other reviews of digital programs are reported in the literature nor are there any on digital programs based on virtual coaching techniques targeting older workers near retirement. We could, therefore, only compare the 2 studies reviewed with literature that would be desirable for increasing knowledge in this field.

First, the reviewed studies were aimed at promoting healthy behaviors, limiting the onset of chronic diseases, and limiting the health-related costs for companies, thereby improving older worker productivity. The technologies tested by these studies were aimed at affecting the individuals’ behaviors toward physical activity, stress management, diet, and tobacco use. Future digital programs addressing older workers who are close to retirement should instead take into account not only physical health aspects related to aging itself but also psychological and social aspects that can be influenced by the transition from work to retirement. This goal could be reached by encouraging older workers to adopt strategies to counteract the side effects of retirement, such as the loss of social contacts, a sedentary lifestyle, and a decrease in intellectual stimuli. These strategies might lead older individuals onto a path of awareness of the existential change they are experiencing; to adopt a different planning of the day in order to avoid feelings of uselessness; to have attitudes more oriented to the community for the construction of bonds and friendships replacing those lost when they left work (eg, volunteering). Furthermore, in order to ensure a social dimension in the training, several individuals might share the same digital health coach. The latter might promote interpersonal relationships by helping individuals meet in person for a walk or for a social event, thereby bridging the gap between virtual and real dimensions.

Conclusions

Alone, the recent retirement policies that have postponed retirement age cannot cope with the growing number of workers who ask to retire early due to age-related chronic diseases and multimorbidity. Moreover, workers close to retirement may need to be supported to better face this existential change.

Several studies demonstrated that technology can be very effective in promoting healthy lifestyles among older workers [23,29,39], but they often neglected the psychological and relational aspects of working in old age. Conversely, healthy aging is a multidimensional concept [11] which future research studies aiming at developing and testing digital health programs targeting older workers and retirees should refer to. A healthy aging model could be considered as a compass orienting the choice of multiple health dimensions for improvement by means of technology, including social engagement, mental health, and cultural patterns, to consider during identification of the user needs, technical requirements identification, and design of eHealth interventions.

The results of this systematic literature review demonstrate the difficulties of assessing the efficacy of digital coaching in itself and for older employees. While the 2 papers [23,39] suggest that workplace digital health programs show interesting results for improving various aspects of older employees’ well-being, the literature around this issue remains in an embryonic state. This gap needs to be filled by future research studies adopting a user-centered approach, innovative methodologies for assessing the technology effectiveness, new technical solutions, and high-quality interaction designs.
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Abstract

Background: Anxiety and depressive disorders are prevalent in adolescents and young adults. However, most young people with mental health problems do not receive treatment. Computerized cognitive behavior therapy (cCBT) may provide an accessible alternative to face-to-face treatment, but the evidence base in young people is limited.

Objective: The objective was to perform an up-to-date comprehensive systematic review and meta-analysis of the effectiveness of cCBT in treating anxiety and depression in adolescents and young adults compared with active treatment and passive controls. We aimed to examine posttreatment and follow-up effects and explore the moderators of treatment effects.

Methods: We conducted systematic searches in the following six electronic databases: PubMed, EMBASE, PsycINFO, CINAHL, Web of Science, and Cochrane Central Register of Controlled Trials. We included randomized controlled trials comparing cCBT with any control group in adolescents or young adults (age 12-25 years) with anxiety or depressive symptoms. The quality of included studies was assessed using the Cochrane risk-of-bias tool for randomized trials, version 2.0. Overall quality of evidence for each outcome was assessed using the Grading of Recommendations Assessment, Development and Evaluation (GRADE) approach. Posttreatment means and SDs were compared between intervention and control groups, and pooled effect sizes (Hedges g) were calculated. Random-effects meta-analyses were conducted using Comprehensive Meta-Analysis software. Subgroup analyses and meta-regression analyses were conducted to explore whether age, guidance level, and adherence rate were associated with treatment outcome.

Results: The search identified 7670 papers, of which 24 studies met the inclusion criteria. Most included studies (22/24) had a high risk of bias owing to self-report measures and/or inappropriate handling of missing data. Compared with passive controls, cCBT yielded small to medium posttreatment pooled effect sizes regarding depressive symptoms (g=0.51, 95% CI 0.30-0.72, number needed to treat [NNT]=3.55) and anxiety symptoms (g=0.44, 95% CI 0.23-0.65, NNT=4.10). cCBT yielded effects similar to those of active treatment controls regarding anxiety symptoms (g=0.04, 95% CI –0.23 to 0.31). For depressive symptoms, the
Introduction

Anxiety and depressive disorders are common in children and adolescents [1,2]. Symptoms of anxiety and depression in childhood and adolescence predict a range of mental health problems later in life, including adult anxiety and depressive disorders and substance use disorders [3-8]. Moreover, anxiety and depressive disorders in young people are associated with an increased risk of self-harm and suicide [5,9], the second most common cause of death among youth aged between 10 and 24 years [10]. Among children and adolescents aged up to 18 years, global prevalence rates are estimated at 6.5% for anxiety disorders and 2.6% for depressive disorders [11]. The prevalence of mental disorders increases during the transition from childhood to adolescence [12,13], with prevalence rates in adolescents (ie, age 12-19 years) estimated at 10.7% for anxiety disorders and 6.1% for depressive disorders [13]. The incidence of most anxiety disorders peaks during adolescence, whereas the incidence of depressive disorders starts to rise during adolescence [14] and peaks in young adulthood (ie, age 19-25 years) [15-17]. Given the high incidence and burden of anxiety and depressive disorders in young people, early intervention in both adolescents and young adults is of utmost importance.

Adolescents and young adults with anxiety or depressive disorders are commonly treated with cognitive behavioral therapy (CBT), which is a widely-used treatment that has been proven to be effective in this population [18-21]. However, the majority of adolescents and young adults with mental health problems do not receive treatment [22-25]. Among their reasons for low treatment utilization are limited availability of youth mental health services, perceived stigma associated with mental illness, perceived lack of time or resources, and preference for self-help [24,26,27]. These barriers to treatment utilization may partly be overcome by computerized mental health interventions involving psychological treatment delivered via the internet and/or digital devices. Compared with face-to-face treatment, computerized interventions may provide more flexible access in terms of time, location, and availability; greater privacy and anonymity; and more independence [28,29]. The internet is ubiquitous in the lives of young people, who have shown positive attitudes toward computerized mental health interventions [30]. Therefore, computerized treatment provides an accessible and feasible alternative to face-to-face treatment for this group [31,32].

Numerous randomized controlled trials (RCTs) and meta-analyses in adult populations with anxiety and depressive disorders have shown that CBT may be effectively delivered via the internet or digital devices [33,34]. The effects of these so-called computerized CBT (cCBT) interventions have been demonstrated to be comparable to the effects of face-to-face CBT in adults [35]. In children and young people, cCBT has been found to be effective in treating mental health problems as well [36-42]. Despite these promising results, however, the evidence base on cCBT in young people remains limited compared with research in adults. The number of studies is still small, and the quality of RCTs is often low [39].

To date, three meta-analyses have shown cCBT [36,37] and internet-based mental health interventions [43] to be effective in reducing anxiety and depressive symptoms in young people aged 12 to 25 years. Ebert et al [36] found cCBT to be superior to passive control conditions for both anxiety (g=0.68, 95% CI 0.45-0.92, P<.001; k=7) and depression (g=0.76, 95% CI 0.23-2.66, P<.001; k=4). Active control conditions were not included in their meta-analysis. Similarly, Pennant et al [37] found positive effects of cCBT on both anxiety (standardized mean difference [SMD]=−0.77, 95% CI −1.45 to −0.09, k=6) and depression (SMD=−0.62, 95% CI −1.13 to −0.11, k=7) compared with passive controls. Compared with face-to-face CBT, their meta-analysis showed similar effects for cCBT on anxiety (SMD=−0.04, 95% CI −0.36 to 0.28, P=.89; k=3), but a large effect in favor of face-to-face CBT on depression (SMD=1.65, 95% CI 0.88-2.41, P<.001; k=2). However, these meta-analyses included only a small number of studies that were all published up to 2013. A more recent meta-analysis in children and adolescents up to 18 years with depressive and/or anxiety symptoms showed that cCBT interventions yielded a medium effect size compared with waiting list controls (g=0.66, 95% CI 0.42-0.90, P<.001, k=17) [44]. This study reported neither separate effects of cCBT on depression and anxiety symptoms nor effects of cCBT compared with face-to-face CBT. Importantly, none of these meta-analyses reported mid-term or long-term effects [36,37,44].
To our knowledge, the study of Välimäki et al [43] is the only meta-analysis that not only reported posttreatment effects, but also described short-term and long-term follow-up effects. Posttreatment effects showed the positive effects of internet-based interventions on depressive symptoms (P=.02, median=1.68, 95% CI 0.25-3.11, k=10) and anxiety symptoms (P=.001, median=1.47, 95% CI 0.59-2.36, k=8) compared with any control group. The authors found significant long-term effects of internet-based interventions aimed at reducing depressive symptoms 6 months after treatment (P=.01, median=1.78, 95% CI 0.37-3.20, k=3), but no mid-term effects (ie, 3-5 months after treatment). Regarding anxiety symptoms, they found no mid-term effects in the only two available studies, and no study reported long-term results on anxiety [43]. However, their meta-analysis included both cCBT and various other internet-based mental health interventions (eg, positive psychology), and did not specifically analyze the effects of cCBT. Furthermore, the effects of internet-based interventions were not reported separately compared with active treatment controls and passive controls. In addition, the authors used a narrow search string, which did not include anxiety disorders or interventions aimed at decreasing anxiety symptoms. Hence, it remains unclear whether cCBT is effective in treating young people with anxiety and depressive disorders in the long term, compared with active treatment and passive controls.

In adults, individual participant data meta-analyses on internet-based interventions have demonstrated several predictors of better treatment outcomes, among which are older age [45] and higher treatment adherence [33]. In addition, level of guidance (ie, the level of therapist support provided during cCBT) appears to be associated with larger treatment effects in adults, as studies on guided internet-based interventions have generally demonstrated larger effect sizes than studies on unguided interventions [33,45,46]. Although previous meta-analyses on cCBT in children and young people have attempted to identify moderators of treatment effects, the results remain mixed. Some found evidence for a moderating role of age [36,37,42], whereas others did not [38,44]. With regard to guidance, evidence remains mixed as well [37,42,44]. To our knowledge, previous meta-analyses in young people did not examine whether treatment adherence is associated with cCBT effect sizes.

Research on cCBT in young people with anxiety or depressive symptoms is a rapidly developing field, and all previous meta-analyses are limited to studies of at least 2 years old [36-38,43,44]. In addition, the most recent meta-analyses focused on other age groups [38,41,42,44] or did not separately report effects for either anxiety and depressive disorders [38,44] or cCBT [43]. Moreover, the follow-up effects of cCBT remain largely unknown. Lastly, since most previous meta-analyses in young people did not separately compare cCBT to active treatment and passive controls [36,43], it remains unclear whether cCBT provides an effective alternative to face-to-face treatment in this group. Therefore, our objective was to provide an up-to-date comprehensive systematic review and meta-analysis of the effectiveness of cCBT in treating anxiety and depressive symptoms in adolescents and young adults compared with active treatment and passive control groups, differentiating between posttreatment, short-term follow-up, and long-term follow-up. Furthermore, we aimed to explore whether age, guidance level, and treatment adherence are associated with treatment outcome by conducting subgroup analyses and meta-regression analyses.

**Methods**

**Design**

This study was conducted and reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement for reporting systematic reviews and meta-analyses [47]. The systematic review protocol was registered in the International Prospective Register of Systematic Reviews (PROSPERO, registration number: CRD42019119725).

**Search Strategy**

We conducted a comprehensive literature search in the following six electronic databases from database inception to September 13, 2019: PubMed, EMBASE, PsycINFO, CINAHL, Web of Science, and Cochrane Central Register of Controlled Trials (CENTRAL). An information specialist was consulted for the search. The search strategy included combinations of relevant medical subject headings and text-based search terms covering computerized (or internet, digital, eHealth, online, smartphone, or web-based), CBT (or cognitive, behavior, therapy, treatment, or intervention), and adolescent (or child, young person, teenager, or youth). The complete search strings are documented in Multimedia Appendix 1. In addition, we manually searched reference lists of included studies and relevant previous reviews, and searched international trial registers for eligible studies, which resulted in one additional record.

**Study Selection**

We included RCTs in which computer-based, internet-based, or smartphone-based cognitive behavioral therapy targeting anxiety, depression, or both was compared to an active treatment control condition or passive control condition. The study population involved adolescents or young adults with a mean age between 12 and 25 years and elevated symptoms of anxiety or depressive disorder (ie, either a formal diagnosis or an elevated score on a standardized self-report measure representing at least a mild-to-moderate symptom level). We only included studies with an English abstract available, those that were published in peer-reviewed journals or were PhD theses, and those that contained outcome data on a continuous anxiety or depressive symptom measure that allowed for calculation of effect sizes. If effect sizes could not be calculated, authors were contacted to retrieve the necessary information.

The intervention needed to be primarily delivered via technology (ie, computer, internet, or smartphone). Interventions were categorized as CBT if (1) they were explicitly described as such by the authors of the article and we found no reason to disagree or (2) all authors of this review agreed that the description of the main intervention components could be regarded as CBT. The control condition was defined as active treatment control (ie, face-to-face CBT or treatment as usual [TAU]) or passive control (ie, waiting list/no treatment or information control).
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Studies in which the control condition involved an active self-help website (ie, including both psychoeducation and exercises) focused specifically on anxiety or depression were excluded. Studies in which the control condition involved a monitoring control website that did not include active self-help content were included. Comorbid psychiatric or medical disorders were not used as an exclusion criterion.

Two authors (CC and MS) conducted the study selection in a stepwise manner. First, titles and abstracts of all studies were independently screened for potential eligibility. Any disagreements were discussed until consensus was reached. Second, the full papers of all included abstracts were independently screened according to the inclusion and exclusion criteria. In case of discrepancy or uncertainty regarding inclusion, a third author (MB) was consulted until consensus was reached.

Data Extraction
Information on study characteristics, participant characteristics, and mental health outcomes was extracted from each study and included in an Excel spreadsheet. Data extraction was conducted by one reviewer (CC) and checked by a second reviewer (MS). Study characteristics included authors, country, year of publication, study design, recruitment setting (ie, clinical, general population, or schools), inclusion and exclusion criteria, primary outcome measures, and descriptions of the experimental intervention and comparator, including focus of the intervention, information on guidance, number of treatment modules, and adherence rates. Participant characteristics included sample size, mean age, gender, primary diagnostic type (ie, anxiety, depression, or both; either based on diagnosis or an elevated symptom level), and baseline symptom levels. Means and SDs of the outcome measures of anxiety and depressive symptoms at posttreatment assessment were extracted. If available, means and SDs at short-term follow-up (ie, 1-5 months) and long-term follow-up (ie, 6-12 months) were extracted as well.

If possible, we utilized effect sizes of the intention-to-treat sample; if these were not available, we used effect sizes of the complete sample. In case of multiple outcome measures of anxiety and depressive symptoms, we selected the primary outcome measure as stated by the authors. If the authors did not specify any primary outcome measure of anxiety or depressive symptoms, we selected a well-validated and widely-used outcome measure of these symptoms that was used at every time point of the study (ie, both at posttest and follow-up, if applicable). If both an active treatment control and passive control were utilized in a single RCT, outcomes from both conditions were extracted. Our main meta-analyses were conducted separately for active treatment control (ie, face-to-face CBT or face-to-face TAU) and passive control (ie, waiting list, information control, or no treatment). In our subgroup analyses, data from all control groups per study were included. As the inclusion of multiple comparisons of one study in a meta-analysis violates the assumption of independence, we divided the n of the intervention group evenly across comparators, which is a procedure recommended by the Cochrane guidelines [48].

Quality Assessment
The quality of each included study was assessed following the guidelines provided by the Cochrane risk-of-bias tool for randomized trials, version 2.0 (RoB 2) [49]. Risk of bias was examined in the following five domains: (1) bias arising from the randomization process; (2) bias due to deviations from intended interventions; (3) missing outcome data; (4) bias in measurement of the outcome; and (5) bias in selection of the reported result. Each domain was rated as either low risk of bias, some concerns, or high risk of bias. A total score was calculated for each study by adding up the following values for each domain: “0” for low risk of bias, “1” for some concerns, and “2” for high risk of bias.

The overall quality of the evidence for each outcome was assessed using the Grading of Recommendations Assessment, Development and Evaluation (GRADE) approach [50]. The quality of each outcome was assessed for the following domains: (1) risk of bias; (2) inconsistency of results (ie, heterogeneity); (3) indirectness of evidence; (4) imprecision of results; and (5) suspected publication bias. In case of limitations in one domain, the evidence for each outcome was downgraded by one or two levels. Subsequently, the overall evidence for each outcome across domains was categorized as high, moderate, low, or very low, representing the level of certainty of the effect estimates. Both RoB 2 and GRADE assessments were conducted independently by two reviewers (CC and MS), and any disagreements were resolved by discussion until consensus was reached. Cohen κ coefficients were calculated to determine the interrater reliability.

Statistical Analysis
A random-effects meta-analysis was conducted with the Comprehensive Meta-Analysis software (CMA version 3), using the SMD to calculate pooled mean effect sizes (Hedges g). Effect sizes were calculated by subtracting the mean posttest score of the treatment group from the mean score of the comparison group, and dividing the result by the pooled standard deviation of the two groups. Posttreatment means and SDs were compared between the intervention and control groups. Effect sizes of 0.2, 0.5, and 0.8 are considered to be small, medium, and large, respectively [51]. In addition, we calculated the number needed to treat (NNT), using the Kraemer & Kupfer [52] formula. The NNT indicates the total number of patients who need to be treated in order to achieve one additional positive outcome [53].

Heterogeneity was assessed by calculating the $I^{2}$ statistic, which indicates how much overall variance should be attributed to between-study variance, with a value of 25% representing low heterogeneity, 50% representing moderate heterogeneity, and 75% representing high heterogeneity. In addition, we calculated the 95% CIs around $I^{2}$ by using the noncentral chi-square approach in the “heterogi” module of STATA [54,55].

Subgroup analyses were conducted to examine the influence on the difference between intervention and control conditions for (1) the diagnostic focus of the intervention (ie, anxiety, depression, or both); (2) age group (ie, adolescents with mean age ≤18 years or young adults with mean age >18 years); (3)
the level of guidance (ie, guided or self-guided); (4) the adherence rate, defined as the percentage of participants in the intervention group who completed all treatment modules at posttreatment (ie, low, defined as ≤50%, or high, defined as >50%); (5) recruitment type (ie, clinical, community, or university/school); and (6) the number of treatment modules (ie, <5, 5-9, or 10-14 modules). Subgroup analyses were conducted across studies with interventions focused on anxiety, depression, or both, with multiple control groups per study included. Subgroup analyses were conducted using the mixed-effects model, in which the effect sizes within the subgroups are pooled with the random-effects model, whereas the fixed-effects model is used to test for significant differences between the subgroups. Subgroup analyses involving age, guidance level, and adherence rates were planned a priori based on the literature. In addition, a subgroup analysis on the diagnostic focus of the intervention was planned a priori to test whether it was justified to conduct all subgroup analyses on the total set of studies, including interventions aimed at anxiety, depression, or both. Recruitment type and number of treatment modules were examined post-hoc as these reflect potential sources of heterogeneity. For all six subgroup analyses, a Bonferroni-corrected α level of $P < .008$ was used to account for multiple testing. In addition, bivariate meta-regression analyses were conducted to explore the associations of the mean age of study participants, adherence rate, and risk of bias with effect sizes. Analyses with age and adherence rate were planned a priori, whereas risk of bias level was included post-hoc.

Publication bias was examined as follows. First, the funnel plot of effect sizes was visually inspected. Second, the Duval and Tweedie trim and fill procedure was used to calculate an adjusted pooled effect size that accounts for missing studies due to publication bias [56]. Third, the Egger test was used to quantify the bias captured by the funnel plot [57]. In accordance with the Cochrane guidelines [48], publication bias was only examined in meta-analyses with at least 10 studies.

**Results**

**Systematic Review**

**Included Studies**

The database search resulted in 7670 articles, of which we retrieved the full text of 240 articles. Twenty-four studies met all inclusion criteria and were included in the systematic review and meta-analysis (Figure 1). Interrater agreement of inclusion was strong (98.3%; Cohen $κ = 0.90$, $P < .001$). The included studies were published between 2009 and September 2019. Most were conducted in Australia (n=5) and the United Kingdom (n=4). All studies reported posttreatment effects, whereas short-term and long-term follow-up data of both intervention and control conditions were only reported in three and five studies, respectively. The sample sizes of the RCTs ranged from 19 to 257 (mean 92.75, median 70). Twelve studies were primarily aimed at adolescents (age 12-19 years), eight studies were aimed at young adults (age 19-25 years), and four studies had a mixed sample. The mean age varied between 13.31 [58] and 24.40 years [59]. Most studies were conducted in samples of university students (n=8) or community samples (n=7), whereas four studies were conducted in clinical samples, four studies in secondary schools or educational programs, and one study in a mixed sample [60]. Studies targeted participants with a diagnosis or elevated symptoms of depressive disorder (n=10), participants with a diagnosis or elevated symptoms of anxiety disorder (n=8), or participants with elevated symptoms of depressive and/or anxiety disorder (n=6). In total, 19 studies compared cCBT to a waiting list or no treatment control condition, of which five studies also included a face-to-face CBT control condition. Four studies compared cCBT to a placebo condition (information control or attention control), and one study compared cCBT to TAU. Selected characteristics of the included studies are presented in Multimedia Appendix 2.
Description of the Interventions

Seventeen studies investigated cCBT programs delivered via the internet (also known as iCBT), such as MoodGym [60-62] and BRAVE [63,64]. Of these interventions, most were completed at the respondent’s home (n=12), whereas five were completed at a treatment or research site. Seven studies investigated cCBT programs delivered via a computer program or CD-ROM, such as SPARX [65-67], Woebot [68], and Stressbusters [58]. Of these interventions, four were completed at the respondent’s home (n=4) and three were completed at school or a treatment site. The regular treatment components of cCBT were psychoeducation, behavioral activation, cognitive restructuring, exposure, problem-solving, and homework assignments.

Treatment Duration and Intensity

The number of treatment modules ranged from 3 to 12 in 21 included studies (mean 7.1, median 7). Two studies did not report the exact number of modules [59,69]. One study examined the Woebot intervention [68], which does not consist of different modules, but delivers cCBT by 1 to 20 (median 12) automated conversations and mood tracking in an instant messenger app. The 24 included interventions were completed over a period of 2 to 16 weeks (mean 7.5, median 7).

Guidance

In 14 studies, participants were guided through the intervention by a therapist or researcher. The other 10 interventions were self-guided (ie, unguided) [58,59,65-72]. Guidance was provided through telephone and/or email contact [63,64,73-78], chat sessions [79], or face-to-face guidance during the participant’s completion of the modules [60-62,80,81]. In general, guidance consisted of monitoring progress and providing support, encouragement, and clarification. In nine studies, guidance additionally included providing personalized feedback on completed exercises [63,64,74-80].

Adherence

Adherence rates were reported in 19 studies. Only 10 studies reported the most common measure of adherence (ie, the number of completed sessions divided by the maximum number of sessions). In these studies, adherence ranged from 32.2% to 100% (mean 76.91%, median 78%). An alternative measure of adherence, namely the percentage of participants in the intervention group who completed all treatment modules, was reported in 19 studies, with adherence rates ranging from 0% to 100% (mean 57.12%, median 60%). Adherence rates for each study are presented in Multimedia Appendix 3.

Quality of Evidence

Based on the Cochrane RoB 2 tool [49], 22 out of 24 studies had an overall high risk of bias, and the remaining two studies were rated as “some concerns.” The overall high risk of bias in this vast majority of included studies was mainly due to an increased risk of bias in the measurement of the outcome, caused by the use of self-report measures or the unblinded use of observer-rated measures. Furthermore, 13 out of 24 studies also had an increased risk of bias due to missing outcome data, since >5% of their data were missing and no sufficiently appropriate analysis (eg, multiple imputation) was used to handle the missing data. Lastly, one study was rated as having an increased risk of bias due to deviations from the intended intervention [77]. Interrater reliability for the risk of bias was very good (κ=0.89, P<.001). Figure 2 demonstrates the authors’
conclusions regarding the risk of bias across studies. Multimedia Appendix 4 presents the risk of bias classifications per domain assigned to each study. It should be noted that self-report measures are widely used in psychological treatment studies, especially in studies on computerized treatment. Therefore, the current rating may be too strict. Without taking into account the risk of bias in the measurement of the outcome, 13 out of 24 studies had an overall high risk of bias.

The overall quality of the evidence for each outcome was assessed using the GRADE approach [50]. The quality rate for each outcome is shown in Tables 1-3. In summary, although the overall quality of some outcomes was moderate, the overall quality of most outcomes was low. Since almost all studies were associated with a high risk of bias based on the RoB tool, all outcomes were downgraded one level for this domain. Many outcomes were downgraded one additional level for inconsistency, because of substantial heterogeneity in the meta-analysis. One outcome was downgraded one additional level for imprecision of results due to a small sample size. Interrater reliability for the quality of evidence was very good (κ=0.87, P<.001).

Figure 2. Risk of bias graph.

Table 1. Effect sizes regarding depressive symptoms in the meta-analysis of studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at posttreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N&lt;sub&gt;com&lt;/sub&gt;</th>
<th>N&lt;sub&gt;par&lt;/sub&gt;</th>
<th>g</th>
<th>95% CI</th>
<th>I&lt;sup&gt;2&lt;/sup&gt;</th>
<th>95% CI</th>
<th>Grade&lt;sup&gt;c&lt;/sup&gt;</th>
<th>NNT&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>All studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active treatment controls</td>
<td>5</td>
<td>403</td>
<td>−0.55</td>
<td>−1.18 to 0.08</td>
<td>87.52</td>
<td>73 to 94</td>
<td>++</td>
<td>3.31</td>
</tr>
<tr>
<td>Passive controls</td>
<td>20</td>
<td>1604</td>
<td>0.52&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.33 to 0.71</td>
<td>68.69</td>
<td>50 to 80</td>
<td>++</td>
<td>3.5</td>
</tr>
<tr>
<td>One outlier removed&lt;sup&gt;f&lt;/sup&gt;</td>
<td>19</td>
<td>1558</td>
<td>0.46&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.29 to 0.63</td>
<td>58.49</td>
<td>31 to 75</td>
<td>+++</td>
<td>3.91</td>
</tr>
<tr>
<td>Studies aimed at depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active treatment controls</td>
<td>4</td>
<td>351</td>
<td>−0.70</td>
<td>−1.51 to 0.11</td>
<td>90.63</td>
<td>79 to 96</td>
<td>+</td>
<td>2.63</td>
</tr>
<tr>
<td>Passive controls</td>
<td>13</td>
<td>1162</td>
<td>0.60&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.35 to 0.85</td>
<td>73.27</td>
<td>54 to 85</td>
<td>++</td>
<td>3.05</td>
</tr>
<tr>
<td>One outlier removed&lt;sup&gt;f&lt;/sup&gt;</td>
<td>12</td>
<td>1116</td>
<td>0.51&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.30 to 0.72</td>
<td>61.76</td>
<td>28 to 80</td>
<td>++</td>
<td>3.55</td>
</tr>
</tbody>
</table>

<sup>a</sup>N<sub>com</sub>: number of comparisons.
<sup>b</sup>N<sub>par</sub>: number of participants.
<sup>c</sup>+: very low quality; ++: low quality; +++: moderate quality.
<sup>d</sup>NNT: number needed to treat.
<sup>e</sup>P<.001.
<sup>f</sup>Outlier Sethi (2013) excluded.
Table 2. Effect sizes regarding depressive symptoms in the subgroup analyses of studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at posttreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N&lt;sub&gt;com&lt;/sub&gt;&lt;sup&gt;a&lt;/sup&gt;</th>
<th>N&lt;sub&gt;par&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Effect size</th>
<th>95% CI</th>
<th>Heterogeneity</th>
<th>P</th>
<th>NNT&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>g</td>
<td></td>
<td>I&lt;sup&gt;2&lt;/sup&gt;</td>
<td>95% CI</td>
<td></td>
</tr>
<tr>
<td>Diagnostic focus&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>8</td>
<td>464</td>
<td>0.32&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.04 to 0.60</td>
<td>50.78</td>
<td>0 to 78</td>
<td>5.56</td>
</tr>
<tr>
<td>Depression</td>
<td>9</td>
<td>1152</td>
<td>0.44&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.21 to 0.67</td>
<td>75.44</td>
<td>53 to 87</td>
<td>4.1</td>
</tr>
<tr>
<td>Both</td>
<td>4</td>
<td>182</td>
<td>0.55&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.13 to 0.96</td>
<td>0</td>
<td>0 to 85</td>
<td>3.31</td>
</tr>
<tr>
<td>Age group&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescents</td>
<td>12</td>
<td>1027</td>
<td>0.34&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.14 to 0.54</td>
<td>61.51</td>
<td>28 to 79</td>
<td>5.26</td>
</tr>
<tr>
<td>Young adults</td>
<td>9</td>
<td>771</td>
<td>0.50&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.28 to 0.73</td>
<td>39.7</td>
<td>0 to 72</td>
<td>3.62</td>
</tr>
<tr>
<td>Guidance&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guided</td>
<td>10</td>
<td>771</td>
<td>0.46&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.23 to 0.70</td>
<td>56.96</td>
<td>13 to 79</td>
<td>3.91</td>
</tr>
<tr>
<td>Self-guided</td>
<td>11</td>
<td>1027</td>
<td>0.37&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.16 to 0.58</td>
<td>58.97</td>
<td>20 to 79</td>
<td>4.85</td>
</tr>
<tr>
<td>Adherence&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>6</td>
<td>779</td>
<td>0.39&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.09 to 0.69</td>
<td>77.56</td>
<td>50 to 90</td>
<td>4.59</td>
</tr>
<tr>
<td>High</td>
<td>10</td>
<td>737</td>
<td>0.48&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.23 to 0.72</td>
<td>62.06</td>
<td>25 to 81</td>
<td>3.76</td>
</tr>
<tr>
<td>Recruitment type&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>4</td>
<td>376</td>
<td>0.24</td>
<td>-0.11 to 0.59</td>
<td>0</td>
<td>0 to 85</td>
<td>7.46</td>
</tr>
<tr>
<td>Community</td>
<td>5</td>
<td>462</td>
<td>0.50&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.18 to 0.82</td>
<td>78.12</td>
<td>47 to 91</td>
<td>3.62</td>
</tr>
<tr>
<td>University/school</td>
<td>12</td>
<td>960</td>
<td>0.44&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.23 to 0.65</td>
<td>50.27</td>
<td>3 to 74</td>
<td>4.1</td>
</tr>
<tr>
<td>Number of modules&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>3</td>
<td>138</td>
<td>0.65&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.20 to 1.11</td>
<td>0</td>
<td>0 to 90</td>
<td>2.82</td>
</tr>
<tr>
<td>5-9</td>
<td>12</td>
<td>1097</td>
<td>0.49&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.29 to 0.69</td>
<td>69.11</td>
<td>44 to 83</td>
<td>3.68</td>
</tr>
<tr>
<td>10-14</td>
<td>3</td>
<td>377</td>
<td>0.14</td>
<td>-0.23 to 0.52</td>
<td>0</td>
<td>0 to 90</td>
<td>12.82</td>
</tr>
</tbody>
</table>

<sup>a</sup>N<sub>com</sub>: number of comparisons.

<sup>b</sup>N<sub>par</sub>: number of participants.

<sup>c</sup>NNT: number needed to treat.

<sup>d</sup>Outliers Sethi (2010) and Sethi (2013) excluded.

<sup>e</sup>P<.05.

<sup>f</sup>P<.001.

<sup>g</sup>P<.01.
Table 3. Bivariate meta-regression analyses regarding depressive symptoms in studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at posttreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N_{com}^a</th>
<th>b</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age^b</td>
<td>Intercept</td>
<td>21</td>
<td>0.14</td>
<td>−0.55 to 0.84</td>
</tr>
<tr>
<td></td>
<td>Mean age</td>
<td>21</td>
<td>0.01</td>
<td>−0.02 to 0.05</td>
</tr>
<tr>
<td>Adherence^b</td>
<td>Intercept</td>
<td>16</td>
<td>0.39</td>
<td>−0.02 to 0.79</td>
</tr>
<tr>
<td></td>
<td>Adherence</td>
<td>16</td>
<td>0.01</td>
<td>−0.01 to 0.01</td>
</tr>
<tr>
<td>Risk of bias^b</td>
<td>Intercept</td>
<td>21</td>
<td>−0.07</td>
<td>−0.68 to 0.53</td>
</tr>
<tr>
<td></td>
<td>Risk of bias</td>
<td>21</td>
<td>0.11</td>
<td>−0.01 to 0.23</td>
</tr>
</tbody>
</table>

^aN_{com}: number of comparisons.

^bOutliers Sethi (2010) and Sethi (2013) excluded.

Meta-Analysis

Effects of cCBT on Depressive Symptoms at Posttreatment

The pooled effect size of cCBT for depressive disorders, anxiety disorders, or both regarding depressive symptoms at posttreatment compared with active treatment controls was g=−0.55 (95% CI −1.18 to 0.08, P=.09, k=5; Table 1), and heterogeneity was high (I^2=87.52%, 95% CI 73-94). Compared with passive controls, the pooled effect size of cCBT was g=0.52 (95% CI 0.33-0.71, P<.001, k=20), and heterogeneity was moderate (I^2=68.69%, 95% CI 50-80). Removing one extreme outlier with an effect size of g=1.93 [60] resulted in a somewhat smaller mean effect size of g=0.46 (95% CI 0.29-0.63, P<.001, k=19), with a lower, though still moderate, heterogeneity (I^2=58.49%, 95% CI 31-75).

In studies aimed specifically at depressive disorders or both depressive and anxiety disorders, the nonsignificant pooled effect size of cCBT compared with active treatment controls regarding depressive symptoms was g=−0.70 (95% CI −1.51 to 0.11, P=.09, k=4), corresponding to an NNT of 2.63 in favor of active treatment controls. Heterogeneity was very high (I^2=90.63%, 95% CI 79-96). When compared with passive controls, cCBT yielded a significant medium effect size of g=0.60 (95% CI 0.35-0.85, P<.001, k=13), corresponding to an NNT of 3.05. Heterogeneity was moderate to high (I^2=73.27, 95% CI 54-85). Removing the extreme outlier [60] again resulted in a somewhat smaller mean effect size of g=0.51 (95% CI 0.30-0.72, P<.001, k=12), with a lower, though still moderate, heterogeneity (I^2=61.76, 95% CI 28-80) and a corresponding NNT of 3.55. Inspection of the funnel plot and the Duval and Tweedie trim and fill procedure showed no indication of publication bias, and the Egger test of the intercept was not significant (P=.74), indicating no need to adjust for missing studies. Multimedia Appendix 5 and Multimedia Appendix 6 provide forest plots of effect sizes regarding depressive symptoms for active treatment controls and passive controls, respectively.

A series of subgroup analyses (Table 2) was conducted across studies focused on depression, anxiety, or both, with multiple control groups per study included and two extreme outliers excluded [60,62]. Heterogeneity remained moderate in most subgroups. Effects in all but two subgroups were significantly different from zero, and all were in favor of cCBT. We found no indication that the diagnostic focus of the intervention, age group, level of guidance, adherence rate, type of recruitment, or number of treatment modules was associated with differential effect sizes. Lastly, bivariate meta-regression analyses (Table 3) showed no significant association of the mean age of study participants (b=0.01; 95% CI −0.02 to 0.05, P=.44), adherence (b=0.01; 95% CI −0.01 to 0.01, P=.74), or risk of bias (b=0.11; 95% CI −0.01 to 0.23, P=.08) with effect size regarding depressive symptoms.

Effects of cCBT on Anxiety Symptoms at Posttreatment

Regarding anxiety symptoms at posttreatment, the pooled effect size of cCBT for anxiety disorders, depressive disorders, or both compared with active treatment controls was g=0.06 (95% CI −0.13 to 0.26, P=.53, k=5; Table 4). Heterogeneity was low, although the wide 95% CI indicated some uncertainty regarding the exact level of heterogeneity (I^2=68.17%, 95% CI 50-80). Compared with passive controls, cCBT yielded a significant pooled effect size of g=0.49 (95% CI 0.29-0.68, P<.001, k=21), and heterogeneity was moderate (I^2=57.42%, 95% CI 30-74).

When only including studies with cCBT aimed specifically at anxiety disorders or at both anxiety and depressive disorders, the nonsignificant pooled effect size regarding anxiety symptoms compared with active treatment controls remained similar (g=0.04, 95% CI −0.23 to 0.31, P=.79, k=4). Heterogeneity was low, although the wide 95% CI again indicated uncertainty.
regarding the exact level of heterogeneity ($I^2=0.00\%$, 95% CI 0-85). Compared with passive controls, cCBT yielded a pooled effect size of $g=0.59$ (95% CI 0.34-0.84, $P<.001$, $k=16$), corresponding to an NNT of 3.09, and heterogeneity was moderate ($I^2=67.83\%$, 95% CI 46-81). Again, removing the extreme outlier [60] resulted in a smaller mean effect size of $g=0.50$ (95% CI 0.29-0.71, $P<.001$, $k=15$), with an NNT of 3.62 and a lower, though still moderate, heterogeneity ($I^2=52.57\%$, 95% CI 15-74). Inspection of the funnel plot and the Duval and Tweedie trim and fill procedure showed a minor indication of publication bias, but the Egger test of the intercept was not significant ($P=.11$). Adjusting for missing studies using the Duval and Tweedie trim and fill procedure resulted in a slightly smaller overall effect size of $g=0.44$ (95% CI 0.23-0.65), corresponding to an NNT of 4.10. Multimedia Appendix 7 and Multimedia Appendix 8 provide forest plots of effect sizes regarding anxiety symptoms for active treatment and passive control conditions, respectively.

A series of subgroup analyses were conducted across studies focused on anxiety, depression, or both, with multiple comparators per study included and one outlier excluded [60]. Heterogeneity was moderate in most subgroups (Table 5). Effects in most subgroups were different from zero, and all were in favor of cCBT. We found no indication that the diagnostic focus of the intervention, age group, type of guidance, adherence rate, type of recruitment, or number of treatment modules was associated with differential effect sizes. Lastly, bivariate meta-regression analyses (Table 6) showed no significant association of the mean age of study participants ($b=0.02$; 95% CI $-0.01$ to 0.06, $P=.21$), adherence ($b=0.00$; 95% CI $-0.01$ to 0.00, $P=.65$), or risk of bias ($b=0.04$; 95% CI $-0.05$ to 0.13, $P=.36$) with effect size regarding anxiety symptoms.

### Table 4. Effect sizes regarding anxiety symptoms in the meta-analysis of studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at posttreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$N_{com}$</th>
<th>$N_{par}$</th>
<th>Effect size</th>
<th>Heterogeneity</th>
<th>Grade</th>
<th>NNT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$g$</td>
<td>95% CI</td>
<td>$I^2$</td>
<td>95% CI</td>
</tr>
<tr>
<td>All studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active treatment controls</td>
<td>5</td>
<td>390</td>
<td>0.06</td>
<td>-0.13 to 0.26</td>
<td>0</td>
<td>0 to 79</td>
</tr>
<tr>
<td>Passive controls</td>
<td>21</td>
<td>1570</td>
<td>0.49</td>
<td>0.29 to 0.68</td>
<td>68.17</td>
<td>50 to 80</td>
</tr>
<tr>
<td>One outlier removed</td>
<td>20</td>
<td>1524</td>
<td>0.42</td>
<td>0.25 to 0.59</td>
<td>57.42</td>
<td>30 to 74</td>
</tr>
<tr>
<td>Studies aimed at anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active treatment controls</td>
<td>4</td>
<td>203</td>
<td>0.04</td>
<td>-0.23 to 0.31</td>
<td>0</td>
<td>0 to 85</td>
</tr>
<tr>
<td>Passive controls</td>
<td>16</td>
<td>868</td>
<td>0.59</td>
<td>0.34 to 0.84</td>
<td>67.83</td>
<td>46 to 81</td>
</tr>
<tr>
<td>One outlier removed</td>
<td>15</td>
<td>822</td>
<td>0.50</td>
<td>0.29 to 0.71</td>
<td>52.57</td>
<td>15 to 74</td>
</tr>
<tr>
<td>Trim and fill adjusted values</td>
<td></td>
<td></td>
<td>0.44</td>
<td>0.23 to 0.65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^{a}N_{com}$: number of comparisons.

$^{b}N_{par}$: number of participants.

++: low quality; +++: moderate quality.

NNT: number needed to treat.

$^{c}P<.001$.

Outlier Sethi (2013) excluded.
### Table 5. Effect sizes regarding anxiety symptoms in the subgroup analyses of studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at posttreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$N_{\text{com}}$</th>
<th>$N_{\text{par}}$</th>
<th>Effect size</th>
<th>95% CI</th>
<th>Heterogeneity</th>
<th>95% CI</th>
<th>$P$</th>
<th>NNT$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnostic focus$^d$</strong></td>
<td></td>
<td></td>
<td>$g$</td>
<td></td>
<td>$I^2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>12</td>
<td>687</td>
<td>0.47$^c$</td>
<td>0.25 to 0.69</td>
<td>34.28</td>
<td>0 to 67</td>
<td>.39</td>
<td>3.85</td>
</tr>
<tr>
<td>Depression</td>
<td>6</td>
<td>889</td>
<td>0.23</td>
<td>−0.03 to 0.50</td>
<td>71.68</td>
<td>34 to 88</td>
<td>7.69</td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>6</td>
<td>211</td>
<td>0.33</td>
<td>−0.04 to 0.69</td>
<td>61.89</td>
<td>7 to 84</td>
<td>5.43</td>
<td></td>
</tr>
<tr>
<td><strong>Age group$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescents</td>
<td>13</td>
<td>1031</td>
<td>0.25$^f$</td>
<td>0.06 to 0.44</td>
<td>44.27</td>
<td>0 to 71</td>
<td>.08</td>
<td>7.14</td>
</tr>
<tr>
<td>Young adults</td>
<td>11</td>
<td>756</td>
<td>0.51$^e$</td>
<td>0.29 to 0.73</td>
<td>51.47</td>
<td>3 to 76</td>
<td>3.55</td>
<td></td>
</tr>
<tr>
<td><strong>Guidance$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guided</td>
<td>15</td>
<td>958</td>
<td>0.41$^e$</td>
<td>0.21 to 0.61</td>
<td>48.01</td>
<td>5 to 71</td>
<td>.47</td>
<td>4.39</td>
</tr>
<tr>
<td>Self-guided</td>
<td>9</td>
<td>829</td>
<td>0.30$^g$</td>
<td>0.07 to 0.53</td>
<td>60.28</td>
<td>17 to 81</td>
<td>5.95</td>
<td></td>
</tr>
<tr>
<td><strong>Adherence$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>8</td>
<td>894</td>
<td>0.44$^e$</td>
<td>0.19 to 0.68</td>
<td>38.77</td>
<td>0 to 73</td>
<td>.61</td>
<td>4.1</td>
</tr>
<tr>
<td>High</td>
<td>11</td>
<td>655</td>
<td>0.27$^g$</td>
<td>0.04 to 0.51</td>
<td>55.6</td>
<td>13 to 77</td>
<td>6.58</td>
<td></td>
</tr>
<tr>
<td><strong>Recruitment type$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>3</td>
<td>267</td>
<td>0.06</td>
<td>−0.34 to 0.46</td>
<td>0</td>
<td>0 to 90</td>
<td>.28</td>
<td>29.41</td>
</tr>
<tr>
<td>Community</td>
<td>8</td>
<td>620</td>
<td>0.43$^f$</td>
<td>0.17 to 0.68</td>
<td>58.97</td>
<td>10 to 81</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>University/school</td>
<td>13</td>
<td>900</td>
<td>0.40$^e$</td>
<td>0.20 to 0.61</td>
<td>51.22</td>
<td>7 to 74</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td><strong>Number of modules$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>5</td>
<td>167</td>
<td>0.47$^g$</td>
<td>0.05 to 0.89</td>
<td>68.76</td>
<td>20 to 88</td>
<td>.91</td>
<td>3.85</td>
</tr>
<tr>
<td>5-9</td>
<td>12</td>
<td>1051</td>
<td>0.38$^f$</td>
<td>0.16 to 0.60</td>
<td>63.37</td>
<td>32 to 80</td>
<td>4.72</td>
<td></td>
</tr>
<tr>
<td>10-14</td>
<td>5</td>
<td>492</td>
<td>0.29</td>
<td>−0.04 to 0.61</td>
<td>12.58</td>
<td>0 to 82</td>
<td>6.17</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Number of comparisons.  
$^b$Number of participants.  
$^c$Number needed to treat.  
$^d$Outlier Sethi (2013) excluded.  
$^eP<.001$.  
$^fP<.01$.  
$^gP<.05$.  

---
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Table 6. Bivariate meta-regression analyses regarding anxiety symptoms in studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at posttreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N&lt;sub&gt;com&lt;/sub&gt;</th>
<th>b</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age&lt;sup&gt;b&lt;/sup&gt;</td>
<td>24</td>
<td>-0.07</td>
<td>-0.77 to 0.63</td>
<td>.84</td>
</tr>
<tr>
<td>Intercept</td>
<td>24</td>
<td>0.02</td>
<td>-0.01 to 0.06</td>
<td>.21</td>
</tr>
<tr>
<td>Mean age</td>
<td>24</td>
<td>0.02</td>
<td>-0.01 to 0.06</td>
<td>.21</td>
</tr>
</tbody>
</table>

Adherence<sup>b</sup>

<table>
<thead>
<tr>
<th>Variable</th>
<th>N&lt;sub&gt;com&lt;/sub&gt;</th>
<th>b</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>19</td>
<td>0.42</td>
<td>0.10 to 0.74</td>
<td>.01</td>
</tr>
<tr>
<td>Adherence</td>
<td>19</td>
<td>0.00</td>
<td>-0.01 to 0.00</td>
<td>.65</td>
</tr>
</tbody>
</table>

Risk of Bias<sup>b</sup>

<table>
<thead>
<tr>
<th>Variable</th>
<th>N&lt;sub&gt;com&lt;/sub&gt;</th>
<th>b</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>24</td>
<td>0.13</td>
<td>-0.38 to 0.65</td>
<td>.61</td>
</tr>
<tr>
<td>Risk of Bias</td>
<td>24</td>
<td>0.04</td>
<td>-0.05 to 0.13</td>
<td>.36</td>
</tr>
</tbody>
</table>

<sup>a</sup>N<sub>com</sub>: number of comparisons.

<sup>b</sup>Outlier Sethi (2013) excluded.

**Short-Term Follow-Up Effects**

Three studies reported short-term follow-up effects (ie, up to 5 months posttreatment) for cCBT on depressive symptoms. The pooled effect size for studies with cCBT aimed specifically at depressive disorders or at both depressive and anxiety disorders compared with active treatment controls was not significant (g=0.12, 95% CI −0.11 to 0.35, P=.29, k=2; Table 7). Compared with passive controls, the pooled effect size showed no significant difference between cCBT and control conditions either (g=0.19, 95% CI −0.08 to 0.46, P=.16, k=2). Although effect sizes were in favor of cCBT, these results indicated that cCBT is not superior to controls at short-term follow-up. However, owing to the small number of comparisons, the statistical power to detect small differences was limited. Heterogeneity was low (I<sup>2</sup>=0.00%), but the number of studies was too small to enable calculation of 95% CI. No studies reported short-term follow-up effects for cCBT on anxiety symptoms.

Table 7. Effect sizes regarding depressive and anxiety symptoms in the meta-analysis of studies comparing computerized cognitive behavior therapy in adolescents and young adults with active treatment and passive controls at short-term follow-up (1-5 months) and long-term follow-up (6-12 months).

<table>
<thead>
<tr>
<th>Variable</th>
<th>N&lt;sub&gt;com&lt;/sub&gt;</th>
<th>N&lt;sub&gt;par&lt;/sub&gt;</th>
<th>g</th>
<th>95% CI</th>
<th>I&lt;sup&gt;2&lt;/sup&gt;</th>
<th>95% CI</th>
<th>Grade&lt;sup&gt;c&lt;/sup&gt;</th>
<th>NNT&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depressive symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-term follow-up</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active treatment controls</td>
<td>2</td>
<td>288</td>
<td>0.12</td>
<td>-0.11 to 0.35</td>
<td>0</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>+++</td>
<td>14.71</td>
</tr>
<tr>
<td>Passive controls</td>
<td>2</td>
<td>211</td>
<td>0.19</td>
<td>-0.08 to 0.46</td>
<td>0</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>++</td>
<td>9.43</td>
</tr>
<tr>
<td>Long-term follow-up&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Passive controls</td>
<td>3</td>
<td>461</td>
<td>0.27&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.09 to 0.45</td>
<td>0</td>
<td>0 to 90</td>
<td>+++</td>
<td>6.58</td>
</tr>
<tr>
<td><strong>Anxiety symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-term follow-up&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active treatment controls</td>
<td>2</td>
<td>140</td>
<td>0.08</td>
<td>-0.41 to 0.56</td>
<td>50.61</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>++</td>
<td>21.74</td>
</tr>
</tbody>
</table>

<sup>a</sup>N<sub>com</sub>: number of comparisons.

<sup>b</sup>N<sub>par</sub>: number of participants.

<sup>c</sup>++: low quality; +++: moderate quality.

<sup>d</sup>NNT: number needed to treat.

<sup>e</sup>N/A: not applicable; calculation of 95% CI not possible because df=1.

<sup>f</sup>Only one study with active treatment controls available.

<sup>g</sup>P<.01.

<sup>h</sup>No studies with passive controls available.
Long-Term Follow-Up Effects

Three studies reported long-term follow-up effects (ie, 6-12 months posttreatment) for cCBT on depressive symptoms. The pooled effect size indicated cCBT aimed at depressive symptoms or both depressive and anxiety symptoms to be effective compared with passive controls at long-term follow-up ($g=0.27$, 95% CI 0.09-0.45, $P=.004$, $k=3$), corresponding with an NNT of 6.58. Heterogeneity was low, although the wide 95% CI indicated uncertainty regarding the exact level of heterogeneity ($I^2=0.00\%$, 95% CI 0.90). As only one study [65] reported long-term follow-up effects for cCBT on depressive symptoms compared with active treatment controls, meta-analysis was not possible.

Only two studies reported long-term follow-up effects (ie, 6-12 months posttreatment) for cCBT aimed at anxiety or both anxiety and depression on anxiety symptoms. The pooled effect size showed no significant effect for cCBT compared with active treatment controls ($g=0.08$, 95% CI −0.41 to 0.56, $P=.75$, $k=2$) at long-term follow-up. No study reported long-term follow-up effects for cCBT on anxiety symptoms compared with passive controls.

Discussion

Principal Findings

This study provides an up-to-date meta-analysis examining the effects of cCBT on anxiety and depressive symptoms in adolescents and young adults compared with active treatment and passive controls, differentiating between posttreatment and follow-up. Our results indicate that cCBT is beneficial for reducing anxiety and depressive symptoms at posttreatment in adolescents and young adults compared with passive controls, with small to medium effect sizes. For cCBT aimed at depressive disorders or depressive and anxiety disorders, we found a pooled effect size of $g=0.51$ regarding depressive symptoms, which corresponds to an NNT of 3.55. For cCBT aimed at anxiety disorders or anxiety and depressive disorders, we found an effect size of $g=0.50$ regarding anxiety symptoms. After adjustment for missing studies owing to a minor indication of publication bias, the effect size lowered slightly to $g=0.44$, corresponding to an NNT of 4.10. Compared with active treatment controls, the pooled effect size regarding depressive symptoms was in favor of controls ($g=-0.70$). However, the effect size was not significant and heterogeneity was very high. For anxiety symptoms, cCBT and active treatment controls showed similar effects ($g=0.04$). Subgroup analyses did not reveal any differences between groups; however, owing to the small number of studies, the statistical power to detect small differences was limited. Meta-regression analyses showed no associations between age, adherence rate, or risk of bias and effect sizes.

Overall, this study shows robust evidence of the effectiveness of cCBT in reducing anxiety and depressive symptoms in adolescents and young adults compared with passive controls. Our results are largely in line with those of previous studies on cCBT in children and young people aged up to 25 years [36], adolescents and young adults aged 12 to 25 years [37] and 10 to 25 years [43], and children and adolescents aged up to 18 years [44]. However, these studies generally reported somewhat larger effect sizes (range 0.62-0.77) regarding both depressive symptoms and anxiety symptoms [36], anxiety symptoms [37], or depressive and/or anxiety symptoms [44] compared with passive controls [36,37,44]. Similarly, research in adults found larger effect sizes for cCBT regarding depression and anxiety compared with passive controls ($g=0.90$) [34]. Compared with the effects of traditional face-to-face CBT in children and adolescents with anxiety disorders against waiting list controls (NNT=3.0) [19], we found a somewhat lower NNT for cCBT against passive controls (NNT=4.10) after adjusting for potential publication bias. Effect sizes in our study were similar to those found in a meta-analysis comparing face-to-face CBT for depression (0.60) and anxiety disorders (0.48) to passive controls in college and university students [21].

Our results suggest that the effects of cCBT do not differ from those of active treatment controls (ie, face-to-face CBT or face-to-face TAU) regarding anxiety symptoms, but may be inferior to active treatment controls regarding depressive symptoms, although the effect size was not significant. These findings are in line with those of previous meta-analyses in youth across three early studies that were also included in the current meta-analysis [37,41]. Although our meta-analysis included three additional studies, the number of RCTs comparing cCBT with face-to-face treatment in adolescents and young adults remains small. With regard to depressive symptoms, heterogeneity was very high ($I^2=90.63$), and the pooled effect size should be interpreted with caution. Hence, more research directly comparing both treatments is needed to determine whether cCBT is effective compared with face-to-face treatment controls in adolescents and young adults. Research in adults has shown largely equivalent effects of cCBT on both anxiety and depressive symptoms compared with face-to-face CBT [34,35]. However, the number of studies directly comparing cCBT with face-to-face CBT in adults remains limited as well.

This study also aimed to investigate the effectiveness of cCBT at short-term and long-term follow-ups. However, the number of studies reporting follow-up effects was limited. Regarding long-term effects, cCBT was effective in reducing depressive symptoms compared with passive controls, with a small effect size ($g=0.27$). Our results indicated no long-term follow-up effect for cCBT on anxiety symptoms compared with active treatment controls. Meta-analyses of short-term follow-up data on depressive symptoms indicated similar effects for cCBT compared with active treatment and passive controls. Only Välimäki et al [43] investigated the follow-up effects of cCBT and other internet-based interventions in adolescents and young adults, reporting mid-term and long-term effects on depressive symptoms and mid-term effects on anxiety symptoms. However, they only reported mean differences, and no standardized effect size or NNT. In addition, they did not separately examine the effects of cCBT. Moreover, their selection of studies was based on interventions aimed at depression and not anxiety. Therefore, their results are not easily comparable to those of the current study.
Importantly, owing to the small number of studies reporting follow-up effects, the power to detect small effect sizes was limited in both this study and the study of Välämäki et al. [43]. In contrast, the number of studies reporting follow-up effects of cCBT in adults is substantially larger. A recent meta-analysis found 29 trials that reported short-term follow-up effects and 15 trials that reported long-term follow-up effects [34]. cCBT for depressive disorder or anxiety disorder was found to be effective at short-term follow-up (ie, 3-6 months) and long-term follow-up (ie, 9-18 months) compared with posttreatment effect sizes, with small effect sizes across disorders (ie, g=0.15 and g=0.22, respectively). In contrast with the small effect sizes identified in our study, Andersson et al [82] found very large effect sizes for cCBT regarding depressive or anxiety symptoms in adults (g=1.31 across 10 studies) at long-term follow-up of 2 to 5 years compared with mainly passive controls. However, the authors noted that it was unclear whether randomization remained intact over the follow-up period. In summary, in order to determine the long-term effects of cCBT in adolescents and young adults, it is of great importance that future studies include follow-up assessments. Studies comparing cCBT with active treatment control conditions should aim to maintain randomization during the entire follow-up period.

Furthermore, this study aimed to explore whether respondents’ age, guidance level, and treatment adherence were associated with effect sizes. No moderators of treatment effects could be identified. We found no differences in effect sizes for adolescents and young adults regarding anxiety or depressive symptoms, and no association between respondents’ mean age and effect sizes. Previous studies that examined the moderating role of age in meta-analyses among youth reported mixed results. Pennant et al [37] found a higher effect size in young adults compared with adolescents regarding anxiety symptoms, but not depressive symptoms. However, the authors noted that these groups also differed in terms of symptom level, which may have caused the difference in effect sizes. Ebert et al [36] and Podina et al [42] found a higher effect size in adolescents compared with children [36], whereas others [38,44] did not find evidence for such a moderating role of age. Regarding the absence of an association between guidance level and effect sizes, our results correspond with those of Pennant et al [37] in the same age groups. Studies in children and adolescents found mixed results, with Podina et al [42] reporting higher effect sizes for lower levels of guidance and Grist et al [44] reporting higher effect sizes for higher levels of guidance. The lack of an association between adherence rates and effect sizes in our study contrasts findings in adults with depression and anxiety [33,83]. However, most studies included in this meta-analysis did not report the most common operationalization of treatment adherence, and several did not report any information on treatment completion. Post-hoc subgroup analyses and meta-regression analyses found no association of the diagnostic focus of the intervention, risk of bias, recruitment type, or number of sessions with effect sizes.

This study included a thorough evaluation of the risk of bias and quality of evidence, which indicated an overall high risk of bias in 22 out of 24 studies, and, accordingly, low to moderate overall quality of evidence. The high risk of bias was mainly due to an increased risk of bias in measurement of the outcome caused by self-report or unblinded use of observer-rated measures. However, as self-report measures allow both treatment and outcome measures of studies on computerized interventions to be completed entirely from the participant’s home, they are commonly used in studies on cCBT. As such, using the Cochrane RoB tool 2.0, a high risk of bias in measurement of the outcome is inevitable in many studies on computerized interventions for depression and anxiety. Nevertheless, studies ideally should aim to complement self-report measures with blinded observer-rated outcomes, although measures of anxiety and depressive symptoms will always remain subjective to some extent, even when observer-rated outcomes are used.

Limitations

Several limitations should be considered when interpreting the results. First, the number of studies in the meta-analyses was limited, especially with regard to short-term and long-term follow-up effects. Therefore, the power to detect small effect sizes was limited. Likewise, subgroup analyses consisted of a small number of comparisons, and the lack of relevant differences in most subgroup analyses might be caused by low statistical power. Second, the included studies showed large variations in intervention content, treatment intensity, and outcome measures. Heterogeneity was considerable in the majority of analyses, and pooled effect sizes should be interpreted with caution. Third, most studies had a high risk of bias owing to the use of self-report measures and/or inappropriate handling of missing data. Overall quality was low for most comparisons because of the high risk of bias and, in most cases, considerable heterogeneity. Lastly, almost all studies were conducted in high-income countries, and most studies in young adults were conducted among university students. Hence, generalizability of these results to other populations may be limited.

Future Directions

In the rapidly growing field of computerized mental health treatment in adolescents and young adults, new interventions are developed at a fast pace. Since the publication of the most recent previous meta-analysis in adolescents and young adults [43], six new studies were published, which have been included in our meta-analysis. However, the evidence base in young people remains limited compared with the large body of research in adults, and the quality of RCTs is often low. In addition, most RCTs have compared cCBT to passive control conditions, which appears to lead to an overestimation of effects. It is of utmost importance to compare the effects of cCBT with gold standard face-to-face treatment in order to determine whether cCBT can provide an equally effective alternative. Furthermore, more rigorous high-quality research in accordance with the CONSORT and CONSORT eHealth guidelines for conducting and reporting RCTs [84,85] is needed. In particular, future studies should minimize risk of bias by appropriately handling missing data and, ideally, complementing the use of self-report questionnaires with blinded observer-rated measures. Future research should also include larger sample sizes and longer follow-up periods in which randomization is maintained in case of active control groups [82] and should report adherence rates.
Finally, future studies should investigate the effect of cCBT in lower-educated samples, as well as young people from low-income countries, for whom face-to-face mental health treatment is often unavailable [86-88]. When high-quality evidence in adolescents and young adults accumulates, future researchers will be able to draw stronger conclusions on the effectiveness of cCBT compared with both active treatment and passive controls and to determine differences in effect sizes for various subgroups and populations.

Conclusions
This meta-analysis provides robust evidence for the effectiveness of cCBT in the treatment of anxiety and depressive disorders in adolescents and young adults compared with passive controls, with small to medium posttreatment effect sizes. Furthermore, our results indicate that effects of cCBT are similar to those of active treatment controls in reducing anxiety symptoms. Regarding depressive symptoms, however, the results remain unclear, since heterogeneity was high and the number of studies comparing cCBT with active treatment controls was small. No moderators of treatment effects could be identified. cCBT appears to be a promising treatment option for young people, of whom most do not receive face-to-face treatment [23-25]. Importantly, this study also demonstrates the need for more methodologically high-quality research in this population, including active treatment control groups and long-term follow-up assessments.
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Abstract
Since 2000, federal regulations have affirmed that patients have a right to a complete copy of their health records from their physicians and hospitals. Today, providers across the nation use electronic health records and electronic information exchange for health care, and patients are choosing digital health apps to help them manage their own health and health information. Some doctors and health systems have voiced concern about whether they may transmit a patient’s data upon the patient’s request to the patient or the patient’s health app. This hesitation impedes shared information and care coordination with patients. It impairs patients’ ability to use the state-of-the-art digital health tools they choose to track and manage their health. It undermines the ability of patients’ family caregivers to monitor health and to work remotely to provide care by using the nearly unique capabilities of health apps on people’s smartphones. This paper explains that sharing data electronically with patients and patients’ third-party apps is legally consistent under the Health Insurance Portability and Accountability Act (HIPAA) with routine electronic data sharing with other doctors for treatment or with insurers for reimbursement. The paper explains and illustrates basic principles and scenarios around sharing with patients, including patients’ third-party apps. Doctors routinely and legally share health data electronically under HIPAA whether or not their organizations retain HIPAA responsibility. Sharing with patients and patients’ third-party apps is no different and should be just as routine.

(J Med Internet Res 2020;22(9):e19818) doi:10.2196/19818
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Introduction
Since 2000, federal regulations have affirmed that patients have a right to a complete copy of their health records from their physicians and hospitals. As the nation transitions to electronic health records (EHRs), electronic information exchange, and health apps that patients choose to help them manage their health and health information, some doctors and health systems have voiced concern about whether they may transmit a patient’s data upon the patient’s request to the patient or the patient’s health app. Physicians worry about their liability under the Health Insurance Portability and Accountability Act of 1996 (HIPAA) if, after transmitting the patient’s data to the patient’s health app, the app then breaches or improperly uses or discloses the data. This hesitation impedes shared information and care

https://www.jmir.org/2020/9/e19818
Many providers seem less comfortable, however, sharing a patient’s health data electronically with the patient, and even more providers seem hesitant to share a patient’s health data electronically with the patient’s chosen health apps, even though patients have these rights. In 2000, HIPAA’s Privacy Rule required that physicians provide patients with a copy of their health information in physicians’ designated record sets (with some narrow exceptions). In the HITECH Act, Congress requires that physicians who use EHRs give patients electronic copies of their protected health information (PHI) and also requires that physicians who use EHRs follow a direction from a patient to transmit the patient’s PHI electronically to any person, entity, or application the patient chooses [1,5,6]. The Office for Civil Rights has posted an excellent set of frequently asked questions documenting the patient’s right to a copy of the patient’s data and right to have that data sent electronically to any third-party app of the patient’s choice [7-9]. These provisions of the HITECH Act, which apply to EHRs such as those we analyze here, are the law of the land [5].

Sometimes, the provider’s resistance appears to be information blocking [10-14]. But for many, there is concern and uncertainty about transmitting a patient’s data to a health app of unknown security and privacy protection and whether the physician or covered entity may be liable if the patient’s app or its developer subsequently breaches or improperly uses or discloses the data. This analysis should reassure. We explain that sharing health data electronically with patients and patients’ third-party apps is required and is entirely consistent with physicians’ routine electronic data sharing under HIPAA with other doctors for treatment or with insurers for reimbursement. This paper explains and illustrates basic principles and scenarios around sharing with patients, including patients’ third-party apps. In many common scenarios, physicians’ organizations retain responsibility under HIPAA after sharing, and in others, they do not. In short, doctors routinely share health data electronically under HIPAA, whether or not their organizations retain HIPAA responsibility [15,16]. Sharing with patients and patients’ third-party apps is consistent and should be just as routine, just as banks routinely transmit account information to customers and their smartphone and third-party apps, such as Venmo. To be precise, there is one difference. Doctors’ sharing with others for purposes of treatment, payment, and operations is permitted under the Privacy Rule [17], but doctor’s sharing with patients and patients’ third-party apps upon patients’ request is required by law [18,19].

While this analysis should reassure, we must note a caveat. This overview serves educational purposes only and does not constitute legal advice. The principles and scenarios that follow illustrate generic situations. In actual situations, analysis depends upon specific facts, circumstances, contractual language, and relationships. However, this summary should help considerably to reduce the uncertainty and friction, and the sources we cite should be well known to providers’ counsel. Moreover, we only address current legal requirements and practices under HIPAA that providers share patients’ health data with their third-party apps upon request. This paper’s scope does not cover how medical ethics and current policy debates treat these requirements. However, for deeper reading on ethics and policy proposals regarding health information disclosure, additional information can be found in [20-24]. References in this paper to terms such as a covered entity, business associate, PHI, disclosure, treatment, operations, use, and breach mean those terms as defined by the HIPAA Privacy Rule in 45 CFR §§160.103, 164.402, and 164.501 (2020). A business associate is a contractor or vendor that a covered entity hires to help that covered entity perform a wide range of health care functions that require that business associate to receive or collect, store, access, use, or disclose PHI. By “affiliated,” we mean covered entities, their business associates (persons or entities that provide a service for or on behalf of a covered entity other than the provision of health care), and their agents. Conversely, by “unaffiliated,” we mean entities or persons that are not legally affiliated under HIPAA, perhaps because they are an independent covered entity or an independent covered entity’s business associate.

Part 1: Routine Data Sharing Under HIPAA

In general, when a doctor sends a patient’s health data to another provider or system, privately and securely under the circumstances and in the manner allowed by law, the recipient is responsible for appropriately securing and handling the PHI after it is received. When a doctor sends a patient’s health data to a doctor within the same health system or to the health system itself, the system’s EHR, or its app, the affiliated health system is the recipient and retains responsibility and liability under HIPAA for any subsequent breach or improper disclosure. This should not surprise. The health system is the covered entity under HIPAA and remains responsible for the privacy and security of the health information in its custody and for sending
it securely to third parties only when permitted, directed, or authorized by the patient or required by law. Accordingly, the health system must make sure that its business associates, such as its EHR vendors, also abide by these rules.

Conversely, when a doctor sends a patient’s health data to an unaffiliated doctor, health system, EHR, or EHR’s app, the sending doctor’s health system does not retain responsibility and liability under HIPAA for any subsequent breach or improper disclosure by that separate covered entity. Instead, the receiving covered entity is responsible under HIPAA for any breach or improper disclosure by itself or its business associates. The same result pertains when the doctor sends the patient’s health data to other unaffiliated covered entities such as payers, laboratories, or pharmacies. This conclusion, too, should not surprise. Organizations expect to be responsible for their own mistakes and expect unaffiliated organizations to be responsible for their mistakes in turn. And HIPAA requires that each has systems in place to avoid mistakes in the first place.

Figure 1. Routine data sharing under the Health Insurance Portability and Accountability Act of 1996 (HIPAA). EHR: electronic health record; PHI: protected health information.

Part 2: Patients’ Third-Party Health Apps

Next, we focus on third-party apps in more detail, as they seem to be a source of concern or confusion for some doctors and health systems.

In the typical scenario, a patient selects a third-party health app, perhaps from a smartphone or app store, perhaps to help her and her caregivers manage her chronic conditions more effectively. The patient directs her doctor to send a copy of her PHI to the app. The doctor is part of a health system, which is a covered entity under HIPAA, and the covered entity sends the data to the patient’s third-party app as requested.

The patient and the patient’s third-party app are just another unaffiliated recipient. When a doctor sends a patient’s health data to the patient or to the patient’s third-party app at the patient’s direction and the patient or third-party app subsequently misuses or allows a breach of the data, the doctor’s health system does not retain responsibility and liability under HIPAA for that misuse. The responsibility belongs to the patient or developer of the patient’s third-party app, just as the other unaffiliated recipients described in the preceding paragraph were responsible under HIPAA for their subsequent breach or improper disclosure. Sharing with patients and patients’ third-party apps is no different.

In short, when doctors electronically send protected health information to affiliated recipients or to unaffiliated recipients and the recipient subsequently has a breach or improper disclosure of the data, the recipient is liable under HIPAA for its breach or improper disclosure. Doctors should feel just as comfortable with sharing a patient’s health data electronically with the patient herself and her third-party health apps of choice, because the same rule applies (Figure 1).

The relationship between the sending covered entity and the third-party app’s developer, regarding the particular exchange of PHI in question, determines responsibility or liability under HIPAA for a subsequent breach or inappropriate disclosure of the patient’s information.

When the third-party app’s developer is an unaffiliated covered entity or its business associate or not a covered entity or business associate at all, any “breach” or “improper” use or disclosure under HIPAA would not subject the sending covered entity to liability under HIPAA. For example, when a doctor discloses PHI to an unaffiliated health system’s app for care by a specialist — such as an app for asthma management, heart monitoring,
or fertility tracking — the sending doctor and health system are not liable under HIPAA if the recipient app should subsequently breach or improperly disclose the data. The analysis is the same if hospital A discloses to unaffiliated hospital B, to hospital B’s app that hospital B uses to deliver health care, or to an app developed by hospital B’s app developer. In each situation, hospital B has its duties and liability under HIPAA to protect the PHI it received.

When the app’s developer is instead affiliated with the sending covered entity, the health system generally retains liability under HIPAA for misuses or breaches of PHI by apps it uses or paid to develop. However, further analysis may be necessary, to determine whether the app developer and app were acting on behalf of the sending health system for the particular exchange of PHI in question.

In some rare circumstances, the covered entity may not be liable if the app developer’s conduct was outside, or unauthorized by, its contract with the covered entity. Conversely, even though the app developer’s conduct was outside the terms of the business associate agreement (BAA), the covered entity may nevertheless retain some liability for having failed to oversee its app developer or to take action on some activity it should have known was a misuse of the PHI. These are always fact-specific situations, but the following questions illustrate what types of facts are salient: (1) Does the BAA endorse, permit, or not prohibit the business associate’s act in question? (2) Did the sending covered entity know in advance, or should it have known, about the business associate’s act? While the sending health system may have no liability under HIPAA for its business associate’s breach per se, a covered entity still has duties to report and to address a breach of unsecured PHI once discovered (or once it should have been discovered) and may not ignore suspected inappropriate use of data. Liability may adhere for failure to do so. The health system may also have liability if its business associate’s breach entailed noncompliance with HIPAA and the health system knew or should have known about the noncompliance and did not address it. (3) Was the business associate acting as an agent (in the legal sense) of the sending covered entity? Common-law agency generally exists when the sending health system controls or retains authority to control the business associate’s actions with interim direction or instructions as the business associate performs services on behalf of the health system [25].

In some scenarios, therefore, an affiliated app developer may be acting outside the scope of the business associate relationship, and the covered entity may not be liable for the app developer’s extracontractual activity. However, absent facts that support that conclusion, the general principle remains: The health system retains responsibility under HIPAA for its and its business associate’s apps, as usual.

This analysis does not change when the patient directs the health system to send the patient’s PHI to the patient’s health app. The health system’s liability still depends upon the relationship under HIPAA between the sending covered entity and the app's developer. In general, the sending covered entity or its business associate will not be liable under HIPAA for subsequent use or disclosure, unless the app developer is a business associate of and providing services on behalf of the sending covered entity with respect to the disclosure. The patient’s directive to send the PHI is not the salient fact; the salient fact is whether a business associate relationship exists between the health system and the app developer [26].

This introduces an important point that is not reflected in Figure 1. In Figure 1, both the affiliated and unaffiliated apps and app developers were covered by HIPAA and had duties under HIPAA to protect the privacy and security of the patient’s PHI. For example, Omada Health is a covered entity under 45 CFR §160.103 (2020) and is required by law to comply with HIPAA for any PHI it holds. When the apps the patient chooses are not HIPAA-covered entities or are not performing their services as a business associate of a covered entity, HIPAA’s requirements and protections do not apply (Figure 2). Here, too, sharing patients’ data with their non-HIPAA-covered apps is no different: Doctors routinely share patients’ health data with entities not covered by HIPAA, such as public health agencies and researchers. Although HIPAA does not apply, other statutes and regulations, such as the Federal Trade Commission’s consumer protection regulations, may apply [24], and this topic has been under active consideration since May 2018 by Congress in various legislative proposals, and more than a half dozen general privacy bills are currently pending. For example, both Senator Wicker’s bill (the Consumer Data Privacy Act) and Senator Cantwell’s bill (the Consumer Online Privacy Rights Act) propose nationwide consumer privacy laws that would require transparent explanations of privacy practices; the right to delete, correct, or port one’s data; choices about collection of certain types of sensitive data, like health data outside HIPAA; and restrictions on use by people other than the original data collector [27,28]. Likewise, while the sending covered entity may have no liability under HIPAA, it may still have liability under other laws or duties, such as medical malpractice or negligence in recommending an app for use.
**Part 3: Twelve Common Scenarios**

We illustrate these general principles with 12 common scenarios. In the first set of 3 scenarios, the doctor shares the patient’s data with other parts of the same health system, such as an affiliated specialist, the system’s EHR, or an app the system uses. The second set (scenarios 4-6) covers examples where the doctor instead shares the patient’s data with an unaffiliated health system or covered entity. The third set (scenarios 7-9) focuses on complexities that may arise when the doctor shares the patient’s data with an app affiliated with the doctor’s health system. In these scenarios, the responsibility for breach or improper use depends upon a closer look at the facts and circumstances. Lastly, the fourth set (scenarios 10-12) covers examples where, pursuant to a patient’s direction, the doctor shares the patient’s data with a third-party app the patient independently chose. Together, these scenarios illustrate how sharing data with patients’ third-party apps sits comfortably and consistently within the range of situations where doctors routinely share patients’ data with their own and other health systems.

**Sharing Patients’ Data Within the Doctor’s Health System**

As mentioned, we begin with scenarios where doctors are accustomed to sharing a patient’s health data. When doctors share health information with affiliated doctors and apps within the same health system or covered entity, they know that, under HIPAA, the health system remains liable for any breach or improper disclosure by the same health system. When doctors share health information with unaffiliated doctors and apps, then the recipient’s covered entity or business associate is liable under HIPAA. Doctors already routinely share with both.

**Sharing Patients’ Data With Other Health Systems**

We next consider scenarios where doctors know that, after sharing patients’ health data, their health systems no longer retain liability under HIPAA for a subsequent breach or improper disclosure. When doctors share with unaffiliated doctors and EHRs outside their health system and its business
associates, they usually know that the receiving covered entity assumes the liability under HIPAA for any subsequent breach or improper disclosure.

Scenarios in which the doctors know that, after sharing patients’ health data, their health systems no longer retain liability under HIPAA for a subsequent breach or improper disclosure:

- **Scenario 4:** A health system’s doctor shares a patient’s data with a different health system’s doctor for purposes of a second opinion or shares a patient’s billing data with the patient’s health insurer for reimbursement, and the recipient doctor or insurer subsequently has a breach or improper disclosure of the data. The sending health system is not liable when the recipient subsequently has a breach or improperly discloses the patient’s data. Instead, the separate covered entity is responsible under HIPAA for any breach or improper disclosure by itself or its business associates.

- **Scenario 5:** A health system’s doctor shares a patient’s data with a different health system’s EHR and that EHR subsequently has a breach or improperly discloses the data. Again, the sending health system is not liable when its doctor shares the patient’s data with a separate covered entity’s EHR and that EHR subsequently has a breach or improperly discloses the patient’s data. Instead, the separate covered entity’s business associate is responsible under HIPAA for the breach or improper disclosure.

- **Scenario 6:** A health system’s doctor shares the patient’s data with a personal health record (PHR) app that the patient has chosen and which the doctor’s health system did not develop. The doctor uses the health system’s EHR to transmit the health data. The patient’s PHR app subsequently has a breach or improper disclosure of the data. The sending health system is likewise not liable for the third-party app’s breach, although other laws may make the PHR app liable for its misuse or breach [29].

**Sharing Patients’ Data With Apps Affiliated With the Doctor’s Health System**

Next, we consider scenarios where doctors share their patients’ data with affiliated apps, but liability for an app’s subsequent breach or improper disclosure depends upon the facts and circumstances. In each of the scenarios below, where liability lies will depend in part on whether the app developer’s improper use or disclosure fell within or outside the scope of its authority and responsibilities under a BAA or its business associate.

Scenarios in which the doctors share their patients’ data with affiliated apps, but liability for an app’s subsequent breach or improper disclosure depends upon the facts and circumstances:

- **Scenario 7:** A health system’s doctor shares a patient’s data with an app that the health system itself or a business associate developed for the system to integrate with its EHR, and the app subsequently has a breach or improper disclosure of the data. Whether the sending health system is liable depends, for example, on whether the health system developed the app or is paying for the app to be available to patients (liable) or a business associate developed the app (may be liable depending on whether the EHR app’s breach or improper disclosure fell within the scope of the app developer’s authority and responsibilities under the BAA).

- **Scenario 8:** A health system’s doctor shares a patient’s data with the health system’s app. The app’s developer uses the data to push ads about itself to the patient’s friends and family through their social media accounts (which are not regulated by HIPAA). In analyzing liability, even assuming that the app developer was prohibited from this activity, the covered entity might be liable if it knew or should have known that the app developer was using the health information for advertising, as we’ve already discussed.

- **Scenario 9:** A health system’s doctor shares a patient’s data with the health system’s EHR, and the EHR vendor uses the data to create a research database [30]. Similarly, whether the sending health system is liable depends on whether the EHR’s or EHR vendor’s creation of the research database fell within the scope of the EHR developer’s authority and responsibilities under the BAA. Does the BAA allow or prohibit such a secondary use by the EHR vendor?

**Sharing Patients’ Data With Patients’ Third-Party Apps**

The final 3 scenarios concern an app that the patient chooses and the doctor did not sponsor or pay to make available to the patient. The scenarios illustrate, for example, whether the doctor or patient chose the app for treatment. If the patient selected the app, does the analysis change because the doctor subsequently looked at data from the app or even asked the patient to keep sharing the app’s data with the doctor? If the doctor selected the app, but the patient directed the doctor to send the particular data to the app, does the analysis change? We explain why such factors do not change the basic principles and results under HIPAA, as already discussed. If the doctor securely sends the data to the patient’s app as directed, the physician is not liable under HIPAA for the app’s conduct after it receives the patient’s data.

Scenarios in which the doctors share their patients’ data with patients’ third-party apps:

- **Scenario 10:** A patient selects and uses an unaffiliated third-party app such as a fitness tracker, then visits the doctor. The doctor recommends that the patient keep using the app and send the data to the doctor; the patient uploads the data from the fitness tracker to the doctor’s health system through the system’s patient portal. The app subsequently has a breach or improper disclosure of the data. The sending doctor’s health system is not liable for the patient’s app’s breach. The patient’s third-party app developer is not a business associate of the sending covered entity. The doctor’s recommendation and request that the patient show the results to the doctor do not create a
business associate relationship between the covered entity and the patient’s third-party app.

- Scenario 11: A patient independently purchases and uses a third-party app such as a diabetes tracker and then visits the doctor (unbeknownst to the patient, the doctor’s health system also uses that app and has a business associate relationship with the app’s developer). After the patient shares the app’s data with the doctor, the doctor recommends that the patient keep using the app and send the data to the doctor. The app subsequently has a breach or improper disclosure of the data. The sending health system is still not liable for the third-party app’s breach or improper disclosure. The patient selected the app, and the app was acting on behalf of and providing services for the patient, not the health system nor its doctor. The fact that a business associate relationship independently exists between the health system and the app’s developer when the doctor prescribes the app for treatment does not create a business associate relationship here, where the patient purchased the app and the app was acting on behalf of the patient.

- Scenario 12: A patient visits a doctor, and the doctor recommends an affiliated app (the doctor’s health system and the app developer have a contract to provide the app and integrate the app’s data in the health system’s EHR). The patient downloads and uses the app, and the app subsequently has a breach or improper disclosure of the data. The app developer is liable under HIPAA for the breach, and the system may be liable if it knew or should have known of the conditions that led to the breach. This is because the app is providing services on behalf of the covered entity, not the patient. It does not matter whether the doctor “recommended” or “prescribed” the app.

Multimedia Appendix 1 introduces some other factors that might or might not cause a doctor uncertainty about whether to transmit the patient’s data and who is liable for a subsequent breach or improper disclosure.

These 12 scenarios all illustrate and bring us back to the common principle in Figure 1. Doctors routinely send protected health information electronically to affiliated recipients (such as doctors in their same health systems and their health systems’ EHRs) and to unaffiliated recipients (such as doctors at different health systems, laboratories, pharmacies, and payers). In both situations, the recipient is responsible under HIPAA for its breach or improper disclosure. If the recipient is part of the doctor’s covered entity, then the doctor’s health system retains responsibility under HIPAA. If the recipient is not part of the doctor’s covered entity, then the recipient’s covered entity or business associate is liable under HIPAA. Doctors are already routinely sharing with both.

Patients and patients’ third-party apps are no different. Neither patients nor apps they choose independently are recipients affiliated with the doctor or health system, so the doctor’s health system does not retain liability if the patient or the patient’s third-party app subsequently has a breach or improper disclosure of the data.

**Conclusion**

Patients have a legal right under HIPAA to a copy of their health data and to have their health data sent electronically to a third-party app of their choice. As we have explained, doctors must disclose PHI appropriately to other legitimate recipients of that PHI and are not liable under HIPAA for what those recipients do with the PHI. Given these well-established rules and practices, doctors and their health systems should be equally confident in routinely sharing patients’ health data electronically with patients and their third-party apps.
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Abstract

Despite significant efforts, the COVID-19 pandemic has put enormous pressure on health care systems around the world, threatening the quality of patient care. Telemonitoring offers the opportunity to carefully monitor patients with a confirmed or suspected case of COVID-19 from home and allows for the timely identification of worsening symptoms. Additionally, it may decrease the number of hospital visits and admissions, thereby reducing the use of scarce resources, optimizing health care capacity, and minimizing the risk of viral transmission. In this paper, we present a COVID-19 telemonitoring care pathway developed at a tertiary care hospital in the Netherlands, which combined the monitoring of vital parameters with video consultations for adequate clinical assessment. Additionally, we report a series of medical, scientific, organizational, and ethical recommendations that may be used as a guide for the design and implementation of telemonitoring pathways for COVID-19 and other diseases worldwide.

(J Med Internet Res 2020;22(9):e20953) doi:10.2196/20953
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Introduction

The COVID-19 pandemic has created a difficult challenge for global public health [1]. The clinical presentations of COVID-19 are highly variable, ranging from asymptomatic patients to patients with severe symptoms. Several reports indicate that patients who initially present only mild-to-moderate symptoms can show a deterioration to severe symptoms over the course of only a few days [2]. Eventually, approximately 5% of patients need respiratory support and intensive care unit admission. Patients with chronic underlying conditions are at an increased risk of such a severe course of illness when infected with COVID-19. Early identification of hypoxia and/or a deterioration of symptoms may be lifesaving [3-5]. However,
in-hospital monitoring of all patients with an increased risk of severe disease puts even more pressure on health care systems that are already overwhelmed.

Telemonitoring offers the opportunity to closely monitor symptoms and vital parameters while a patient remains at home. As such, telemonitoring may enable early identification of deterioration of symptoms and allows for appropriate treatments for each patient with COVID-19. Additionally, telemonitoring may reduce the number of hospital visits and admissions, thereby decreasing the usage of personal protective material, reducing the pressure on health care personnel, and minimizing the risk of viral transmission. Telemonitoring essentially holds the promise of optimizing care for patients with (suspected) COVID-19 infection while ensuring the sustainability of health care capacity and resources for those who need it most urgently [6-8]. However, the development and implementation of a telemonitoring care pathway in the clinical workflow is challenging. The novelty of COVID-19 and the need for rapid action pose additional difficulties. Based on our extensive experiences with telemonitoring for patients with chronic diseases, we developed and implemented a telemonitoring care pathway for patients with (suspected) COVID-19 [6].

In this paper, we present our telemonitoring care pathway as an example and provide general recommendations for the implementation of telemonitoring care programs for patients with (suspected) COVID-19. Hence, the aim of this paper is to serve as a guide for the design and implementation of telemonitoring care pathways in other health care institutions, in order to optimize care and health care capacity worldwide.

The COVID Box: An Example of a Telemonitoring Care Pathway

Aim and Setting
Telemonitoring for patients with (suspected) COVID-19 can be performed in many ways [9]. At our tertiary care hospital, Leiden University Medical Center (LUMC), telemonitoring is broadly applied for the management of several diseases and has been found to be a safe and effective alternative to standard care [6]. Based on this experience, the “COVID Box” telemonitoring care pathway was developed and implemented as standard care for patients with (suspected) COVID-19 over the course of a few weeks (Figures 1 and 2). The aim of this telemonitoring care pathway is to provide optimal care to patients with (suspected) COVID-19, while avoiding (unnecessary) hospitalizations and reducing the duration of hospitalizations.

Figure 1. Types of patient journeys for individuals with (suspected) COVID-19. In the Netherlands, patients are only assessed at the emergency department after referral by their general practitioner or treating medical specialist (indicated by "a"). The treating physician eventually decides which patients are in need for close monitoring (indicated by "b").
Figure 2. An example of a telemonitoring care pathway—the COVID Box. The COVID Box is a program developed by the Leiden University Medical Center to monitor patients with confirmed or suspected COVID-19 who have an increased risk of severe illness. (A) Inclusion criteria for the COVID Box; (B) general overview of the telemonitoring care pathway including continuous evaluation, where numbers 1-20 correspond to the steps described in (C), which provide a stepwise description of the COVID Box care pathway.

### Patient Selection and Eligibility
Patients are selected for telemonitoring when visiting the emergency care department for (suspected) COVID-19 (after referral by their general practitioner), or after admission to the COVID-19 department. Patients are eligible for telemonitoring using the COVID Box in the case of a (suspected) COVID-19 infection and when exhibiting mild-to-moderate symptoms, with a need of close monitoring of vital signs and symptoms, as judged by the treating physician. In addition, psychological and social patient characteristics are taken into account.

### Home Monitoring
The COVID Box is literally a box containing a thermometer (Withings Thermo), pulse oximeter (Masimo MightySatRx), blood pressure monitor (Microlife BP B2 Basic or Withings J Med Internet Res 2020 | vol. 22 | iss. 9 | e20953 | p.168https://www.jmir.org/2020/9/e20953

<table>
<thead>
<tr>
<th><strong>Patient</strong></th>
<th><strong>Enrolment</strong></th>
<th><strong>Set-up</strong></th>
<th><strong>Home-monitoring</strong></th>
<th><strong>End of monitoring</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Visits emergency department, or is admitted to COVID-19 ward. Has (suspected) COVID-19 infection.</td>
<td>6. Receives Box. 7. Goes home and takes adequate quarantine measures together with family/housemates. 8. Installs devices.</td>
<td>10. Performs measurements three times a day and calls physician directly if readings deviate from reference values. 11. Contacts national emergency number in case of emergency.</td>
<td>16. Telemonitoring ends if:  • Recovery;  • Deterioration and hospital admission.</td>
<td></td>
</tr>
<tr>
<td>5. Prepares Box with personalized reference values.</td>
<td>9. Calls patient to help with installation of devices and further questions.</td>
<td>18. Picks up Box at patient’s home, or Box is handed in at the hospital. 19. Cleans, tests and prepares devices for reuse. 20. Evaluates patient’s experience with telemonitoring, and screens need for physical and/or occupational therapy.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Support team**

- Inclusion criteria
  - ≥ 18 years
  - in possession of a (smart)phone and access to internet connection
  - able to communicate through phone
  - (suspected) COVID-19 infection
  - no hospital interventions needed (yet), but mildly to moderately ill and in need of close follow-up of symptoms

**COVID Box**

- pulse oximeter
- blood pressure monitor
- thermometer
- information folders
BPM Connect), and a safety bag (for return of the devices). All devices are approved for medical use in Europe.

Patients receiving the COVID Box are instructed to measure their temperature, oxygen saturation, respiratory frequency, heart rate, and blood pressure three times a day. Patients are instructed on the use of the devices, the desired frequency of measurements, and their personalized reference values. A physician or physician assistant (supervised by a medical specialist) performs a daily video consultation to monitor the patient’s symptoms and vital parameters, whereas physical consultations are only performed when the physician or physician assistant suspects a deterioration of symptoms. Patients are instructed to contact the hospital if readings deviate from the personalized reference values or if they feel unsure or unwell. In case of an emergency, patients are advised to contact the national emergency number, and for technical support, the hospital’s telemonitoring support team should be contacted.

In the first phase of implementation, measurements of vital parameters are collected during the video consultation and entered manually into the patient’s electronic medical record (EMR). In the second phase, patients install an app, developed by the LUMC, which is linked to the devices via Bluetooth and transfers the measurements directly into the patient’s EMR.

The telemonitoring care pathway ends when patients no longer need home monitoring because symptoms have sufficiently improved, or when patients are admitted to the hospital. At such time, the devices are either picked up from the patient’s home or handed in at the hospital. Subsequently, the devices are sterilized, tested, and then reused.

**Scientific Evaluation**

Between March 1 and June 15, 2020, 55 patients were monitored at home using the COVID Box. Preliminary results of the evaluation of the telemonitoring program indicate that no adverse events (ie, deaths or emergency hospital admissions) occurred among patients in the telemonitoring care pathway, and that a worsening of symptoms and need for further medical attention could be effectively detected by means of this telemonitoring care program. Eventually, 5 patients (9%) had to be admitted to the hospital due to progression of symptoms. Both patients and health care providers viewed the use of the COVID Box positively. A more detailed overview of the results of the COVID Box will be presented soon.

A prospective registry, which includes all patients who are home monitored using the COVID Box, has been designed. In this registry, baseline patient characteristics, home-monitoring data, patient-reported outcome measures, and clinical outcomes are included. Data from all patients in this registry are periodically evaluated in order to identify any adverse events in a timely manner and improve the telemonitoring care pathway.

**Recommendations for the Implementation of a COVID-19 Telemonitoring Care Pathway**

The implementation of digital health initiatives has proven to be challenging [10-12]. In the last decade, several frameworks regarding the implementation of digital health have been developed [13-16]. Although these provide useful information, the onset of COVID-19 and the need for a prompt response pose additional challenges [17]. Based on our initial experiences with developing and implementing a COVID-19 telemonitoring care pathway in a tertiary care context and our extensive experience with the implementation of telemonitoring for other diseases, we provide recommendations on clinical, organizational, scientific, and ethical aspects, which can be translated into daily clinical practice (Table 1). These recommendations may also be used to design and implement telemonitoring for the management of other (sub)acute diseases.
Table 1. Main recommendations to facilitate the implementation of a COVID-19 telemonitoring pathway.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical and organizational aspects</strong></td>
<td></td>
</tr>
</tbody>
</table>
| **Aim and setting** | • Define the aim of the telemonitoring program  
• Determine whether telemonitoring will help to achieve this aim in this specific setting |
| **Clinical assessment** | • Perform initial in-person assessment (using adequate protective measures)  
• Evaluate the appropriateness of telemonitoring for each patient, based on clinical, psychological, and social patient characteristics |
| **Monitoring** | • Determine which measurements are to be taken  
• Generate personalized reference values and frequency of measurements for each patient  
• Prefer video call over contact by telephone  
• Rely on close supervision of physician rather than automated decision making  
• Communicate to patients which actions to take in case of an emergency |
| **Integration in clinical workflow** | • Involve all stakeholders in the development and implementation process  
• Establish solid and concise training for health care personnel  
• Communicate availability of a telemonitoring pathway within the organization  
• Provide support to avoid extra workload for health care personnel  
• Organize a technical helpdesk for patients  
• Integrate readings into the patient’s electronic medical record  
• Evaluate the program continuously |
| **Resources** | • Reuse devices to optimize the use of resources and sustainability of the program  
• Apply for innovation and research grants  
• Discuss possibilities for reimbursement depending on your health financing or insurance system |
| **Scientific aspects** | |
| **Implementation** | • Apply scientific evidence obtained from telemonitoring chronic diseases |
| **Evaluation and scientific research** | • Perform scientific evaluation in parallel with the implementation  
• Obtain consent to use patients' data for scientific research |
| **Legal and ethical aspects** | |
| **Privacy and data protection** | • Ensure intramural and extramural data security and privacy  
• Comply with legal frameworks and clinical guidelines |
| **Ensuring optimal technical quality** | • Guarantee quality of devices and apps |
| **Consent and informed decisions** | • Ensure that the choice to use telemonitoring is a jointly made decision by both the patient and the physician; respect autonomy and patient preferences  
• Establish responsibilities for each party involved: physician, patient, and telemonitoring team  
• Offer alternative and opt-out options to the patient |
| **Equal opportunities, no discrimination** | • Avoid discrimination, offer equal opportunities, and plan alternative nondigital monitoring pathways |

**Clinical and Organizational Considerations**

**Aim and Setting**

Implementation of a new health care initiative should contribute to solving a relevant problem. In the case of COVID-19, it should optimize care for patients and relieve pressure on health care systems and professionals. In tertiary care hospitals, most patients have substantial comorbidities and vulnerabilities. As such, these patients require close monitoring and are especially suitable for telemonitoring [5]. Although telemonitoring allows for the management of patients in different settings (eg, assessing a patient’s condition and estimating the risk of COVID-19 infection in primary care), it should only be used in situations where it will add value, such as improving clinical effectiveness or satisfaction of care [9].

**Patient Selection and Eligibility**

Telemonitoring may allow for accessible and remote monitoring of a large number of patients with (suspected) COVID-19. Due to the outbreak of this new disease, our knowledge of the epidemiology, pathophysiology, and clinical course of COVID-19 is still evolving. Hence, an initial in-person assessment of the patient is recommended, especially in the case of a complex medical history.

When evaluating whether telemonitoring provides a suitable option, patients need to be assessed in a holistic manner. Psychological characteristics may influence a patient’s ability
to adequately interpret measurements of vital signs and symptoms or ask for help if necessary. Social aspects, such as a patient’s home environment (eg, the possibility for home quarantine), or safety and social support (eg, for elderly patients or patients living alone) should be considered as well. Additionally, patients should feel comfortable with “digital” disease management and be capable of handling devices and interacting via video connection. Although in The Netherlands the majority of patients has access to internet and telephone, this should be asked explicitly [18,19]. Finally, patients with low (digital) health literacy require extra attention [20,21]. In contrast to telemonitoring for patients with chronic diseases, (suspected) COVID-19 patients are not accustomed to self-managing their disease and may be less likely to feel in control. Ultimately, both the physician and the patient should decide together whether remote monitoring is appropriate.

Home Monitoring

Given the recentness of COVID-19 and the relative inexperience with telemonitoring for managing this disease, no golden standard for how, what, and when to monitor yet exists. The use of video over telephone consultation provides extra information on general demeanor, skin color, and severity of dyspnea, and thus helps to establish a solid clinical impression [9]. The rationale to monitor respiratory rate, saturation, temperature, heart rate, and blood pressure from home is based on early warning scores developed in hospital settings [22-24]; higher scores measured outside hospital settings were also found to be associated with poorer clinical outcomes [25]. Measuring vital signs three times a day ensures recognition of gradual deterioration. Similar to in-hospital patient management, the measurement frequency and cut-off values for vital signs should be determined for each patient based on clinical judgment. If a physician decides that a patient’s parameters need to be assessed more than three times a day, this might be an indication that the patient should be admitted to the hospital to be monitored more closely. Future research should determine whether the use of continuous monitoring with wireless patches and/or automated cut-off scores could also be effective.

Integration With the Clinical Workflow

Irrespective of the setting, the workflow of health care professionals and supportive personnel should be adapted to a new telemonitoring care pathway. A shift from “traditional” to “digitally assisted” clinical practice is necessary. This requires experience, time, and adequate guidelines. First, solid but concise training and frequent evaluation of the process are required. Health care professionals should be informed about the availability of a telemonitoring care pathway and need dedicated time in their work schedules to follow up on their home-monitored patients. Active involvement of all stakeholders, including health care professionals and patients, in the development and implementation of telemonitoring is likely to contribute to a better support base. The extra workload associated with the development and implementation of a telemonitoring care pathway should be minimized, for example, through dedicated support teams and a helpdesk for technical problems. Finally, for patients, as well as health care professionals, it is neither efficient nor safe to log in to different systems multiple times a day. Thus, it is essential that data gathered by patients are integrated into the EMR. In addition, EMR integration facilitates the legal obligation of health care professionals to document all clinical information.

Resources

Telemonitoring could contribute to establishing effective, (cost-)efficient and high-quality health care. Nevertheless, it requires the availability of sufficient devices. This can be difficult, since the COVID-19 pandemic resulted in a shortage of resources. Adequate reuse of devices contributes to the optimization of resources and sustainability of the program. In our experience, patients generally hand in the devices in good working order. Additionally, permanent financing is a recurring problem for digital health solutions [15]. Reimbursement policies for telemonitoring programs vary internationally and should be further established [26]. Moreover, innovation budgets may contribute to obtaining the most appropriate devices and services. To generate scientific evidence, the availability of research grants is warranted.

Scientific Considerations

In general, new forms of care need to be evaluated and scientifically validated before large-scale implementation. However, the current COVID-19 pandemic calls for rapid action and scientific data on telemonitoring for (sub)acute diseases and specifically for COVID-19 is scarce. Although this makes development and implementation of such a pathway difficult, we can rely on prior knowledge obtained from telemonitoring for patients with chronic diseases in order to implement telemonitoring programs that are safe and effective [6-8]. Additionally, this lack of scientific evidence underlines the urgent need for the scientific validation of these new forms of care. Scientific validation may not be top priority for health care providers at this time, but lack of validation may lead to a waste of valuable time, energy, and resources if telemonitoring does not lead to the expected benefits [27,28]. As such, scientific validation of safety and efficacy should form a key element in the development and implementation of telemonitoring, and other new forms of care, during a pandemic.

Designing a validation study for COVID-19–related telemonitoring entails several challenges. Randomized controlled trials are difficult in the early phases of a pandemic, and retrospective cohorts, which may serve as control groups, are not available. Under these conditions, assessment of the causal effect of telemonitoring on clinical endpoints is difficult. Scientific validation of the safety and (cost-)effectiveness of telemonitoring by an observational cohort study might be the best option in the early phase of the COVID-19 pandemic. This type of research can be performed in parallel to the implementation process and provides relevant insights into the clinical course of COVID-19. In the future, scientific validation can contribute to the establishment of clinical guidelines for evidence-based telemonitoring.

Ethical Considerations

Telemonitoring involves several parties: physicians, patients, device manufacturers, and health care institutions. When considering ethical aspects, the different roles and
responsibilities of these parties should be taken into account. Additionally, the COVID-19 pandemic demands a careful balance between rapid implementation and thorough ethical and legal evaluation.

**Privacy and Data Protection**
Telemonitoring brings health care to patients’ homes and therefore requires expanding the secure digital perimeter beyond health care facilities. Patients’ data need to remain accessible only for the lawful purposes of processing and exclusively to those with granted access.

The primary goal of data collection during telemonitoring is clinical. Personal health data are included in the patient’s EMR to directly provide medical treatment. Those granted access are directly involved in the treatment of the patient and are bound to professional confidentiality. Additionally, in our hospital, secondary uses of personal data generated from COVID-19 patients have been anticipated. Accordingly, assumed consent with an opt-out option has been put in place to reuse patients’ data for scientific research, a current public health priority [29]. Data obtained from patients will also be used for the evaluation of the COVID Box. From a legal perspective, activities regarding the use of sensitive information must comply with (inter)national regulations.

**Ensuring Optimal Technical Quality**
The devices and services used for telemonitoring should be user-friendly, trustworthy, validated, and approved, according to national and/or international regulations. Even if certification of quality requires time, it should not be dismissed. For example, at the time of the implementation of the COVID Box, the app had not yet been approved. In order to avoid delaying the implementation without compromising the quality of health care, the team decided to initially enter the data manually in the EMR.

**Consent and Informed Decisions**
Physicians must be aware that during a health crisis, patients may be under pressure to agree to telemonitoring. Additionally, obtaining informed consent is more complicated for COVID-19–related studies [30]. Patient and physician should engage in a dialogue about the telemonitoring system, the opt-out options, and the alternatives to telemonitoring. The choice to engage in telemonitoring requires patients to commit to a series of daily actions, and they must understand that they will assume a high level of responsibility. Therefore, it should be ensured that telemonitoring actually works in practice for the patient. Experience with current telemonitoring programs at the LUMC has shown that this type of telemonitoring is well accepted by patients and is clinically viable [6].

A telemonitoring system can be either implemented as a monitoring system in which readings are continuously monitored by the physician, or as a monitoring system in which the physician only monitors the readings once a day. The latter asks for patients to adopt an even higher level of responsibility, as they need to contact the physician themselves in case of deviating measurements. The choice for either monitoring system depends on important factors such as the patient population, the clinical features of the disease, and the local and international medical guidelines and legal frameworks.

**Equal Opportunities and No Discrimination**
Digital health should never lead to inequality or discrimination [31,32]. In the Netherlands, the possibility that patients lack the necessary technical means for telemonitoring is small [18]. However, this situation is not the same in all countries. Additionally, low literacy regarding (digital) health could be a significant barrier to telemonitoring [33,34]. The availability of an intuitive, readily accessible, and inclusive app, which automatically collects measurements, could be an effective and user-friendly solution to avoid inequality and discrimination. Furthermore, keeping an alternative “analogue” monitoring pathway readily available might contribute to offering equal opportunities to all patients.

Finally, a patient’s decision to reject telemonitoring may be based on other personal reasons (eg, lack of privacy at home). Independent of the motives, which may or may not be explained to the physician, the autonomous choice of the patient should be respected.

**Conclusion**
Innovative digital strategies such as telemonitoring have great potential to improve the management of COVID-19. Telemonitoring may optimize care for patients with COVID-19 by detecting clinical deterioration at an early stage. Additionally, telemonitoring reduces the number of hospital visits and admissions, thereby enabling the efficient use of scarce health care resources and lowering the risk of further transmission of the virus. The direct evidence to support the use of telemonitoring for COVID-19 is still being gathered and analyzed, but preliminary data and previous experiences with other diseases indicate that telemonitoring can be an important tool during the pandemic.

This paper presents a specific telemonitoring care pathway for COVID-19 and offers a set of medical, scientific, organizational, and ethical recommendations. These recommendations may be used as a guide for the design and implementation of telemonitoring for patients with a confirmed or suspected case of COVID-19, and may also be used for the design and implementation of telemonitoring care pathways for other diseases.
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Abstract

Mobile health (mHealth) and related digital health interventions in the past decade have not always scaled globally as anticipated earlier despite large investments by governments and philanthropic foundations. The implementation of digital health tools has suffered from 2 limitations: (1) the interventions commonly ignore the “law of amplification” that states that technology is most likely to succeed when it seeks to augment and not alter human behavior; and (2) end-user needs and clinical gaps are often poorly understood while designing solutions, contributing to a substantial decrease in usage, referred to as the “law of attrition” in eHealth. The COVID-19 pandemic has addressed the first of the 2 problems—technology solutions, such as telemedicine, that were struggling to find traction are now closely aligned with health-seeking behavior. The second problem (poorly designed solutions) persists, as demonstrated by a plethora of poorly designed epidemic prediction tools and digital contact-tracing apps, which were deployed at scale, around the world, with little validation. The pandemic has accelerated the Indian state’s desire to build the nation’s digital health ecosystem. We call for the inclusion of regulatory sandboxes, as successfully done in the fintech sector, to provide a real-world testing environment for mHealth solutions before deploying them at scale.
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Introduction

Millions of dollars have been spent on digital health interventions in the global south in the past few years, often with the generous support of influential global philanthropic organizations [1]. Many have not had the anticipated impact at scale despite successful pilot studies [2,3]. The COVID-19 pandemic has amplified and accelerated this mobile health (mHealth) pilotitis with unvalidated and untested social distancing scoreboards, apps, and forecasting models proliferating around the world [4]. As communities and businesses struggle with the uncertainties associated with reopening society, a wide range of technological solutions are being proposed—including syndromic surveillance trackers, electronic passes controlling access to building and transport hubs, and contact-tracing apps and devices [5]. These unvetted tools risk detracting policymakers from focusing on the basics of pandemic response [6].

Over the past decade, the implementation of digital health tools has largely suffered from 2 limitations. First, technocentric interventions commonly ignore what Toyama refers to as the law of amplification in his book *Geek Heresy* [7]. Technology, he postulates, is most likely to succeed when it seeks to augment and not alter human behavior. Secondly, end-user needs are poorly understood in the interest of creating new markets, leading to a significant decrease in usage over time. This attrition...
is seldom studied but is important while evaluating digital health implementation, as described by Eysenbach [8].

The minimum viable product—the norm in the start-up industry—is anathema in medicine and public health. Speed need not supplant rigor. In this article, we propose a measured iterative approach to developing, validating, and scaling digital health interventions, using illustrative examples from India.

The Law of Amplification

Before the pandemic, there were over already 350,000 apps in the mHealth category across app stores, though few have had any longevity [9]. Most have relied on misguided assumptions of how humans consume and interact with technology and provided false reassurances to users and policymakers [10]. Those that have been somewhat successful and had impact at scale have demonstrated a commitment to understanding the context and have adopted key design thinking principles, including an iterative and inclusive development process [11,12]. They recognize Toyama’s law of amplification [7] that states that technology by itself will not fundamentally change behavior; it will merely amplify it.

The motion picture, radio, television, and finally, massive open online courses (MOOCs) were all expected to fundamentally change how we educated students. They did not [13-15]. While the internet substantially eased the pursuit of knowledge, it had, for the most part, augmented but not entirely replaced classrooms—until the pandemic fundamentally modified human behavior. How we seek education and health has now changed; human mobility is restricted, and because students cannot travel to campuses, we are witnessing an explosive growth in online learning tools as technology responds to amplify human behavior [16].

Telemedicine, which was expected to substantially improve access to general and specialized care, has also not scaled as anticipated. Legal, financial, behavioral, and infrastructural limitations were hard to overcome in both high- and low-income settings [17]. The pandemic has, however, disrupted primary and chronic care globally with particularly devastating consequences in resource-poor settings. In the United States, for example, this public health emergency has accelerated negotiations about regulation and remuneration in telemedicine that had otherwise stalled for years [18]. The 3-month-long nationwide lockdown in India precluded hundreds of thousands of patients from receiving routine home care by community health workers or periodic checks, for example, by their endocrinologists and oncologists [19]. While physicians in the developing world have routinely been using phone-based apps, especially WhatsApp, to communicate with patients [20], the clinical and financial imperatives posed by the pandemic prompted many hospitals, both private and public, to adopt telemedicine solutions expeditiously [21]. The government of India released Telemedicine Practice Guidelines on March 25, 2020, allowing teleconsultation for essential non-COVID clinical and financial imperatives posed by the pandemic, allowing teleconsultation for essential non-COVID

Sandboxing: The Need for Rapid Iteration

Governments currently find themselves facing tough choices between moving swiftly to reassure and protect populations by adopting promising though unvalidated technologies and proceeding cautiously, awaiting robust evidence, while the contagion spreads unabated [32]. We believe it is possible to strike a responsible balance. In 2019, the government of India published its sweeping vision for a digital health ecosystem for India’s 1.3 billion residents, the National Digital Health Blueprint (NDHB) [33]. The NDHB called for the provision of a regulatory sandbox—a controlled testing environment within which existing regulations may be temporarily relaxed to allow experimentation [34]. In August 2020, the Prime Minister announced the National Digital Health Mission (NDHM), and the National Health Authority (NHA) launched the “Draft Health Data Management Policy” for public comment. Simultaneously, the NHA has launched the NDHM Sandbox, allowing integration and validation of third-party software by partnering with NDHM APIs [35]. We believe that these regulatory sandboxes can be the pill needed to combat the bane of mHealth pilots, in India and around the world. A sandbox will provide the enabling conditions administrators need to test new solutions in subsets of populations before mandating change at scale. They offer an opportunity to test what are often minimum viable
digital health products in a responsible, controlled, and monitored real-world environment.

Let us consider, for example, follow-up home visits that are required of India’s army of accredited social health activists, or ASHAs (which means “hope” in Hindi). Several population health programs require ASHA workers to go door to door to inquire about the health status of children or expectant mothers or missed follow-up appointments. They then trudge back to the primary care centers to upload these data online, when tablet computers and broadband connectivity are not available in remote regions, and thousands of person-hours are lost weekly in this exercise. The (not entirely unfounded) fear of new technologies failing precludes administrators from experimenting or challenging age-old, resource-intensive, and sometimes ineffective practices. A sandbox would, in this case, provide state administrators with the regulatory flexibility needed to temporarily replace home visits with alternative digital solutions. In the context of the COVID-19 pandemic, there is a behavioral impetus to align the ASHA workers’ incentives to use digital solutions with patients’ needs. It is unsafe for ASHA workers to go door to door during a pandemic. The time saved by operating from home will allow them to either attend to increased household responsibilities resulting from shelter-in-place orders, spend more time with each patient, or call more patients. Patients benefit from access to care despite quarantining orders. A sandbox approach would allow the ASHA workers (and policy makers) to vet multiple solutions simultaneously, say, by comparing response rates among groups of patients self-isolating at home that received either push-notifications (inexpensive), or automated interactive text messaging (with minimal upfront development costs), or phone calls (resource-intensive). What may be effective in a certain demographic may not necessarily be generalizable, warranting constant feedback loops and the ability to rapidly iterate [36].

Such prototyping must begin upstream, incorporating end-user feedback early in the design process, as was successfully evinced during the development of a digital disease surveillance platform at a mass gathering in Maharashtra, India, in 2015. Preparatory consultation workshops with medical officers seconded to serve in pop-up clinics at the 2015 Kumbh Mela resulted in substantial data minimization and workflow acceleration while improving record-keeping [37].

Agility and Caution

We recognize that regulatory sandboxes are at risk for abuse and will lose public trust if they seek to circumvent the nation’s laws on data protection and privacy [38]. The sandboxes could, however, themselves serve as powerful tools to test proposed technological solutions against India’s evolving data privacy jurisprudence and societal norms. Over the decades, the Indian state has amassed large volumes of health data; these data can be used to accelerate medical science and positively influence population health [39,40], but they can also result in discrimination and harm [41,42]. The ubiquity of mobile devices and cloud-based services will influence a society’s willingness to share their data—as will a better understanding of the harms and benefits of the exchange of health data. The sandboxes provide an opportunity to examine the terms on which society will engage with governments and private players to generate, exchange, and use health data and address fundamental questions about health data that are yet not fully answered across different contexts. For example, are data better utilized for research if they are secured at source and queried remotely with a role-based access, as with the Research Patient Data Registry (RPDR) by Partners Healthcare in Massachusetts [43]; or if datasets are exported for a fee with time and purpose limitations as with research data from the Centers for Medicare and Medicaid Services (CMS) database in the United States [44]; or without a fee, as with the MIMIC-III (Medical Information Mart for Intensive Care III) database, a comprehensive dataset of 12 years of deidentified health data from critical care units of Harvard’s Beth Israel Deaconess Medical Center [45]? Which of these approaches are best suited to the range of infrastructure and capability differences within a country?

Policymakers have neither the requisite evidence to evaluate the veracity of the promises made by digital health technologies nor the tools to allow rapid iteration during large-scale adoption [3,46]. We believe that the proposed sandboxes can provide an alternative model. These testbeds provide a means to reject what does not work in the communities served, to optimize interventions by tweaking them in a real-world context, and to generate the evidence required to scale up. Regulated with expertise, caution, and consent, they can serve as incubators for digital health innovation. Prior to making unvetted digital technologies a critical pillar of the COVID-19 response, or of the national public health system at large, a controlled launch in willing communities would provide critical insights on the technological feasibility, epidemiological utility, data protection capability, and society’s response to these innovations (Textbox 1).

Textbox 1. Objectives of regulatory sandboxes for mHealth.

- Generate evidence for digital health interventions in the real-world context at reasonable scale
- Allow cautious relaxation of select regulations to allow for innovation
- Measure societal response to the proposed regulatory changes (and to the introduced innovations)
- Eliminate (early) interventions that fail to demonstrate impact or engender trust

Will Sandboxing Work?

The idea of testing policy changes before enforcing them is not new. The economic reforms in China from 1979 to 2012, for example, were a result of several decentralized economic experiments across cities and provinces, where hard evidence and technological expertise were relied upon to inform the rapidly changing national economic policy [47,48]. The
regulatory sandboxes described in the NDHB have more recent precedents in the fintech industry. First introduced in the United Kingdom in December 2015, sandboxes have rapidly spread across the Asia Pacific and used in the insurance, payments, and capital market sectors [34,49]. In November 2019, India’s 4 financial service regulators invited fintech companies to test their applications in regulatory sandboxes designed to cater to the banking, insurance, securities, and pensions sectors [47,50]. An mHealth regulatory sandbox could similarly catalyze innovation and infuse rigor in digital health implementation by providing a mechanism for evaluating the scientific validity, health impact, contextual relevance, regulatory compliance, and long-term feasibility of applications, prior to scale-up (Textbox 2).

Textbox 2. Evaluation framework for mHealth tools in regulatory sandboxes.

<table>
<thead>
<tr>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Does the innovation do what it says it does?</td>
</tr>
<tr>
<td>• Example claim: “Bluetooth technology will help identify most exposures among persons carrying enabled devices.”</td>
</tr>
<tr>
<td>• Validating this claim would require widespread testing in a target population to calculate the sensitivity and specificity of the contact-tracing app and to consequently alter detection parameters before a large-scale rollout.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Does it result in improved clinical or population health outcomes?</td>
</tr>
<tr>
<td>• Example claim: “Human mobility dashboards predicting the impact of social distancing measures will help inform containment strategies.”</td>
</tr>
<tr>
<td>• Impact would need to be shown by a measurable change in the incidence of cases or by comparing outcomes with control group populations after implementing interventions based on information provided by the dashboard. Statistically significant testing strategies would be a prerequisite [51].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Are the improved outcomes a priority for the community?</td>
</tr>
<tr>
<td>• Example claim: “Digitizing vertical service delivery programs improves care quality.”</td>
</tr>
<tr>
<td>• Improved record keeping after digitization may not have an impact on population health if chronic inventory shortages and absenteeism are not addressed.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Do regulatory relaxations result in harm, now or later?</td>
</tr>
<tr>
<td>• Example claim: “It is necessary to collect location data to monitor individual movement during the pandemic.”</td>
</tr>
<tr>
<td>• In compliance with data protection laws, data should be aggregated or anonymized to the lowest possible resolution that allows epidemiologically sound interventions without risking individual or group reidentification or harm.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Is it easy to use? Does it integrate with existing workflows?</td>
</tr>
<tr>
<td>• Example claim: “Digitization of discharge summary notes at the bedside expedites claims of reimbursements.”</td>
</tr>
<tr>
<td>• Feasible interventions should integrate into existing systems without introducing bottlenecks or resulting in flow reorganization with stakeholder buy-in. Given the volume of patients seen in the outpatient departments at public hospitals (several hundreds), this requirement, for example, may be debilitating in certain contexts. Providers should have the option of completing discharge notes within a reasonable timeframe.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sustainability</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Can it scale to meet increased demand?</td>
</tr>
<tr>
<td>• Example claim: “A successful locally developed, locally deployed electronic medical record system is ready for national expansion.”</td>
</tr>
<tr>
<td>• Sustainable scale-up proposals would require assessing the flexibility of design features to accommodate for the heterogeneity in workflow, digital literacy, and ability to report needs across jurisdictions as well as the adequacy of decision support at scale. Early findings may signal the need for subsequent RCTs.</td>
</tr>
</tbody>
</table>

**Conclusion**

The COVID-19 pandemic addresses 1 of the 2 key barriers to successful mHealth adoption—the discordance between the proposed solution and underlying human behavior is reduced as technological solutions are now better aligned with needs. We believe regulatory sandboxes address the other—the need for validation. As the National Health Authority and the Ministry of Health and Family Welfare launch the NDHM in August 2020, incorporating sandboxes is opportune and important [52]. Before prescribing solutions at a national scale, the sandboxes must examine what is permissible under existing laws, where
existing laws fall short, and where additional enabling regulations are needed to advance clinical or population health.

The pandemic warrants urgent intervention, not any intervention. In heterogeneous populations with large socioeconomic, cultural, and behavioral diversity, this approach is far more effective than ideological adherence. Medicine is after all the original home of randomized controlled trials—now the darling of economists [53]. The profession has, for decades, strived to make the practice evidence-based. It is time to apply the same vigilance to digital health implementation, even during the pandemic. Regulatory sandboxes may present an effective mechanism to do so.
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Abstract

We explore the opportunities and challenges surrounding the use of disinfection robots to reduce the risk of SARS-CoV-2 transmission in health care and educational settings. Although there is some potential for deploying robots to help with manual cleaning, the evidence base is mixed, and we highlight that there needs to be work to establish and enhance the effectiveness of these robots in inactivating the virus.
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SARS-CoV-2 can be transmitted through droplets and contact with contaminated surfaces [1]. To contain the spread, there is a need for more regular and deeper cleaning of indoor surfaces, for example, in schools, care homes, and health care facilities. There is also a need to reduce human exposure to potentially contaminated surfaces. As a result, there is now a greater interest in cleaning and disinfection robots in these settings [2-4]. Such robots are, for example, currently routinely cleaning the Hong Kong metro, and the Smart Field Hospital in Wuhan uses them in an attempt to reduce the spread of SARS-CoV-2 [5,6].

Existing disinfection robots work through a combination of automated or semiautomated processes. They can clean or disinfect floors and surfaces but increasingly focus on disinfecting whole rooms with increasingly complex distribution systems. These most commonly include machines using UV-C light, which works by altering DNA and RNA so that organisms cannot replicate, and vapor and fogging systems that spray chemical disinfectants.

However, despite their increasing use and demand across settings, evidence of their effectiveness is mixed. There is no existing work exploring the effectiveness of disinfection robots in relation to SARS-CoV-2 and other viruses, and the evidence of the impact of UV-C and vapor on health care–associated infections is also limited. In health care settings, both UV-C light and chemical-based disinfection methods (most commonly hydrogen peroxide vapor) do not demonstrate any significant impact on reduced infection rates, although some studies have identified some positive trends and demonstrated a reduction in surface contamination [7-9]. Not surprisingly, UV-C light and chemicals need to touch a surface to be effective, and this may not always be the case—they have issues with shadows, may not reach all areas of concave surfaces, and their effectiveness reduces with distance [10,11]. This work is further complicated by a lack of evidence around how much contamination actually leads to infection and adverse patient outcomes, but there appears to be a general agreement that both techniques are most effective when combined with manual cleaning [12].

Studies investigating cleaning robots using these techniques are limited. The few existing investigations have found that cleaning robots using UV-C light and hydrogen peroxide can deliver some benefits in reducing microbial surface contamination but only when combined with manual cleaning [13,14]. The study quality is relatively low for both applications with possible commercial biases.

Deploying the current generation of cleaning and disinfection robots in health care settings, care homes, and schools is, therefore, unlikely to be of major benefit, and there needs be
work to establish and enhance the effectiveness of these robots in inactivating SARS-CoV-2. In addition to concerns around effectiveness, these devices are expensive at between US $30,000 and US $135,000 per unit, and organizations need to train staff to deploy and control them [13,15-17]. Disinfectant chemicals and UV-C light can also be dangerous to human health, so people typically need to leave while the robot cleans the room. This is particularly concerning for communal settings but does not preclude the use of UV-C light in enclosed empty spaces. Other factors to consider include disinfection time (some devices take a few hours per room) and issues with physical spaces and navigation (robots are not good at climbing stairs) [14,18].

Floor cleaning robots are likely to be cheaper units that can relatively easily and quickly be adapted (eg, from other types of service robots) and that can focus on one aspect of the physical environment (ie, the floor) while humans work in parallel with them, eliminating issues around disinfection time. There is, therefore, a need to catalyze the development of floor cleaning robots that can regularly clean communal settings, particularly those with a high risk of transmitting nosocomial infections. These devices can augment manual cleaning, for instance, through supporting an already stretched workforce and through reducing the risk of exposure for cleaning staff and those who work in these settings (eg, doctors, nurses, assistants, teachers), particularly in the context of shortages of personal protective equipment. Some have noted issues with the compliance of cleaning protocols promoting use of these robots, and others have highlighted the importance of effective integration with existing routines and operations [19,20], but this is unlikely to be a significant hurdle in a times of global need. If the current generation of cleaning and disinfection robots are viewed as a panacea to reduce the spread of SARS-CoV-2, the resulting overreliance on their performance may jeopardize lives unnecessarily, but this is an area for urgent development that could help with lockdown exit strategies.
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Abstract

Recent research has shown the efficacy of screening for serious medical conditions from data collected while people interact with online services. In particular, queries to search engines and the interactions with them were shown to be advantageous for screening a range of conditions including diabetes, several forms of cancer, eating disorders, and depression. These screening abilities offer unique advantages in that they can serve a broad strata of the society, including people in underserved populations and in countries with poor access to medical services. However, these advantages need to be balanced against the potential harm to privacy, autonomy, and nonmaleficence, which are recognized as the cornerstones of ethical medical care. Here, we discuss these opportunities and challenges, both when collecting data to develop online screening services and when deploying them. We offer several solutions that balance the advantages of these services with the ethical challenges they pose.
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Introduction

Recent work has demonstrated the ability to screen for serious medical conditions using search engine logs [1-5]. The development and deployment of these abilities can open new opportunities for earlier diagnosis and more equitable care but require careful consideration of the associated ethical challenges. The goal of this paper is to discuss the ethical pros and cons of these capabilities and to set the stage for a broader discussion of these issues.

Search engines are used by the vast majority of internet users to obtain information on a variety of topics, including medicine [6]. Search engine operators collect information on the interaction of users with their services to improve the operation of their search engines, for example, by measuring user satisfaction from specific answers given to them [7]. It is important to stress that the data collected by search engine operators are not collected to improve medical research or improve people’s health but to enhance search engine operation.

The data collected by search engine operators include, for example, query text, links shown to the user, time of clicking on the links, duration of reading each link, and mouse movements, which serve as a proxy for eye gaze tracking [8].

The data collected by search engines are usually anonymous, in the sense that specific individuals cannot be easily linked to their data, but, unless specified by the user, multiple searches can be attributed, with high likelihood, to the same user.

As noted above, these data have been shown to be effective for screening people for a variety of medical conditions, such as diabetes [4], several forms of cancer [1-3], eating disorders, and depression [5]. Interactions with search engines are useful for such screening because of a combination of factors, including people’s limited knowledge of the association between symptoms and conditions [9]; the fact that many conditions (e.g,
ovarian cancer) have benign symptoms, of which only the confluence indicates disease, but psychological biases lead people to focus on only the latest symptom [2]; and people’s natural tendency to defer treatment but ask about it online.

These screening capabilities offer unique advantages in that they can serve a broad strata of the society, including people in underserved populations and in countries with poor access to medical services [7]. However, these advantages come at a possible cost to privacy, autonomy, and nonmaleficence, which are recognized as the cornerstones of ethical medical care [10]. Note that the legal aspects of providing (and of not providing) these capabilities are not discussed in this work.

We note that other services, including content providers (eg, Wikipedia and patient groups [11]) and social media platforms (eg, Facebook [12] and Twitter [13]) collect similar data. However, for the reasons described above, we focus on search engines. Moreover, for a broader discussion on the ethics of internet research, readers can refer to the article by Buchanan and Zimmer [14].

In our opinion, the ethical questions that arise from the ability to screen search engine logs should be divided into questions that appear during the development of screening capabilities and questions that should be resolved before medical interventions are provided to people as part of the use of a resulting product. Here, we discuss both these areas.

Development

Incidental Finding

“Incidental finding” [15] refers to the case where, during research on one medical topic, data indicates that a person under study has another medical condition of which he/she is (possibly) unaware. Consider a person who contributes his genetic information to build a new screening test for a specific hereditary condition. Upon examination, researchers realize that this person’s genetic information reveals that he/she has another, perhaps common, mutation, which indicates that the person has a serious medical condition that he/she may not know about.

The commonly accepted solution to this challenge in genetic research is to screen for mutations that are common, life-saving, and do not require the person to have a deep understanding of genetics in order to decide whether he/she would like to be treated. If such a mutation is identified, the researcher informs the person that he/she should consult with a genetic counsellor but does not provide advice, as this is not the researcher’s specialty. This route is taken also because, if the burden of treatment (or advice) is placed on the researcher, medical research will, in practice, be severely restricted. This is also the reason that, in many cases, ethics committees recommend opting for completely anonymous research, which reduces the ethical burden on the researcher.

We claim that there is similarity between the question of incidental finding in the medical domain and the case where researchers use data collected during people’s interactions with search engines to later determine that a user may have a medical condition. This can arise from a simple interaction, such as a query suggesting suicidal ideation, to a more elaborate insight obtained from a predictive model based on interactions with the internet service. However, the analogy is not perfect. People who donate their data for medical research know that their data will be examined for medical purposes, whereas people who use a search engine do not expect their data to be used for medical research. In fact, in many cases, people who use search engines may not realize that their interaction data are being collected. We note in passing that routine experiments, such as Facebook’s modification of the order of postings by friends, caused an uproar when they were described in an academic paper [16].

Nevertheless, we argue that these differences should not prevent us from using the insight medical ethics has garnered on the question of incidental findings because people who contribute their data to medical research may not realize that other findings are possible, and on the other hand, as public awareness of search engine data grows, people will realize that these data can provide them with benefits.

Informed Consent and Autonomy

Search engines, as other internet services, have a system of consent that often includes the use of data collected by the search engine for research purposes. People who use a search engine implicitly consent to its use and further can click on the link at the bottom of the search page where its “Terms of Use” are specified. However, it is difficult to refer to this as informed consent in the medical sense. For example, the authors found that in a sample of approximately 116 million users, only 0.05% clicked on the Terms of Use page during a 1-month period. Experience from other web services suggests that even if a pop-up window would require people to consent to their data being used for research, most people would click on the window without considering what they are consenting to [17].

Additionally, Terms of Use are necessarily broad in their description and, we assume, are often broader than informed consent forms signed by people participating in medical research.

Thus, it is still a challenge to develop a form of consent that both satisfies the ethical requirements for data use and does not overburden users in their interactions with the search engine.

Willingness to Provide Search Data for Medical Research

There is often an implicit assumption that people would not want their data, collected for other purposes, to be used for medical research without their specific consent. Gefen et al [18] tried to quantify the value that people assign to their data and found that, in a sample of people from around the world, 99% were willing to provide their search engine data in exchange for monetary compensation lower than US $1500 and 53% were willing to pay to have their data analyzed, even if the value of the analysis would be to the society at large rather than to them directly.

Thus, while a minority of users would not agree to the use of their data regardless of compensation, many would agree, and a relevant portion of the population even sees value in the
availability of these services, which exceeds that of the data itself.

Anonymity
As noted above, most of the search data used for medical research has, to date, been anonymous as far as researchers are concerned. This anonymization is provided through the provision of a random user identifier and by not including information that could easily compromise anonymity (eg, location). However, as shown in the AOL leak [19], a malicious researcher may be able to identify a small number of users when such anonymization is used. Therefore, it may be necessary to assume that data are not fully anonymized to a malicious researcher and perhaps even sometimes to a benevolent researcher.

Companies collecting data may, on the other hand, be able to identify a user. This can happen, for example, if users register to their services with their real name. Thus, even if data are anonymous to a researcher, it could, conceivably, be deidentified by the organization collecting the data. In such a case, the problem of incidental findings can arise, as described above.

Finally, an advantage to having data linked to an individual (either anonymous or identifiable) is the ability of users to control the use of their data, as offered, for example, in the European Union’s recent General Data Protection Regulation (GDPR).

Representativeness
The question of representation in internet data appears in several forms. First, there are the questions of who uses the services from which data are collected and whether they faithfully characterize the entire population. Second, not all people use the internet in similar ways to acquire information, which causes another form of bias in the data.

The first source of representation bias could greatly impact populations, especially in financially disadvantaged parts of the society and in countries with lower access to the internet. Although many efforts have been devoted to closing this gap, it still exists. For example, the percentage of people with access to the internet in different countries ranges from almost 0% to 100% [20]. Thus, it is important to account for such representation biases when using the data to build a model that can be useful to all people.

The second source of representation bias is less well known but is no less important. As shown in past work [21], the use of search engines for medical queries, for example, is highly dependent on people’s age and gender. Moreover, only around 16% of people use search engines to query for medical information [9], adding to the representation bias.

Summary
Taking the above-mentioned points into consideration, we suggest that in the case of research on medical conditions using search engine data collected for operational purposes, it may be preferable to use anonymized data rather than to obtain consent for the use of identifiable information. If the former route is taken, it is important that ethical committees approve the research, serving in their capacity as representatives of society. We recognize that this is an imperfect solution because of both the inability to seek informed consent and the difficulty for ethics committees to represent search engine users who come from a range of countries and societies, each with its own norms and expectations. However, we view this as a balance between the competing challenges outlined above.

Production
Approaches for Providing Search-Based Screening Information
Once a screening method is developed, it may be put into regular use. This could be done in several ways, which are described below.

Suppose an anonymous search engine user is predicted to have a medical condition (eg, screened positive according to interactions with the search engine for the medical condition). The first and most intrusive way to provide the user with this information is to display a notice at a prominent location on the screen. This is currently done only to people who search for information on how to kill themselves [22] or for related topics. In such cases, a banner notice is displayed with the telephone number of a local helpline.

Another way that could be used is to bias (modify) search results toward suggesting the suspected condition. For example, if a user searches for “constant thirst,” instead of showing the regular set of results, users who are predicted to have diabetes will be shown more results that suggest diabetes. A similar “personalized search” is currently part of the service of all major search engine providers (eg, when results are served such that they are relevant to the user’s current location). Therefore, such a solution might not be perceived as a major change by users.

The third way we envision to display information is through the use of search advertisements [3]. Advertisements are not part of the main search results (“organic results”) and are assessed differently by users [23]. People who search for diagnostic information (“do I have diabetes?”) will be shown advertisements that would suggest help in diagnosis (“Worried you have diabetes? Click here to obtain more information”). People who click on the advertisements will be given diagnostic assistance, for example, in the form of clinical questionnaires. As shown recently [3], it is possible to train advertising systems to focus on people who are the most at risk.

We note that advertising in the health domain is currently limited by the policy of advertising systems. On one hand, this prevents abuse of the system by purveyors of unapproved medical services, but also means that any use of this method will often require approval by advertising system managers.

A fourth method to inform people of a possible medical concern is through the normal use of a search engine after first obtaining informed consent to provide these insights. If this method is adopted, users will be shown an informed consent form whenever they are identified as new users by the search engine. The form will offer the users to receive screening information but will default to not receiving the information unless the users...
positively indicate their interest in receiving this information. Users who consent will then be given alerts whenever a possible medical condition is predicted, based on their queries and behaviors.

Finally, a system might be built where users register and agree to provide their search data on a continuous basis in exchange for alerts when a medical concern is identified in these searches. The data collection, storage methods, and data use would be clearly described to the user. This is similar to services that analyze people’s genetic material, where their data will be the search data (or browsing data, in general) and the analysis will be conducted on an ongoing basis, rather than a single transfer of data. Such a system could be offered by search engine providers or, perhaps preferably, by medical providers or dedicated companies.

Unsolicited Diagnosis

Unsolicited diagnosis [24] or unsolicited medical opinion [25] refers to the case where people may be provided with medical information when they do not expect it. For example [26], consider the case of a dermatologist who is standing at the back of an elevator at the mall and notices that the person standing in front has a mole that the dermatologist thinks is likely cancerous. In this case, the person who has the mole is not expecting to receive a diagnosis from a random person at the mall (though a specialist in this case), and thus, this is a case of unsolicited diagnosis. Medical ethicists have considered the question of whether the medical specialist has a duty to inform the person to seek medical attention and whether the specialist has a right to do so. On one hand, the person is not expecting a diagnosis and there is no doctor-patient relationship between the two. On the other hand, not informing the person may lead to serious and irreparable damage. The conclusion reached by some ethicists [26] is that medical doctors have a duty to offer their unsolicited medical opinion, especially when the medical condition requires urgent attention for treatment. However, doctors need to consider the possible harm of such an intervention. Note that a legal duty to act is very much country-specific, often defined through legislation (ie, “good Samaritan” laws [27]) to protect people who take such action.

We note in passing that the balance between benefit and harm for the individual may differ from that for the society. For example, some conditions currently have no treatment because they cannot be identified early enough and so many people would prefer not to know that they have such conditions. However, suppose search engine data could provide such an early alert [28]. In such a case, if enough people knew they have these conditions, pharmaceutical companies might be compelled to develop treatments. However, as this is a secondary effect, we have not focused on it.

Risk Compensation

Risk compensation (also referred to as moral hazard [29]) describes increased risk taking caused by the perceived usefulness of safety measures. For example, it has been suggested that condom distribution fosters inhibition among HIV-positive people [30].

If internet platforms disclose offering screening services, users may choose to modify their behaviors in ways that could harm them. For example, as noted above, only around 16% of users queried about medical symptoms prior to diagnosis [9]. It is difficult to predict illness for people who do not query, but they may assume that a screening model is examining their queries and will alert them when it is necessary to visit a health provider, thus preferring not to access medical care even when they think they should. This is especially likely in the fifth solution described above, because users who register with a dedicated service expect it to provide such alerts. Therefore, it may be important for such a service to alert users about its inability to screen when it predicts that they will not ask relevant questions.

Cost of Errors

No system is perfect, including those discussed in this paper. The cost of errors is an important factor in whether and how information should be provided to users. A false positive error means that a person is informed (depending on the method of provision described above) of a medical condition when he/she does not have one. This can cause undue stress and result in unnecessary medical procedures [31]. A false negative error means that a person who should have been provided with an alert does not receive one, possibly causing late diagnosis (as described above).

Summary: Advantages and Disadvantages of Different Notification Methods

The first method described above, whereby a notice is shown to the user, is advantageous in that it provides people with immediate, clear, and actionable information. However, we advocate its use in only the most extreme situations (eg, expressed intention of suicide) because it is intrusive and may cause more harm than good in the form of breaching privacy and impinging on people’s autonomy.

The second (biasing results), third (advertisements), and fourth (explicit prior informed consent) methods are advantageous in that they do not force information upon users and allow users to decide if they would like to use the offered information. These methods (especially biasing results and advertisements), however, somewhat impinge on privacy and autonomy. Additionally, not all users will recognize the help offered to them, and only some will make use of it even when they recognize it. We note that in the case of advertising, the act of choosing to click on the advertisement should be considered informed consent (assuming that the advertisement is appropriately phrased). We also recognize that obtaining explicit informed consent (eg, the fourth method) can be difficult from a design perspective and can burden users who, for example, use private browsing. For these reasons, we believe that these methods, especially the one using advertisements, correctly balance benefit and harm.

Finally, the fifth method (dedicated system) is clearly superior in terms of autonomy and consent, but based on prior experience, we assume that only a minority of users, probably skewed toward the more affluent parts of society, will use this method. Thus, while extremely beneficial for individuals, it should be considered less useful at the societal level.
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Abstract

This study aims to review current issues regarding the application of blockchain technology in health care. We illustrated the various ways in which blockchain can solve current health care issues in three main arenas: data exchange, contracts, and supply chain management. This paper presents several current and projected uses of blockchain technology in the health care industry. We predicted which of these applications are likely to be adopted quickly and provided a supply chain example of tracking the transportation of organs for transplantation.
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An Introduction to Blockchain Technology

Blockchain technology is a distributed database that records and stores transaction records. Specifically, blockchain is a record of peer-to-peer transactions built from linked transaction blocks that are immutable and shared within a network.[1] A distribution ledger is “a type of database that is shared, replicated, and synchronized among the members of a network. The distribution ledger records the transactions, such as the exchange of assets or data, among the participants in the network” [2]. Distribution ledgers can be classified as public or private. A public distribution ledger is anonymous in the sense that each user has a copy of the ledger and participates in confirming transactions independently, whereas a private distribution ledger is not anonymous. A permissioned blockchain requires that individuals be given a copy of the ledger and permission from an organization that oversees the ledger to participate in confirming transactions. This technology allows organizations to manage privacy and Health Insurance Portability and Accountability Act concerns as most will be private and require permission.

Blockchain technology, which is currently revolutionizing industries globally, is well suited for identity management, transaction processing, record management, and public health surveillance. This disruptive technology is creating innovative solutions for complex issues in a variety of industries including fishing, diamond, fashion, shipping, banking, and now health care, which are discussed in Multimedia Appendix 1 [3-11]. This paper discusses how this technology may solve some of the largest, most complex, and convoluted problems in the health care industry today. It also introduces a framework to assess the adoption of blockchain technology in health care proposed by Iansiti [12]. This framework is used to justify an example of blockchain application that is likely to be adopted quickly to a transportation chain of custody system for organs intended for transplantation.

Figure 1 illustrates a simple blockchain with N blocks. Each block has data, a hash of the previous block, and a hash of the data in this block. The dashed lines define the region where the block hash covers. Each block is linked to the previous block (except the root block) and every block in the secure chain. If any data in a block are changed, then the hash for that and later blocks will be incorrect. The distributed nature of blockchain means that everybody has a copy of the chain and must also make the same changes to keep the entire blockchain consistent, which is highly unlikely (ie, high Byzantine fault tolerance). This is a model of distributed trust where one or more bad actors do not compromise the integrity of the database.
Interactions among participants occur across the network to store, exchange, and view information. The ledger will permanently record data in a sequential chain where confirmed and validated transaction blocks are linked and chained from the beginning of the chain to the most current block [2]. Once a transaction is added to the block, it cannot be altered because each block must be verified from all users with access to the ledger, which ensures the integrity of the information being shared. As the blockchain network automatically conducts a self-check, it results in greater transparency and reduced corruptibility.

Blockchain technology does not use any form of centralized authority. The records are public and easily verifiable. In health care, these blocks will not be completely public, but those who are given permission will be granted access to verify whether the information is correct before it becomes part of the blockchain. An audit trail follows every transaction for authentication purposes, and each record has a timestamp and a unique cryptographic signature [2]. The cryptographic signature, also known as a digital signature, allows a user to sign with a private key to track the origination of the transaction information. Blockchain technology uses encryption for security control and authentication via a public and private key. A user’s public key is their address on the blockchain, whereas a user’s private key is similar to a password that provides access to data. The combination of public and private keys ensures that the data stored on the blockchain are incorruptible and traceable to the origin source while keeping that source anonymous.

A cryptographic hash serves as the digital signature for a block of data. Hashing, along with the use of public and private keys, proves that information in the transaction has not been altered. The goal of blockchain technology is to serve as a digital ledger that will eliminate the intermediaries with the use of cryptographic hashing and timestamps to establish digital trust among users and to allow direct and efficient transfer of data and information [13].

**Growing Interest in Blockchain and the Health Care Industry**

On the basis of the successful use of blockchain in other industries, as described in Multimedia Appendix 1 [3-11], we examine and predict how health care could benefit from this technology and the speed of adoption of different applications in 3 arenas: data exchange, contracts, and supply chain management. Each arena is depicted below with an illustrated tree and description of the components making up each potential areas for improvement. These applications are derived from a set of relevant papers commissioned by the Office of the National Coordinator [1,2,14-18], other related research [19,20], and the authors’ experiences in the health care industry.

**Overview of Health Care Problems**

Health care is a complex industry with various influential stakeholders. Blockchain-based technology has the capacity to disrupt the logistics of the health care industry through innovative solutions to the challenges faced in the industry, which include but are not limited to the following: (1) supply chain management, (2) technical issues in data management, (3) smart contracts, (4) confidentiality of personal health information (PHI), (5) enabling and/or assisting implementation and assessment of alternative payment models, and (6) virus outbreak tracking and surveillance.

**Data Exchange**

Management of the large amount of data collected by health systems presents a technological challenge for health care systems, payors, regulatory agencies, government overseers, and professionals. Challenges in data management specifically include data structure, security, data standardization, data storage and transfers, governance and ownership of the data, inaccuracies, and real-time applicable analytics [21]. The two-part verification system utilized in blockchain technology creates potential solutions to these issues. The private or public key system in blockchain allows for trust to be established to efficiently transfer data in a manner that is traceable and secure.

Figure 2 graphically depicts some opportunities provided by blockchain for exchanging health care data. These applications could allow the health care industry to improve data exchange across all industry areas, including exchange, storage, and record tracking.
For long-term success, blockchain technology application must supplement the electronic health records (EHRs) that health care systems and providers are currently using. Certainly, for multiple reasons (ie, cost, compliance, and meaningful use requirements to name a few), blockchain technology cannot replace EHRs. Supply chain management for organ transport is a good example of an application where early adoption is likely because the application of this technology is well understood (not novel) and simple to implement (not complex) as it is independent of the EHR function. Blockchain technologies have already been developed on platforms such as Chronicled [22], which tracks a range of products including drugs, blood, and organs.

Likely applications to health care data management and storage include the following:

1. The potential to manage data created by a patient encounter with the Internet of Things (IoT) for cross-institutional data sharing. A blockchain infrastructure for the IoT could manage health data from wearable devices [15]. Blockchain could also be used for cross-institutional sharing of health care data via health information exchange networks, application programming interfaces, and the use of standards. Cross-institutional sharing will allow significant increases in clinical and research efficiency through access to data from multiple health care institutions and continuity of care across multiple health care venues based on provider access to consistent patient information.

2. Fast Healthcare Interoperability Resources (FHIR) and the smart security infrastructure ensure data privacy and interoperability with EHRs. These features allow individual institutions to retain operational control of their data and ensures that sensitive patient data are not shared on the blockchain for security and confidentiality measures [17]. Most importantly, FHIR allows for full collaboration among institutions and public health organizations for better care coordination, outcome-based care, population health as well as enabling other diverse data to be shared for research purposes.

3. Blockchain ensures privacy, security, and trust in real-time, distributed data structures. It also ensures provenance, data verification, and data accuracy. For example, linked hashes and public or private key cryptography will help ensure data integrity and tracking of ownership, which can be used to store parts of the EHR (or a pointer to it) on the blockchain to be accessed across multiple health care systems. A public blockchain could be used as an access control manager to health records that are stored off the blockchain. This will allow access to data through a secure user’s unique identifier, encrypted link to the health record, and timestamp of each transaction. Blockchain could serve as an immutable audit log where data queried on the blockchain are tracked to ensure that data are only accessed by authorized personnel [16].

4. Blockchain is also attempting to address the confidentiality of PHI through a secure and encrypted data exchange network [2]. Blockchain could enable patients to manage and control their own health information to stay educated and aware of their health care needs. One example is to allow patients to hold custody of their health care data and control where and how the data can be used to share health data in a timely manner for better patient care [21,23]. Strong encryption and an immutable transaction ledger will allow patients to use web-based or mobile apps to view and grant or revoke access to specific parties [23].

5. Finally, an MIT lab has developed a MedRec prototype that uses blockchain technology for data management and record keeping. MedRec manages authentication, confidentiality, accountability, and sharing of sensitive data while facilitating interoperability and making health information technology (IT) convenient and adaptable. Additionally, MedRec is integrated with the organization’s existing local data storage solutions to pull aggregated data across networks. “The MedRec prototype provides a proof-of-concept system, demonstrating how principles of decentralization and Blockchain architecture could contribute to secure, interoperable EHR systems” [15]. MedRec can also be used to track medications used by patients and serve as a repository for medication storage and management.

6. Now more than ever, blockchain technology can help monitor the spread of disease, patient data management, insurance, provider directories, and supply chain of food sources. As the Coronavirus disease 2019 pandemic...
continues to spread rapidly across the country, this technology can be used to trace cases and transmission patterns. Recently, the US Department of Homeland Security published guidelines for using blockchain to accurately track and trace the movement of goods in the supply chain [24]. IBM Food Trust is currently using distributed ledger technology (DLT) to monitor the movement of food throughout the United States to assess the food supply during this pandemic.

**Contracts**

Figure 3 illustrates the opportunities where blockchain could be employed to improve contracts in the health care environment. Smart contracts allow users to automate and track certain state transitions. The party receiving new information receives an automated notification and can verify the proposed record before accepting or rejecting the data. This keeps participants informed and engaged in the evolution of the record. Overall, contracts are broken down into 3 branches: types of contracts available to use, health tracking data, and process and storage.

1. The first area of focus is the different types of smart contracts that allow users to automate and track state transitions. The party receiving new information receives an automated notification and can verify the proposed record before accepting or rejecting the data while keeping the participants informed. The 3 types of smart contracts are summary contracts, registrar contracts, and patient-provider relationship contracts [15]. A summary contract functions as a bread crumb trail for participants in the system to locate their medical record history. Providers have references to patients they serve and third parties with whom their patients have authorized data sharing [15]. Smart contracts allow participating parties to build a trusting relationship through increased transparency and tracking with each transition and record evolution.

2. Smart contracts could advance methods used for tracking health data. As previously mentioned, cross-institutional data exchange can allow data to be gathered on patients on a microscopic through to the macroscopic level when comparing patients with similar conditions and/or demographics [17]. Smart contracts could be used to track enrollment for health plans giving providers and patients a better understanding of benefit utilization [14]. In terms of population health, data gathered nationally could be accessed by researchers and institutions to study epidemiology when data (or pointers to these data) are stored in the blockchain, making the data interoperable, secure, and easily accessible and traceable. Smart contracts allow participating parties to understand the utilization of health data while providing secure and auditable tracking of access.

3. One significant benefit of a smart contract is its ability to provide process and storage for contracts, project management, and health data. Contracts and other vital information are stored on the blockchain, establishing a network of trust among the parties involved. This allows health organizations to share patient data that are deidentifiable, ensuring confidentiality. The decentralized database solution provided by blockchain is a key resolution to interoperability and record storage while maintaining health data and other health-related information [2].

**Supply Chain**

In health care, issues arise with transparency and IT and tracking costs when following items along the supply chain [21]. Blockchain has the power to solve these issues by creating more transparent, instantaneous tracking of high-value items through its shared digital ledger. The final tree in Figure 4 illustrates the opportunities for the use of blockchain in the medical supply chain.
Supply chain. These areas include high-value items, medical devices, and durable medical equipment.

Figure 4. Supply chain tree. IV: intravenous.

1. Supply chain managers responsible for high-value items would benefit from the implementation of a blockchain supply chain ledger. High-value items that hospitals must track include organs for transplantation, blood products, expensive medications, operating room equipment and medical implants such as heart valves, and prosthetic blood vessels or hardware. Furthermore, some of these items, such as organs, blood products, and medications, may have stringent transport requirements such as transport time, temperature for transport, or regulatory transport compliance policies, which can be tracked in a distributed blockchain log. Blockchain’s traceability and transparency through the digital ledger can create a more efficient and effective way to manage high-value items along the supply chain. The distributed database will allow each party to come into contact with the high-value item to verify its location, compliance with transport requirements, and document handoffs. This will create transparency of transactions and the irreversible records entered in a distributed supply chain database [12]. This enables high-value items to be tracked in real time, improving inventory management, minimizing courier costs, identifying issues faster along the supply chain, reducing errors, and improving the use of limited resources such as operating room time [19]. Implementing blockchain technologies in the supply chain management of organ transportation should increase the rates of patients receiving allocated organs in a timely manner, and will provide a ledger that cannot be changed. By managing organ transportation from the donor hospital to the recipient with a distributed infrastructure, time sensitivity issues are monitored such that each transport team knows exactly when an organ is being removed, how long transportation will take, and how long after retrieval the organ will arrive at the recipient facility and placed into the transplant recipient. With electronic tracking, we can also monitor which parts of the organ transport system failed or lacked efficiency and work on improving the process. By using blockchain to track the organ in its journey from the donor to recipient, it can improve efficiency throughout the entirety of the process, ensure compliance with regulatory policies, and allow for innovation in organ transport, such as the use of drones for organ delivery.

2. One example of the potential use of blockchain in the healthcare industry is DonorNet, a secure internet-based system in which organ procurement coordinators (OPCs) send out offers of donated organs to transplant centers with compatible candidates. This system allows organ procurement organizations (OPOs) to add or modify information on donors and donor organs, initiate the donor-recipient matching process, and record organ placement information once the organ is accepted by the transplanting center based on the United Network of Organ Sharing (UNOS) designated policies. The donor-recipient match process ranks all matched, active candidates with specific information entered for a given donor organ. The resulting match list is the guideline by which individual organs are offered to listed transplant candidates. OPO personnel post donor information in an electronic file format for review by transplant personnel. Such files include the OPO’s donor information form, ancillary confirmatory information such as ABO blood type, past social history, medical history, consent for donation, serology results for communicable diseases, digitized x-ray images, and other UNOS-mandated information regarding the donor. The intent of DonorNet was to remove an intermediary for organ acceptance and communicate directly with the physician...
or surgeon making the organ acceptance decision. By viewing posted source documents in a UNOS-specified and consistent fashion in DonorNet, transplant center personnel can reach an informed decision of whether to accept the organ for their transplant candidate [25,26]. Updating information into DonorNet is not a static process; however, currently, there is no way to notify the potential transplant centers of updated donor information other than the OPC reaching out with a phone call. Blockchain technology would avoid the time delay for a phone call and put in a system of checks and balances such that each party in the organ offer transaction acknowledges updated information, which is an important patient safety issue.

4. Once the organ is accepted by the transplant center, for example, kidney allografts, the retrieval process may occur long distances away from the transplant center. Currently, organs are shipped via transport companies, including commercial airlines and commercial courier services in some circumstances. With the implementation of blockchain technology, organs could be tracked more precisely along their transport route with a recording of each point of data entry and physical contact along with any important information about the condition of the organ during transport (such as pump perfusion numbers). According to the adoption framework being used [12], applications such as tracking access to EHRs that have a high degree of novelty and complexity or coordination will have slow adoption. Applications such as transplant organ availability and transport tracking of these organs are less innovative and require much less coordination with current EHR infrastructure, implying faster adoption. These functions allow for our organ transport example to keep patient information private and secure; however, it also allows the transplant center to allocate limited resources, such as operating room time, in a more efficient manner. In our example, the organ and blood type may remain in the public domain for all users to know which organ is being tracked. However, PHIs such as the donor or the recipient may be protected under encryption and only those with a private key will have access to that data.

5. The next branch of the tree, medical devices, including implanted medical device technology, fall under the same branch as wearable medical devices. Implantable technology includes cardiovascular defibrillators, pacemakers, heart valves, and infusion pumps that must be surgically embedded into a patient. For example, in 2017, 465,000 pacemakers in the United States, and an additional 280,000 pacemakers internationally, were recalled by Abbott because of a design flaw in which hackers could access and modify programming commands to the implanted pacemaker, which could result in patient harm from rapid battery depletions or administration of inappropriate pacing [27]. The results of this hacking could lead to serious medical events or death. This example demonstrates where the same technology that allows for medical devices to be tracked along the supply chain can provide enhanced security for implanted medical devices. The security provided through the public or private keys, which allow verification to add new blocks or alter blocks to the chain, is valuable through the cryptographic hash function. Wearable medical devices and data from these devices are also included as part of health care. Wearable technology that can be improved through blockchain includes oxygen tanks, glucose monitors, and heart monitors. Implantable technology, including cardiovascular defibrillators, pacemakers, and infusion pumps, must be surgically embedded into a patient. For example, in the case of a glucose monitor, the patient or provider can issue a private key that could automatically and securely record a patient’s blood glucose levels, and then, potentially, communicate with an insulin delivery device to maintain blood glucose at a healthy level [28]. This tracking of wearable medical devices would allow for information to be tracked by patients and providers in real time.

Finally, the last branch under medical devices is high-tech medical machines. High-tech machines in hospitals include the da Vinci Surgical System, NvisionVLE Imaging System for Advanced optical coherence tomography imaging, and even atom-smashing machines used in cancer treatment. Similar to high-value medical items from the other branch of this tree, tracking these items along the supply chain is important for the machine’s maintenance and performance logs. Applying blockchain technology to the maintenance and performance logs would require any person logging in, such as a provider completing a procedure or an engineer completing maintenance, to log in with their private key. A record would be provided for every use, update, or repair performed on these expensive machines while clearly tracking the machines’ use throughout their lifecycle.

Blockchain has the ability to affect organ transplants not just in supply chain management but also in smart contracts and data exchange. Blockchain acts as a replacement for paper records and allows for a real-time view of each transaction along the supply chain process. As there is no central authority, all users have the authority to add transactions, but they may not change any history. This provides transparency in the process and makes blockchain a safe, interoperable solution to organ transplant and other medical technologies [29].

Predictions for Blockchain Technology

Figure 5 illustrates the use of the framework by Iansiti to display the degree of novelty and complexity of each proposed application and the speed of likely adoption. The first quadrant is single use. These technologies are low-novelty and low-coordination applications that create better, less costly, highly focused solutions [12]. The location of each mark in the quadrant indicates the level of novelty and complexity. Email is a non–health care single-use example, which provides an inexpensive alternative to traditional mail. Blockchain technology in its beginnings fell into this quadrant when it was being utilized only as cryptocurrency. In the health care field, high-value items supply chain management fits into the single-use category. This quadrant would be the easiest and quickest to adapt into health care organizations because it is low novelty and requires low levels of coordination and complexity to implement. One example of application in this
quadrant is tracking high-value items such as organs, blood, and IV fluids. The ability to trace real-time movement along the supply chain provides unprecedented traceability and transparency for organizations. Another example is pharmaceutical drug tracking. Recently, SAP and Chronicled teamed up to produce a blockchain solution to detect counterfeit drugs. The application would allow multi-user verification to track prescription drug routing within the SAP collaboration hub [30]. The adoption of a blockchain would allow wholesalers and pharmaceutical companies to increase information sharing across the industry to improve patient safety. The low levels of coordination, complexity, and novelty make these technologies contenders for the first blockchain technology to be implemented in health care. The ease of implementation, transparency, accountability, and efficiency would be immediately beneficial for the installation of these technologies.

**Figure 5.** Evaluation of the proposed applications using Marco’s framework. EHR: electronic health data.

Although blockchain is not a novel concept, the use of blockchain itself may not be necessary in all of health care. Health care values privacy, transparency, and integrity more than the anonymity of user input [31]. Therefore, utilizing parts of blockchain technology, such as tamper-resistant technology, may increase the security of patient data and supply chain of high-cost necessities.

The next quadrant is localization, which comprises innovations that are relatively high in novelty but need a limited number of users to create immediate value; therefore, it is still relatively easy to promote their adoption [12]. This indicates that health care organizations would build on their single-use quadrant to branch out into implementing other blockchain-based technologies. Building of the single use of a high-value item supply chain would be the localization of process and storage. This would be the implementation of various technologies under the data exchange and contract trees, which would allow for blockchain technologies to begin storing data and processes on a blockchain network. For example, the storage of signed smart contracts or records of those who have accessed patients’ EHRs.

The third quadrant is substitution, which is the predicted utilization of blockchain that will become compelling substitutes or replacements of existing technologies. This technology can only be implemented by building off the foundational technology implemented in the single-use and localization quadrants. This technology is “relatively low in novelty because they build on existing single-use and localized applications... These innovations aim to replace entire ways of doing business.” An example of this would be the different cryptocurrencies that have evolved out of Bitcoin. In this quadrant for the health care industry, there is the equipment supply chain or the implantable and wearable medical devices, tracking EHR access, and supply chain to improve current issues of cost and transparency. However, this technology can only be implemented by building on the foundational technology implemented in the single-use and localization quadrants.

The last quadrant is transformation, which, like substitution, is high in its degree of coordination and complexity to implement and high in its degree of novelty. This technology fundamentally changes the way businesses are created and capture value [12]. Industry leaders use these technologies as keystones that proactively organize, influence, and coordinate the spread of networks of communities, users, and organizations [12]. This technology can be used for various types of smart contracts, health data tracking, the medical device supply chain, and data exchange. Smart contracts have the power to transform the system as they automate payments once the negotiated conditions are met in addition to being completely transparent and accessible. Health tracking data and data exchange will allow for better analytics to occur that will be easier for patients.
to understand and allow for bigger data to be more easily manipulated for better understanding. The items under transformation are long-term goals, whereas single-use application and localization applications can be achieved in the near future.

**Example of an Organ Transport Database and Transpiration Tracking**

There is no lack of blockchain utilization in the health care and supply chain. One major area of interest for blockchain technology that has not been thoroughly investigated in health care is organ transplant supply chain management. The distributed blockchain ledger will record any individual who has come in contact with the organ as well as their location. Individual transactions are added into a block and cannot be altered. This system to record transportation information will not only help track organs but also distribute them to the appropriate locations within an allotted amount of time. All users who have access to a cryptographic key are able to track each step of their transportation. This ability is because each network user has their own replicated copy that allows for accountability and inhibits information tampering. Unlike in other industries, if 1 step of the supply chain process is delayed or halted, a recipient may lose their opportunity to be transplanted because organ transportation is highly time sensitive. Implementing blockchain technology and adding time alerts may remove the opportunity for error from the process.

Overall, the lack of novelty and complexity makes supply chain management in organ transplant a viable and feasible solution. Organ transport tracking via blockchain is feasible because it is easily adopted owing to its low novelty and complexity, as shown in Figure 5. Supply chain management of high-value items is common in health care and other industries. As discussed in the framework, using blockchain in supply chain management for high-value items is not a novel idea. Industries such as fishing and farming have been using this technology for years with great success. Implementing the technology in health care should be a relatively smooth transition as many flaws from lessons learned by the other industries have been discussed in this paper.

Startup technology companies have already begun experimenting with using blockchain in pharmaceutical supply chain tracking. Blockchain technologies have helped optimize the manufacturing, distribution, and dispensing of pharmaceutical products. They found that managing the supply chain end-to-end has decreased the amount of counterfeit medicines used for patients [32]. Another advantage of using blockchain technology in pharmaceuticals is that it can manage drug recalls easily by locating exactly who had access to the drug in question. The ability to use smart contracts also helps automate processes to reduce costs.

The complexity of developing the blockchain codes is simple and user friendly once implemented. Individuals provided with the key to enter the blockchain will be able to identify organs and their locations. This technology will increase the accountability of all involved personnel, from the procurement of the organ to the final delivery of the organ. Another factor in reducing the complexity of implementation of the supply chain management of transport organs is that this process is likely not part of the organization’s EHR. This independency from EHRs and its vendor makes the adoption of this application simple.

As discussed throughout the paper, tracking transport organs is likely for fast adoption because of its common use in supply chain management, independence from the EHR, and advantages to the current infrastructure. The implementation of blockchain will facilitate communication in real time, identify any issues during transport, and allow for better efficiency in the use of limited resources (eg, hospital beds for admissions or time). The implementation of blockchain to supply chains in health care can help track each step of the transportation process from procurement of the organ to the surgery of the recipient.

**Conclusions**

The transformative power of blockchain has proven beneficial in non–health care industries. Blockchain has benefited non–health care industries with improved supply chains in terms of accountability, traceability, and transparency. It has proven its ability to improve outdated methods in other industries and can be applied to the health care industry as well. Application to health care will first be as single use in high-value items’ supply chain, but we predict that it will eventually reach transformation and disrupt the industry through innovations such as smart contracts. Enabling blockchain to solve many complex issues that the health care industry encounters today will allow a transformation that will lead to improved and innovative methods for viewing the health care industry. Although we discussed many uses of blockchain in this paper, we do not suggest using blockchain in its current form. Depending on the needs of a company, the DLT can be adapted from traditional blockchain uses to suit its needs.
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Abstract

A novel pneumonia-like coronavirus disease (COVID-19) caused by a novel coronavirus named SARS-CoV-2 has swept across China and the world. Public health measures that were effective in previous infection outbreaks (eg, wearing a face mask, quarantining) were implemented in this outbreak. Available multidimensional social network data that take advantage of the recent rapid development of information and communication technologies allow for an exploration of disease spread and control via a modernized epidemiological approach. By using spatiotemporal data and real-time information, we can provide more accurate estimates of disease spread patterns related to human activities and enable more efficient responses to the outbreak. Two real cases during the COVID-19 outbreak demonstrated the application of emerging technologies and digital data in monitoring human movements related to disease spread. Although the ethical issues related to using digital epidemiology are still under debate, the cases reported in this article may enable the identification of more effective public health measures, as well as future applications of such digitally directed epidemiological approaches in controlling infectious disease outbreaks, which offer an alternative and modern outlook on addressing the long-standing challenges in population health.

(J Med Internet Res 2020;22(9):e21685)  doi:10.2196/21685
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Introduction

A pneumonia-like coronavirus disease (COVID-19) outbreak caused by a newly identified coronavirus, SARS-CoV-2, swept across China in early 2020. As of early June, 215 countries or regions have reported confirmed cases, with 6,799,713 confirmed cases and 397,388 deaths, and a case fatality rate over 5.84% worldwide [1]. With the increasing incidence of confirmed cases, corresponding spread control policies and emergency actions are taking place. Holiday travel related to
the Spring Festival in China has led to great difficulties in tracking suspected cases for outbreak control.

Conventional epidemiology dating back to the 1800s mainly relies on health-related data such as information gathered within health care systems, medical records, or insurance systems. Such data can only be collected and recorded from diagnosed or treated patients; therefore, it would be outdated and hinder the corresponding management efforts upon the abrupt outbreak of infectious diseases [2].

The public health measures that showed effectiveness in previous infection outbreaks (ie, mass use of face masks, social distancing, and home quarantine) were also implemented in the COVID-19 outbreak. Although the effectiveness of these public health measures in this outbreak is not clear, the availability of multidimensional media network data can provide an alternative outlook that takes advantage of the recent rapid development of information and communication technologies, allowing for better tracing and control of the disease spread. The quantity and dimensionality of data have substantially increased along with the continued development of technologies (eg, telecommunication), revolutionizing the way we communicate. Such technologies have shown great potential in terms of convenience and precision for the surveillance and modelling of infectious diseases such as influenza and severe acute respiratory syndrome, through extracting information from electronic health (eHealth), electronic payments, the internet, and social media [3,4]. This also brings epidemiology into a new era, that of so-called digital epidemiology [5], where digital data or data that were generated outside of the public health system are used, as proposed by some scholars [6]. Social media provides much of the data generated on the internet; by examining the search index or the texts posted, researchers can foresee the outbreak of an infectious disease. If certain keywords were searched for many times during a short period of time, this could indicate an infectious disease in the community; Google Flu Trends (Google Inc) makes use of this type of data [7-9]. Moreover, the spatiotemporal data related to individual behaviors can be extrapolated from the use of electronic payments, cellular service, or social media to study the distribution, incidence, and etiology of a disease, contributing to disease prediction and prevention [7,10-12]. However, some scholars in digital epidemiology have excessively used the internet, web-based systems, or network surveillance of media information, which may be biased and constrained by information overload, false reports, a lack of specificity of signals, and sensitivity to external forces [10].

Nowadays, advances in mobile applications have enabled users to perform daily activities on their mobile phones, including making electronic payments and checking social media. The data on each activity performed, including the location of the mobile user, were also stored (Figure 1). Generally, there are three types of electronic data streams in the field of epidemiology, namely medical encounter data (eg, electronic records of medical institutions), participatory syndrome data (eg, personal health data, data from the population), and nonhealth digital data (eg, data from internet search engines, social media, or mobile use) [13]. The everyday movements of individuals create a dynamic link that connects people, which can be used to study the geographical spread and sustained transmission of infectious diseases [5]. In the past, population movements were traditionally estimated using travel surveys, road networks, or small-scale GPS studies, which have long hindered efforts to understand these dynamics [5]. Diverse types of digital trace data may enhance exposure measurement and facilitate strong tests of specific routes of transmission [5]. These data sources, if used appropriately, can provide preliminary and timely information about disease outbreaks and related events around the world. Furthermore, these sources enable a reduced time between initial detection of an outbreak and formal recognition of an outbreak, thus allowing for a more expedited response to such public health threats [14]. Since the epidemic spread is related to location-specific human contact patterns [15,16], it is deemed that more accurate estimates of transmission routes and the number of infection cases can be achieved by using available big data derived from mobile phones and video surveillance. Here, we present two publicly reported cases of COVID-19 in China that demonstrated the significant role that digital data can have in modernizing epidemiological investigation, showing the potential of guiding public health measures accordingly (Figure 2).
Figure 1. An infographic illustrating the development of digital epidemiology and its application in controlling infectious disease epidemics. CDC: Centers for Disease Control.
By using a phone carrier’s mobile phone tracking system and scrutinizing the data transmission between different base stations under the authorization of the local government, 3557 people were identified as general contacts and 8 people were confirmed as having infections. Strict measures were then undertaken: 8 confirmed cases and 2 suspected cases were admitted to hospital to receive treatments, 52 close contacts were observed in intensive medical quarantine, 91 key subjects received home medical observation, and all 3557 general contacts were followed up and monitored.

Case 1

A male, a resident of Village A, City A, China, was diagnosed with COVID-19 on February 1, 2020 [17-19], after returning from Wuhan, where he ordinarily lives and works. To avoid unnecessary interruption to his schedule, he claimed that he and his family recently returned from the Philippines rather than Wuhan when they arrived at the village on January 20, without symptoms, prior to the lockdown of Wuhan (Figure 2). During the following days, he resided with his father and younger brother in the village and was involved in several activities. On January 21 and 22, he visited his relatives and attended a series of clan-gathering activities that more than 3000 people partook in. Starting on January 23, he felt malaise. He purchased medications at a pharmacy twice on January 23. Despite his symptoms, he continued visiting other relatives on the same day. On January 24, he attended a wedding banquet in a neighboring village. He experienced worsening symptoms on January 25 and decided to attend a local clinic. It was recommended that he undergo a home quarantine given his lack of fever. Following several days of no improvement and the onset of fever, he was admitted to an isolation ward in a hospital on January 29 and tested positive for COVID-19 on February 1.

Case 2

A 56 year old male, living in Town B, City B, China, was diagnosed as positive for COVID-19 on February 4, 2020, and was quarantined and received treatment in a designated medical institution. Through traditional epidemiological investigation methods, this patient was determined to have no history of residence or travel in the epidemic area and no exposure to wild
animals in the 14 days before the onset of symptoms. In addition, he had no acquaintances with confirmed cases in his local district. However, the activities of this patient were captured by video surveillance. After referring to the videos, it was determined that the patient spent a short period standing near a stranger at the same booth in a farmer’s market at 7:47 AM on January 23. They were not wearing face masks. This stranger was in fact a confirmed case living in the same district.

Using video surveillance, the whereabouts of this patient were retrieved, which resulted in the identification of 19 subjects with close contact, who were then put under observation in designated hospitals to prevent further contamination.

**Discussion**

These two cases are examples of the successful application of emerging technology in monitoring people’s movements during disease outbreaks, with the potential to offer near real-time estimation of disease-related activities and fast identification of potentially infected subjects. The surveillance work in both cases was led by the local governments, and the privacy of the subjects remained protected and personal information was not leaked; the information was only accessible by designated authorities within the local governments.

During the COVID-19 outbreak, there has been general agreement regarding the lack of readiness for such a viral outbreak. Although China’s government introduced strict measures to restrict gathering and travel during the outbreak, the virus still spread due to its high infection rate, even during the incubation period. The outbreak could have been better controlled if better surveillance systems and high-end technologies were used to incorporate spatiotemporal movement data in models of the potential transmission patterns. The outbreak of COVID-19 has prompted a discussion on the incorporation of digital data in epidemiological research. The use of digital data can enhance traditional epidemic surveillance as well as digital epidemiology–directed applications, including incident infections, viral sequencing, improved infectious disease outbreak predictions, suspected contacts detection, early prevention and management, real-time numerical forecasting of pandemics, and evaluating the effectiveness of disease response strategies or interventions [13,20-24]. The use of spatiotemporal information generated by the daily usage of online communication tools, such as WeChat and Alipay, could play an important role in controlling the spread of this disease and others, if properly used. In China, a color-coding health code and travel card system was created. The system tracks where citizens have been during the last 14 days through phone carriers, whose system logs can determine whether a given citizen’s phone connected to base stations in high-risk areas. Thus, the system will note which citizens have been to high-risk regions, and the provided code then dictates where citizens can go (ie, whether they should continue quarantining or are able to leave the house) [25,26].

With the rapid development of China’s economy and the widespread adoption of cell phones, mobile payment systems have also developed rapidly. There are two mobile payment operators, Alipay and WeChat, which currently cover more than 90% of the domestic market in China, and they are leaders in the field of third-party payment. WeChat and Alipay are secure and convenient, and they have penetrated every aspect of people’s lives (eg, transactions, online shopping, self-service, public transport, and personal finances) [27]. These payment systems also obtain multidimensional data from users, including payment information, GPS information, and social media information [27], which can be used to help monitor and control the spread of infectious diseases.

Moreover, the popularization of wearable devices has enhanced our ability to collect data regarding spatial and temporal aspects of human movements with higher precision [28], affording a much more detailed identification and stratification of social behaviors [29], complementing previous work based on large-scale surveys and self-reported information [5,30]. These data provide one of today’s most exciting opportunities to study human mobility and its influence on disease dynamics [31].

Despite the merits of using such technologies and data, several concerns still remain. First, validation of real-world data should be considered because the extraction of meaningful data from social networks has always been challenging [13,22,32]. Second, although the cases discussed in this article used a novel stream of data, the investigation methods and strategies were still outmoded. Therefore, how such digital data can be more effectively used and analyzed, using analytic algorithms with scientific justification and statistical power, requires further exploration [33]. Third, the legal and ethical aspects of using digital data remain questionable. The use of digital data has been extensively debated worldwide. Some of the electronic traces that we leave behind as digital citizens are meant to be public, while others are not, resulting in ethical and legal challenges [34,35]. Regarding the ethics surrounding public health and digital epidemiology, there are the competing issues of protecting and promoting the health of populations and potentially causing individual harm as a result of collecting data from digital networks [35,36]. These two COVID-19 cases in China serve as a successful example of how digital data generated by companies and used by local governments can be used to mitigate the spread of COVID-19, by identifying people who have travelled to high-risk areas or tracing people who have contacted people with COVID-19. Indeed, such data should be covered by data-protection regulations, and privacy and confidentiality should be guaranteed, but there would have been no other way for the relevant authorities to obtain this data. In addition, the issue of privacy has been extensively discussed [37-41]. Fourth, false discrimination has been demonstrated in previous studies as a result of incorrect identification of internet users; thus, an improvement in this aspect is required. Fifth, multidimensional data such as the data extracted from electronic payments in China may not be available in other countries; thus, further exploration of local contexts is needed. Finally, issues related to data access, data sharing, user privacy, and data security still require attention, yet public health takes precedence in such situations. The two abovementioned cases serve as perfect examples of local governing bodies taking part in epidemiological research using digital data. Therefore, we hold an optimistic view on the further implementation of digital...
epidemiology for disease outbreaks, especially following related achievements and experiences during the COVID-19 outbreak. This article demonstrated the plausibility of using digital epidemiology to control and prevent infections, based on two real-life cases during the COVID-19 outbreak in China. Taking advantage of emerging information and communication technologies and accessible multidimensional spatiotemporal data for monitoring people’s movements, this modernized epidemiological approach can help shed more light on the pattern of disease spread and contribute to identifying more effective public health measures to mitigate the negative impact of COVID-19. It can also be used to identify long-standing challenges in population health.
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As society has become increasingly technology dependent, it has also become increasingly vulnerable to cybercrime. Cybersecurity threats are expected to cost the world US $6 trillion a year by 2021, doubling from US $3 trillion dollars in 2015 [1]. This is particularly concerning for the health care industry, as cyberattacks are the leading cause of health security breaches [2]. Since 2016, the health care industry has been the victim of more cybersecurity attacks than even the financial industry [3]. Although there is substantial literature on the threats technological vulnerabilities have on the health care industry, less research exists on how pandemics like COVID-19 are opportunistic for cybercriminals. In this paper, we provide a review of the literature on cybersecurity issues surrounding health care and discuss possible solutions to mitigate data breaches.

One of the primary reasons cybercriminals thrive during pandemics is because heightened emotional states like fear make victims more susceptible to falling for scams [4]. According to the World Health Organization (WHO), the number of cyberattacks launched has increased five-fold during the COVID-19 pandemic [5]. A similar phenomenon was seen in 2005 after Hurricane Katrina, where thousands of fraudulent websites appeared soliciting fake donations and offering false government relief [6]. Cybercriminals often pretend to be credited and trusted organizations like the WHO and, therefore, exploit individual feelings of vulnerability in the uncertain times of a pandemic.

Additionally, health care organizations become prime targets during health crises. The use of telemedicine has proven vital to helping many patients during pandemics such as the COVID-19 crisis, especially as traditional in-person visits have become increasingly inaccessible. For example, New York University saw a 4330% increase in nonurgent virtual visits after the outbreak of COVID-19 [7]. The Office for Civil Rights
has loosened enforcement of the Health Insurance Portability and Accountability Act (HIPAA), which, although useful in opening up new platforms for care like Zoom, Skype, and FaceTime, has loosened physical and technical safeguards to cyberattacks [2,8]. This is especially problematic given that 90% of health care providers had already encountered data breaches in the past with these safeguards [2]. There is also a significant positive correlation between workload and the probability a health care worker will open a phishing email, which is particularly problematic in that, during pandemics, workloads can be at an all-time high [9].

Another potential problem for health care systems is the outbreak of ransom-motivated attacks. For example, the University of California, San Francisco (UCSF) was hacked by the cybercrime group “Netwalker,” who demanded payment in exchange for not releasing confidential information. Out of fear of the consequences of this information’s release, UCSF paid the group US $1.14 million [10]. The same group also took over the Champaign Urbana Public Health District website. Similarly, the Hollywood Presbyterian Medical Center in Los Angeles paid US $17,000 to get a decryption key to regain access to their hospital system. Although they regained access, they lost 10 days of revenue and likely took a hit to their reputation [2]. Unfortunately, however, complying with the demands of the cybercriminal may in fact be the most cost-effective solution, as a successful cyberattack costs an average of US $3.7 million to recover from [2]. Additionally, failure to comply can pose a serious threat to patient safety.

Access to patient records is a gold mine for cybercriminals, as they often contain information like date of birth, insurance and health provider information, as well as genetic and health data—information that cannot be easily altered, unlike the case of a credit card being stolen [3]. This information is particularly lucrative for hackers because a patient’s health information can be sold for 10-20 times more than the amount for credit card information or even their social security number on the dark web.

Leak of this information can also compromise the physician-patient relationship. For instance, electronic medical record breaches could make patients less likely to disclose more private aspects of their medical history, which has the potential to impact their quality of care [11]. Furthermore, the longer a health care provider’s network is down, the longer those health care workers lack access to information critical to a patient’s care, like comorbidities, blood type, and allergies, in times of crisis [3]. The cost both financially and in terms of reputation and patient safety can cripple already strained hospital operations.

One additional avenue of attack presents itself as a result of the increase in the number of health care workers working from home during a pandemic like COVID-19. In the attempt to transition employees to a work-from-home setup as quickly as possible, many employers fail to consider the potential security threats these new setups create. For instance, in the hospital or office, employees may be using secure internal computer systems and updated computers, but at home, the same employees could be using insecure or outdated devices that are more vulnerable to attack [4]. Although many hospitals opted to use the Zoom platform because they view it as HIPAA-compliant, easy for both providers and patients to use, and cost-effective with medical videoconferencing accounts costing only US $200 a month, hacking of Zoom meetings has been a significant threat. Services like Zoom currently do not offer end-to-end encryption, making it not truly HIPAA-compliant, even though the Department of Health and Human Services Office for Civil Rights has relaxed enforcement of HIPAA’s privacy rule during the COVID-19 pandemic [12]. Although the issue of how to safely administer health care during a pandemic is a complex one, it is clear that increased awareness is needed concerning the potential cyberthreats that pandemics exacerbate. Awareness of these threats can help hospitals and their employees protect themselves and their patients from these vulnerabilities. For instance, being aware that hackers develop phishing scams containing buzzwords during a pandemic, like “WHO,” “vaccine,” or “donation,” can be an essential step in reviewing and flagging such emails, thereby tightening security by the information technology (IT) departments. One technique that can be employed is to have hospital IT departments send out fake phishing emails to their employees and to require training for those who failed to report the phishing attempt [13]. At the very least, this process can raise awareness among employees about cybersecurity concerns. Companies should also have well-defined software upgrade procedures, should use secure networks like virtual local area networks, and conduct regular penetration tests of their systems [2]. Hospitals need to more closely monitor administrative privileges, as the majority of large scale attacks began with a compromised account like that of a third-party provider, as seen in the case of the Hancock Regional Hospital in January 2018 [3]. By monitoring the log activity of user accounts and revoking account access when no longer needed, and employing techniques such as multifactor authentication, hospitals can better protect their IT infrastructure [3]. By understanding the factors that make individuals, health care organizations, and employers more susceptible to cyberattacks, we can better prepare for the next pandemic.
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Abstract

Behavioral researchers are increasingly using interactive digital platforms, either as standalone or supplementary intervention tools, to facilitate positive changes in research participants’ health habits. Research-oriented interactive websites optimally offer a variety of participatory mediums, such as blogs, user-driven content, or health activities. Owing to the multidirectional features of interactive websites, and a corresponding need to protect research participants’ identity and data, it is paramount that researchers design ethical platforms that ensure privacy and minimize loss of anonymity and confidentiality. Authentication (ie, digital verification of one’s identity) of interactive sites is one viable solution to these concerns. Although previous publications have addressed ethical requirements related to authenticated platforms, few applied guidelines in the literature facilitate adherence to ethical principles and legally compliant study protocols during all phases of research website creation (feasibility, design, implementation, and maintenance). Notably, to remain compliant with ethical standards and study protocols, behavioral researchers must collaborate with interdisciplinary teams to ensure that the authenticated site remains secure and usable in all stages of the project. In this tutorial, we present a case study conducted at a large research university. Through iterative and practical recommendations, we detail lessons learned from collaborations with the Institutional Review Board, legal experts, and information technology teams. Although the intricacies of our applied tutorial may require adaptations based on each institution’s technological capacity, we are confident that the core takeaways are universal and thus useful to behavioral researchers creating ethically responsible and compliant interactive websites.

(J Med Internet Res 2020;22(9):e19217) doi:10.2196/19217
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Background

In recent years, health behavior researchers have begun to use digital health promotion tools (eg, websites and mobile applications) as intervention platforms or supplemental tools due to the cost-effectiveness and availability of technology [1,2]. Many researchers are utilizing interactive web technologies with user-driven content and bidirectional participatory design features (eg, discussion boards, blogs, or gaming) to increase access to socially supportive digital systems that allow participants to network and engage with other participants online [3-7]. The interactive and collaborative
design elements of these sites have the potential to enhance socially supportive environments aimed at facilitating healthy behavior change. However, the multidirectional features supported by interactive sites also introduce a level of inherent risk to the research participant: loss of anonymity and confidentiality [5-16].

In the United States (US), research institutions that receive government funding for human subjects research must abide by the tenets of the Common Rule, which are ethical standards upheld by Institutional Review Boards (IRBs) [17,18]. Behavioral researchers must submit protocols to be reviewed by the IRB to ensure that research projects are compliant with federal and institutional ethical rules and regulations. These rules and regulations include such things as informing participants of research risks and benefits, ensuring voluntary consent to participation, documenting all study protocols, and safeguarding participant data. Behavioral researchers who utilize electronic tools and mediums (eg, electronic health records) must also abide by Health Insurance Portability and Accountability Act (HIPAA) guidelines—information privacy standards set forth by the US Department of Health and Human Services—to protect identifiable information. Adhering to these standards helps to minimize the threat of disclosing protected health information (PHI; anything from social security numbers to medical record numbers) or personally identifiable information (PII; non-health specific personal identifiers, like phone numbers, license plate numbers, pictures, email addresses, etc) [10,12,19-21]. To conduct ethically responsible and legally compliant behavioral research aimed at protecting human subjects, investigators often interface with ethics (ie, IRB) and compliance (ie, legal and compliance officers) support teams. Adhering to ethics and compliance standards are particularly important for behavioral researchers utilizing interactive websites as health promotion tools, as these researchers must carefully consider how to simultaneously limit open access to website materials and protect research participants’ PHI/PII.

A viable solution to protecting participants’ PHI/PII before they engage with research websites is to create authenticated logins. To facilitate this procedure, behavioral researchers can collaborate with information technology (IT) support teams. In human subjects research, authentication—digital verification of one’s identity—involves the use of a de-identified username and password. Unfortunately, however, best practice ethics and compliance guidelines that clearly outline practical recommendations for when or how to implement digital authentication processes are currently lacking in the literature. In 2019, the Association of Internet Researchers’ ethics committee released the Internet Research: Ethical Guidelines 3.0. These guidelines highlight the importance of utilizing closed-access digital platforms to enhance security, yet their overarching considerations for protecting research participants’ anonymity and privacy are quite broad and do not include authentication specifications [22,23]. Ideally, institution-level guidelines would include tutorials for researchers in every stage of project development. These tutorials often do not exist, yet they can be challenging to locate and are not consolidated if available. A previous search of the literature illustrates that there are only a few academic institutions and professional associations that provide written conceptual frameworks for ethically responsible and compliant internet-based research [6]. Further, these frameworks are not applied in scientific settings and do not articulate exactly how to create an ethical and compliant authenticated website [6].

Purpose

This tutorial provides a case study describing the development of our research team’s interactive health promotion website to address the gap in practical guidelines. Below we detail lessons learned through a solution-focused framework, complete with specific examples from our institution and our research study denoted in italics. Our research team, comprised solely of behavioral researchers, set out to create an authenticated website with a blog component to engage research participants assigned to the intervention arm of a randomized controlled trial. We intended to enhance our primary in-person intervention activities by providing an opportunity for research participants to blog about their experiences and engage with others in the intervention arm of the trial by posting informal text entries or uploading pictures and videos. This opportunity needed to be limited to only intervention participants to prevent the threat of cross-contamination (ie, access to intervention content by control participants). It was necessary to develop an authenticated website to create a secure platform that prohibited posts from being visible to participants in the control group or the general public.

Due to the limited technical expertise of our research team (ie, our core research team did not include IT nor data privacy experts), it was critical to get assistance to ensure compliance with IRB and legal recommendations at every stage of website development. Notably, during the feasibility and design phases, our team was presented with a variety of unanticipated security and privacy challenges. As a result, our workflow was dynamic and flexible throughout all phases (feasibility, design, implementation, and maintenance) of the project; we made iterative adjustments to ensure that our activities were both ethical and compliant. We present information in our tutorial to provide behavioral researchers with a roadmap for unforeseen issues that may arise when creating and disseminating a secure research website. Of importance, we discovered that leveraging cross-sector collaboration with an interdisciplinary team was a crucial strategy to adhere to all ethics and compliance standards relevant to our authenticated platform.

Although online resources for creating websites do exist at our large research-based university, specific instructions for authentication and institutional data privacy and security policies are not readily available. We discovered that these instructions also vary by department. For example, at our institution, some departments or schools that conduct research involving community members—rather than with patients in clinical settings or de-identified electronic health record data—may or may not be required to follow the same ethical guidelines for managing PHI/PII that are prescribed by HIPAA. To navigate our institution’s security and privacy rules and regulations, we needed to engage with IRB and legal experts in the formative stages before engaging with IT. The IT team then provided tools...
and expertise to assist us in building a secure website that met research ethics and compliance standards. Initial conversations led to several months of interdisciplinary collaborations that were vital to understanding specific safeguards for protecting PHI/PII to execute our website project successfully. The goal of this tutorial is to share insights gleaned from these interdisciplinary collaborations. Through our case study, we provide specific considerations and recommendations unique to each phase of our project: feasibility, design, implementation, and maintenance. Lessons learned will be useful to health behavior researchers interested in creating ethically responsible and compliant authenticated websites. Research ethics and compliance guidelines differ by country and, thus, researchers outside of the US may need to amend the following tutorial. However, our tutorial highlights key issues of consideration that apply to website development in any behavioral health research context.

**Feasibility Phase**

**Determine Your Website Purpose & Target Audience: Is Authentication Warranted?**

The first and most important consideration when conceptualizing a website for your research project is to determine whether or not electronic authentication is needed. It is, therefore, necessary to understand the overall purpose of your website within the context of your research project’s goals. As a general rule, websites that utilize interactive features require more stringent ethical stipulations than websites that provide static site content (ie, “read-only” materials). Authentication is warranted if the goal is to engage research participants in activities that would be covered by institutional confidentiality protections, such as using a social component (eg, blogging, gaming) for a research intervention. Authentication is also warranted to ensure confidentiality and data security if the goal is to observe or collect data from participants rather than provide them with resources. If it is not immediately apparent to your team that authentication is warranted, you must then consider how the website will engage your target audience and determine whether or not the website content should be accessible to the public. Authentication is warranted if your website includes an interactive component and has the potential to display PHI/PII. This was the case with our website’s interactive blog that allowed research participants to post text and/or pictures, as text could potentially contain identifiable content, and images could include visually identifiable features. Notably, authentication is also recommended for static websites if the program is accessible to certain research participants at different times, as was the case with our research design that provided website access to different cohorts at varying time points.

**Determine Your Institution’s Technical Capacity for Authentication: Is Authentication Feasible?**

The next consideration when conceptualizing your website is to work with IT professionals to assess your institution’s technical capacity for authentication and to determine whether ethical and compliant website creation is feasible. First, you will need to gain access to an appropriate web content management system (CMS), like Drupal or WordPress, that you can integrate with authentication systems [24]. At our institution, Drupal was the only CMS that could be authenticated. Once you have confirmed that authentication is feasible, you will need to verify if your institution has the technical capacity to create de-identified usernames, which preserves your research participants’ identity and ensures that data privacy is maintained during the authentication process.

**Determine Your Interdisciplinary Team: Is Authentication Supported?**

The final consideration when conceptualizing your website is to determine your institution’s ability to support the project throughout all stages of development, from feasibility and design to maintenance and completion. It is crucial to collaborate with an interdisciplinary team from the outset to mitigate any issues that may arise. Support personnel should include a website manager, as well as ethics (ie, IRB), compliance (ie, legal), and technology (ie, IT) experts. At our university, online tutorials or written guidelines for ethical and compliant website development did not exist, so we reached out to the IRB and legal teams early in the process after reaching out to IT to confirm technical capacity. See Figure 1 for a workflow representing interdisciplinary collaboration.
Figure 1. Workflow representing interdisciplinary collaboration required for secure website development in a university research setting. IRB: Institutional Review Board; IT: information technology.

**Website Manager**

After you have evaluated the needs of your target audience and technical capacity for authentication, you should appoint a website manager(s). For example, we chose someone with previous website design and management experience to fill this role. The website manager(s) should then seek out existing website regulations and ethics and compliance guidelines and become familiar with their institution’s current technical safeguards to protect privacy and anonymity. This person or team will be responsible for understanding authentication procedures as well as determining the content, layout, aesthetics, and navigation tools to be utilized during the initial design phase. All decisions should be made in tandem with recommendations from IT experts, as they are most knowledgeable about your institution’s authentication processes. In our case, these individuals also guided additional institutional requirements (i.e., mandatory branding, simultaneously web and mobile-friendly interfaces, accessibility features for those with visual impairments) and other web-specific tips (i.e., reusable HTML scripts) to help expedite the development process.

**Institutional Review Board**

The IRB can guide you through the creation of informed consent documents to make sure your website upholds federal and institutional ethical standards to protect human subjects. If your website is not in and of itself an intervention but rather supplements your research, you may want to consider “opt-in/opt-out” disclaimers that allow research participants to choose whether or not they receive access to the website. Regardless of the consent processes that you utilize, make sure to outline the risks and benefits of engaging with your website in your consent form; the presence of this information will be verified and approved by the IRB before study initiation as part of standardized informed consent procedures. For example, we made it clear to our research participants that to minimize perceived risks, they could access the website and download materials with a de-identified login without having to participate in the interactive blog component.

**Legal Experts**

In addition to the necessary contact with the IRB before starting human subjects research, it is essential to seek guidance from legal experts to align with institutional rules and regulations. Legal experts can suggest the appropriate informed consent processes to protect your research participants’ anonymity and can suggest additional risk reduction strategies that you should outline in research protocols to align with best practice. Additionally, it is essential to seek advice from research compliance teams that understand institution-specific rules and regulations. For example, we specifically reached out to internet security analysts, health information compliance officers, and lawyers familiar with HIPAA compliance. At our institution, health information compliance officers are affiliated with the Research Compliance Office, which oversees university-wide ethical and regulatory standards.

**Information Technology Experts**

During the feasibility phase, your IT team can inform you of existing data security processes and tools to protect PHI/PII. For example, we specifically reached out to expert website developers within the Office of Information Technology to better understand the available IT tools. All technical security measures taken must be in alignment with institutional ethics and compliance standards, as these may differ depending on location [6,7,21,25-27]. After IT specialists have confirmed technical capacity and your IRB and legal teams have laid the foundation for creating an ethical and compliant website, you
will then primarily seek guidance from IT specialists during subsequent website development phases. Due to your close partnership with IT, we also recommend that you review ethical recommendations created by the Association of Internet Researchers [23] in conjunction with IT personnel before authenticating or launching your website.

Design Phase

Understand Existing Authentication Processes

Once you have determined that your website project is indeed feasible, and you have assigned your primary contact(s) for website development processes, you will need to carefully consider how to uphold ethics and compliance standards during the design phase. First, it is crucial to understand the details of existing authentication procedures, which make your website content accessible only to those with preassigned de-identified usernames and passwords. Of note, we were interested in assigning usernames and passwords to intervention participants, cohort by cohort over time. More and more institutions are utilizing two-factor authentication (ie, Duo), whereby a one-time password is sent to a second electronic device as another method of verification [28]. Two-factor authentication is an additional level of security used to prevent identity theft and other online fraud (eg, phishing and malware) [9,29]. This added security is particularly crucial for behavioral researchers who have access to PHI/PII and need to protect it, yet the extra security complicates the login process. As a result, our study staff engaged with study participants by 1) notifying them that they would receive a predetermined username and password via email, 2) emailing them detailed tutorials with images and text describing how to change their passwords (for security purposes) and to log into the website, and 3) allotting additional time and resources during in-person intervention sessions for technical troubleshooting.

Select the Correct Web Content Management System

When selecting a CMS, it is important to note that not all CMSs are created equally in terms of capacity to meet ethics and compliance standards for human subjects research. Therefore, selecting the correct web CMS is crucial. For example, at our institution, four CMSs were available at the institutional level. Two were part of the G Suite for Education (ie, Google Blogger and Google Sites), and two were different university-managed configurations of the CMS Drupal (ie, Drupal Lite and Drupal Enterprise). At the time of web development, Drupal Enterprise was the only CMS that allowed for authentication. While multiple systems were available at an institutional level, our department had its own IT team and communications team available for support, so we needed to interface with several individuals to select the system that met ethics and compliance standards—Drupal Enterprise. In addition to confirming the capacity for password-protected logins, we recommend that you confirm with the support team that your selected CMS will enable you to review and approve, or reject, all content posted by research participants before being visible to others. This extra security measure may prevent inappropriate exposure of PHI/PII to participants and hackers alike.

Choose a Suitable Website Host

Once you have determined the appropriate CMS, you will have to decide which department within your larger institution can host your authenticated website. For our research team, the academic department with whom we were associated could not host authenticated websites for research, so we reached out to our administrative umbrella organization that oversees multiple academic departments within the university. The Drupal support team affiliated with this organization agreed to host our website. Of note, once you have selected an adequate host, it is vital to determine the type and breadth of support you will receive from your host, as the turnaround time will directly impact the length of the development phase. If assistance is not timely or adequate, you will need to consider this when determining the appropriate team member to manage your website. In our case, the Drupal support team provided prompt technical assistance throughout our project.

Select the Appropriate Internet Account

To create de-identified logins for your research participants, you will need to set up individual internet accounts. Similar to CMS and website hosts, internet account types vary considerably. For example, at our institution, there are a variety of internet accounts (ie, sponsored accounts; proxy accounts; departmental/organizational accounts), each with differing levels of access and stipulations for expiration. To determine which account is best, you must first consider whether your research participants already have an affiliation with your organization or whether they will need a separate account that is HIPAA compliant. For example, guest accounts at our institution typically use the first part of a participant’s email, which potentially could contain PHI/PII and thus should not be used. You will then need to determine how long your participants will need to access your website and make sure that the account can be discontinued at an appropriate time. Next, you should consider the level of access needed. Most internet accounts at our institution are created with access to other services, such as the G Suite, which provides access to a variety of Google Cloud computing tools like Gmail, Docs, Drive, and Calendar. For our project, we only needed to create usernames for our research participants, not an additional email account, so departmental accounts were best suited for our website project because we could manually “opt-out” of G Suite. These usernames were then linked to Drupal Enterprise on the backend, granting login access to each user. Of note, regardless of the type of internet accounts you ultimately choose, it is essential to avoid using identifiable information, as it could be visible to your IT help staff if and when they assist you with creating or changing usernames and passwords.

Implementation Phase

Develop and Beta Test

After designing your website, you will need to develop and beta test it before granting access to your research participants. You should test the site and the desired features to ensure that they meet your project’s goals. For example, during this phase, we tested the authentication process with temporary usernames and made sure that all website content was accessible from...
multiple devices (eg, desktops, laptops, tablets, mobile phones). We also tested all hyperlinks and made sure that the blog posts were only visible to research participants once our web manager approved them.

Create Internet Accounts/Deidentified Logins

After beta testing and documenting participant consent, choose the appropriate internet account type that will allow you to create individualized, de-identified logins for all participants. Then set a reasonable expiration date (eg, the length of the intervention) and make sure to link the de-identified usernames to your CMS on the backend. To facilitate the process, you may want to consider a one-time password reset for all newly created accounts before sharing the account information with research participants. This extra step worked well for us, given that our institution required that all initial passwords be changed within 24 hours; a second password reset was completed at the research participants’ leisure. For our website project, we created pseudonyms for our research participants and stored all internet account information on a secure server, accessible only to a limited subset of our research team who had IRB approval.

Maintenance Phase

Maintain Your Website

Once you have gone live with your site, make sure you visit the site regularly. In our case, we developed separate pages of content in alignment with our monthly in-person sessions because we wanted research participants to access the online material on a month-to-month basis. Therefore, regular biweekly website maintenance was crucial to align with our research project’s overall goals. Indeed, ensuring that your website is properly maintained is not only necessary for overall functionality but also to secure the site from unintended breaches of confidentiality. Frequent monitoring was especially crucial for our website project, given that our platform did not contain built-in alerts when someone posted on the blog. Although we approved all posts before they went live, unintended security breaches could have occurred if we did not conduct regular maintenance.

Project Completion

Upon project completion, you will need to complete three critical steps to ensure data privacy. First, confirm the expiration of the de-identified logins. At our institution, the IT department sent an email notifying the website manager of upcoming internet account expirations. Second, at the end of the intervention, double-check to make sure all de-identified logins are disconnected from your CMS. These precautions prevent users from accessing the site after completion of the intervention. Of note, we were able to disconnect users from Drupal without deleting blog posts, which served useful when analyzing usage after completion. Finally, make sure that all participant information associated with de-identified usernames is stored on a secure server and only available to approved research personnel for a predetermined length of time denoted in your research protocol. Per our IRB and grant funder’s rules and regulations, we were instructed to keep digital copies of all participant data on a secure server for seven years after completion of the randomized controlled trial. These three steps are vital to adhere to ethics and compliance standards, particularly if your compliance office ever audits you.

Discussion

Takeaways for Authenticated Website Development and Implementation

Despite the increasing trend of developing digital platforms to deliver or support health behavior research, practical or applied ethics and compliance guidelines for research-based website development are lacking in the literature, and institution-specific tutorials are often not readily available. As depicted in our case study, designing and implementing an authenticated digital platform that aligns with best practices for human subjects research requires time and sufficient resources. Therefore, we present this case study protocol with suggested guidelines as a roadmap for research teams. Although we linearly present our considerations, it is essential to note that website development is an iterative process, and you may need to adjust your timelines throughout all stages of design and implementation. We also highly recommend that you consider the above recommendations well in advance of going live with your website, and that you collaborate closely with IRB, legal, and IT experts early in the process. These early partnerships are vital to the success of creating an authenticated website that abides by ethics and compliance standards.

In summary, lessons learned from our applied case study highlight three overarching considerations future researchers must be aware of before launching health behavior research-based authenticated websites. First, behavioral researchers must be mindful that when they ask participants to be cocreators or sharers of intervention materials through blogging or uploading content to the website, it is their responsibility to protect participants’ anonymity and privacy through the provision of an authenticated website. Second, when striving to create authenticated websites that align with ethics and compliance standards, behavioral researchers must expect the unexpected. Due to unanticipated challenges, we needed extra time to learn the ins and outs of ethically responsible and compliant website authentication outlined above. While our paper has filled a gap in the literature by providing researchers with an applied tutorial for developing an authenticated website, we acknowledge the novelty of the field of digital health research and know that our proposed best practice recommendations will likely morph with changes in technology-based systems. We also acknowledge that authentication processes, technological capacities, and availability of ethics (ie, IRB), compliance (ie, legal), and technical (ie, IT) support teams may differ from institution to institution, so we present these recommendations as an initial template for best practices. Third, behavioral researchers should note that although programming considerations and design phases may differ by project and institution, the foundation of all website-oriented decision making must be grounded in ethical principles. Thus, to conduct ethical and compliant research, interdisciplinary teams must rigidly prioritize the protection of...
participants’ privacy and confidentiality in all phases of website design and implementation.

**Future Considerations**

This paper provides behavioral researchers with an applied tutorial for secure website development and implementation. Project takeaways and lessons learned from our interdisciplinary collaborations may assist future researchers in designing secure websites that could be used as a standalone intervention or as an intervention supplement. We recommend that colleagues consider developing individualized protocols for their respective universities or institutions since there are few published evidence-based guidelines for ethical and compliant website development in behavioral research. Moreover, authentication processes and technologies differ from institution to institution, and researchers must consider this variance. Publishing applied tutorials or guidelines will advance the science of ethically responsible and compliant internet-based behavioral research, as the dissemination of institutional guidelines will provide opportunities for knowledge to be shared across sectors.

Furthermore, we acknowledge that although ensuring security is vital to technology-based behavioral research, researchers may not always be the most knowledgeable when it comes to creating secure and authenticated websites. Behavioral researchers should leverage interdisciplinary collaborations to be compliant with ethical standards and institutional rules and regulations. To ensure project success, we promote interdisciplinary team science and encourage behavioral researchers to engage in a comprehensive dialogue with IRB, legal, and IT professionals throughout all phases of website development.
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Abstract

Background: Down Your Drink (DYD) is a widely used unguided web-based alcohol moderation program for the general public based on cognitive behavioral therapy (CBT) and motivational interviewing (MI); it provides users with many opportunities to enter free-text responses.

Objective: The aim of this study was to assess participants’ use of key CBT and MI components, the presence of change talk and sustain talk within their responses, and whether these data are associated with drinking outcomes after 3 months.

Methods: An exploratory secondary data analysis was conducted on data collected in 2008 from the definitive randomized trial of DYD (N=503). Past week alcohol use at baseline and 3-month follow-up were measured with the TOT-AL. Covariates included baseline alcohol use, age, gender, education level, and word count of the responses. Use of MI and CBT components and presence of change talk and sustain talk were coded by two independent coders (Cohen κ range 0.91-1). Linear model regressions on the subsample of active users (n=410) are presented along with a negative binomial regression.

Results: The most commonly used component was the listing of pros and cons of drinking. The number of listed high-risk situations was associated with lower alcohol use at 3-month follow-up (B_{adj} \approx -2.15, 95% CI \approx -3.92 to -0.38, P=.02). Findings on the effects of the percentage of change talk and the number of listed strategies to deal with high-risk situations were inconsistent.

Conclusions: An unguided web-based alcohol moderation program can elicit change talk and sustain talk. This secondary analysis suggests that the number of listed high-risk situations can predict alcohol use at 3-month follow-up. Other components show inconsistent findings and should be studied further.

(J Med Internet Res 2020;22(9):e17285) doi:10.2196/17285

KEYWORDS
eHealth; digital health; self-management; alcohol use; motivational interviewing; cognitive behavioural therapy; engagement
Introduction

Interventions aimed at reducing risky alcohol use are diverse and vary in many ways, including their mode of delivery (eg, in-person, bibliotherapy, digital), theoretical approach, and length (ranging from ultrabrief to extended interventions). This variation is also reflected in digital alcohol interventions [1]. Ultrabrief digital alcohol interventions are usually limited to self-monitoring exercises and personalized feedback (eg, decisional balance feedback [2]). Brief interventions can consist of self-monitoring exercises combined with personalized feedback and additional modules such as identification of high-risk situations, which help reduce alcohol use in specific situations (eg, the web-based personalized feedback program Drinktest [3]). On the other hand, extended interventions offer a digital form of intensive treatment, including multiple sessions (eg, the self-help alcohol intervention Balance [4]).

Several systematic reviews have shown that web-based alcohol interventions can be effective at reducing alcohol use in adult populations, finding small and moderate effect sizes [5-7]. Moderators of effectiveness have been studied and include length of intervention [1], level of guidance, setting, and integrated therapeutic principles [5]. Multiple studies have examined ways to increase engagement with alcohol and other health behavior interventions. Although these studies have conceptualized engagement in different ways, such as the received dose, adherence, degree of involvement over a longer period of time, or process of linked behaviors [8], engagement is mostly linked to frequency and length of use or to the use of specific components. However, few studies have examined users’ engagement with specific components of web-based alcohol interventions in detail [1].

Furthermore, although many alcohol interventions are partly based on motivational interviewing (MI) [1], few studies have explored the presence of change talk and sustain talk, which are important components of this “collaborative, goal-oriented style of communication with particular attention to the language of change, designed to strengthen personal motivation for and commitment to a specific goal by eliciting and exploring the person’s own reasons for change within an atmosphere of acceptance and compassion [9].” Change talk can be defined as language referring to movement toward change of a target behavior, including verbalizations of consideration, motivation, or commitment to change. Sustain talk is language referring to movement toward sustaining the target behavior and the status quo. In a meta-analysis from 2018 on MI processes, including 21 studies on alcohol use that mostly involved face-to-face treatment, it was found that a higher proportion of change talk was associated with reductions in risk behaviors [10]. One recent study looked at the presence of change talk and sustain talk in a web-based intervention; however, the intervention targeted physical activity, not alcohol use [11]. To the best of our knowledge, no study has explored the presence of change talk and sustain talk in a web-based alcohol intervention.

The Down Your Drink (DYD) website is a web-based alcohol intervention aimed at the general population [12]. DYD has some distinct features. First, it is targeted at opportunistic electronic help (e-help)–seekers who are not enrolled in an alcohol treatment pathway and who differ from dependent help seekers [13]. Another important feature of DYD is that it is one of the first web-based extended alcohol interventions based on MI techniques and cognitive behavioral therapy (CBT). Other examples are web-based self-help alcohol interventions from the Netherlands [14] and Norway [4]. DYD attempted to translate components of usual face-to-face treatment to a web-based, unguided setting and encourages self-monitoring of drinking behavior in the Drinking Episode Diary. Lastly, it offers many opportunities for free-text responses, which provides an opportunity to study the way web-based alcohol interventions are understood and used.

The original trial reported descriptive data on engagement with DYD, namely number of logins and number of pages viewed [15]. However, user data, that is, actual responses provided by participants to MI questions designed to strengthen personal motivation for and commitment to a specific goal, were not analyzed. Understanding how DYD was used and whether it encouraged people to think about changing their drinking is imperative to optimize future web-based alcohol programs. With this secondary analysis, we aim to answer the following research questions:

1. Does DYD elicit change talk and sustain talk?
2. Are the MI and CBT components of DYD used actively (ie, users responded to questions related to the component at least once)?
3. Do i) user responses indicating change talk and sustain talk and ii) users making use of the separate MI and CBT components have an impact on change in alcohol consumption (intervention effectiveness)?

Methods

Design

This paper reports on an exploratory secondary data analysis conducted on data from the definitive randomized trial of DYD (see the next section for further details). Ethical approval for the secondary analyses conducted in this study was granted by the University College London (UCL) Research Ethics Committee (“Engagement with internet-based alcohol moderation intervention “Down Your Drink”” project ID: 3770/002).

DYD Trial

Data used for this study were collected during the definitive DYD trial from October 2007 to May 2009. This two-arm randomized controlled trial aimed to assess the effectiveness of DYD in reducing alcohol consumption and alcohol-related harm at 3- and 12-month follow-up. People aged 18 years or older who had internet access, scored 5 or more on the Alcohol Use Disorders Identification Test-Consumption (AUDIT-C), understood written English, and were willing to complete follow-up questionnaires could participate. A total of 2652 adults with scores of 5 or higher on the AUDIT-C were included [16]. During the pilot and main trial extension phases, another 5238 participants were included. The primary outcome measure of alcohol consumption in the past week was collected using...
the TOT-AL [17]. The entire study was conducted on the internet. A more extensive description of the main trial procedures can be found in Murray et al [18] and Wallace et al [15].

Participants
For this study, we included the DYD trial participants who were randomized to the intervention group in 2008 (the only full calendar year of inclusion during the main trial) and who reported their alcohol use at 3-month follow-up. This ensured that participants who enrolled at various time periods during the year were all included. The sample provided a sufficient yet manageable number of participants for the analysis. In 2008, a total of 2543 participants were randomized; of those, 1271 were randomized to the intervention group. After removing participants who withdrew consent during the course of the study (n=41) and those who had not reported their alcohol use at 3-month follow-up (n=727), the final sample consisted of 503 participants. In addition to this full sample, we independently analyzed the active use sample, a subsample of 410 participants who actively engaged with the program at least once, defined as those who responded to at least one of the questions within the DYD program.

Intervention
DYD is a web-based alcohol intervention that is primarily based on two evidence-based approaches that are widely used in the psychological treatment of alcohol misuse, namely MI and CBT; the latter is a goal-oriented therapeutic approach that systematically addresses dysfunctional emotions, behaviors, and thought processes. For example, CBT includes components urging participants to set a goal, recognize high-risk situations, and articulate their attitudes concerning (moderating) their drinking behavior. Self-monitoring of drinking behavior (eg, amount, type, setting, cost) is facilitated in the Drinking Episode Diary. The Alcohol Units Counter is another self-monitoring exercise; however, it does not keep track of changes in drinking over time. DYD delivers the MI approach by presenting a series of questions prompting free-text responses. The effectiveness of MI depends on how people respond to the questions, that is, whether their responses suggest that they wish to reduce their drinking (ie, change talk) or not (ie, sustain talk). For a more extensive description of the intervention, see [12].

Measures
Measures from the DYD trial included in the current analyses are past week self-reported alcohol consumption in UK units (ie, 1 unit=8 grams of ethanol) at baseline and 3-month follow-up measured using the TOT-AL (total past week alcohol consumption) [17], age (continuous variable), gender (male/female), and education level (university degree or equivalent/A Levels or equivalent)/General Certificate of Secondary Education (GCSE) or equivalent/other qualifications/no qualifications). Ethnicity and relationship status were used to describe the sample but were not included as covariates in the model. This study included measures on the use of DYD components, which will be described further in the Qualitative Analysis section. To assess the effects of change talk and sustain talk, the percentage of change talk (change talk frequency over the sum of change talk frequency plus the sustain talk frequency) was included as recommended [19]. Lastly, the total number of words entered into the program was computed for each participant.

Qualitative Analysis
The coding scheme (see Multimedia Appendix 1) included the main MI components and CBT components, and it was informed by the Client Language Easy Rating (CLEAR) coding system [19] and items from the Revised Cognitive Therapy Scale (CTS-R) [20]. CLEAR is a coding system that can be used to assess change talk and counter change talk (ie, sustain talk) in a participant’s responses. It was originally developed for in-therapy client language. MI components that were coded for included the presence of change talk, the presence of sustain talk, listing of the pros and cons of drinking alcohol, and noting of values (what is most important and meaningful to oneself). For each of these components, participants were assigned either a 1 (present) or a 0 (not present) depending on their responses. Furthermore, we coded the number of times the following were uttered: change talk, sustain talk, and pros and cons of drinking. Note that the frequency of change talk included the uttered cons of drinking and all other change talk present in response to the other questions as evaluated using CLEAR. The frequency of sustain talk included the number of mentioned pros of drinking and all other sustain talk present in response to other questions within the program.

The CTS-R is a scale for measuring therapist competence in cognitive therapy; it lists several key components of cognitive therapy, which helped us identify the main CBT components. We coded the following CBT components: setting a start date for alcohol moderation, setting a goal for alcohol moderation, completing another part of the moderation plan (eg, noting someone who might help), noting alcohol use prior to DYD, noting high-risk situations for alcohol use (eg, places, people, emotions), noting strategies to deal with high-risk situations, exploring feelings of craving, exploring relapse prevention (eg, thinking back to circumstances around a previous relapse), making a relapse plan (eg, stating who to call in case of a lapse), exploring thoughts (about drinking), monitoring alcohol use (ie, type, frequency, and amount of drinking). For all these codes, participants were assigned either a 1 (present) or a 0 (not present) depending on their responses. Furthermore, we coded the number of times the following were mentioned: high-risk situations and strategies to handle high-risk situations. The coding was completed by two coders (AM and AP); SL was consulted on any discrepancies. Each coder coded 50% of the sample independently, and 51 (10%) of the sample were coded by both. Interrater reliability was high for both the dichotomous variables, as addressed with Cohen k (range 0.91-1, mean 0.97), and the continuous variables, as addressed with intraclass correlation (range 0.90-0.99, mean 0.97). Continuous variables included the number of times the following were present: change talk, sustain talk, pros, cons, high-risk situations, and ways to handle high-risk situations.
Quantitative Analysis

Descriptive statistics for each DYD use variable were computed to assess the presence of change talk and sustain talk within the responses and the use of CBT and MI components. All analyses described in this study are exploratory, as they were not preregistered. Multiple hierarchical regression models and analyses were used to assess the predictive value of the different components as well as of the change talk and sustain talk on alcohol use reduction at 3-month follow-up. In accordance with CLEAR guidelines, change talk and sustain talk were entered into the model as percentage change talk [19]. In the first step, a linear model was generated containing the baseline drinking level and the following covariates: number of words entered in all responses by the participant, age, gender, and education level. This model was then compared to a linear model containing all the variables of interest to assess the added explained variance of the full model. The distribution of the alcohol consumption outcome was highly skewed; therefore, two sensitivity analyses were conducted. The first sensitivity analysis used a linear model in which the alcohol consumption variables were log-transformed (after adding 1 unit per week). In the second sensitivity analysis, a negative binomial regression was performed, as the log transformation of drinking outcomes did not result in perfectly normally distributed data. A negative binomial regression as recommended by Atkins et al [21] was used to model the alcohol count data. Model estimates are presented for data from the subset of users who engaged with the program at least once (ie, the active use sample). All analyses were conducted in R version 3.5.1 (R Project) [22].

Results

Sample Characteristics

The majority of the sample was female (308/503, 61.2%) and aged 18 to 73 years (median 41, mean 40, SD 11.24) with a predominant ethnicity of White British (419/503, 83.3%). Within the total sample, 93 participants had registered accounts but did not engage with any of the interactive elements of the web-based program, creating a subgroup (410/503, 81.5%) who responded to at least one question. Baseline alcohol consumption in the past 7 days was 54 units on average (median 45.4, range 0-322.1, SD 37.6) in the total sample, and 55.5 units (median 47.8, range 0-322.1, SD 36.0) in the active use sample. Past week alcohol consumption at 3-month follow-up was 37.2 units on average (median 30.6, range 0-284.6, SD 31.2) in the total sample and 37.4 units (median 30.2, range 0-284.6, SD 31.4) in the subsample. The characteristics of both the total sample and the active use sample are displayed in Table 1; there were no notable differences.
Table 1. Demographic characteristics of the participant sample (N=503).

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>Full sample (N=503), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Active use sample&lt;sup&gt;b&lt;/sup&gt; (n=410), n (%)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>165 (32.9)</td>
<td>125 (30.6)</td>
</tr>
<tr>
<td>35-44</td>
<td>150 (29.9)</td>
<td>121 (29.6)</td>
</tr>
<tr>
<td>45-54</td>
<td>138 (27.5)</td>
<td>123 (30.1)</td>
</tr>
<tr>
<td>55-73</td>
<td>49 (9.8)</td>
<td>40 (9.8)</td>
</tr>
<tr>
<td>Not specified</td>
<td>1 (0.2)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>308 (61.2)</td>
<td>258 (62.8)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University degree or equivalent</td>
<td>289 (57.4)</td>
<td>245 (59.6)</td>
</tr>
<tr>
<td>A Levels or equivalent</td>
<td>88 (17.5)</td>
<td>68 (16.5)</td>
</tr>
<tr>
<td>GCSE&lt;sup&gt;c&lt;/sup&gt; or equivalent</td>
<td>73 (14.5)</td>
<td>56 (13.6)</td>
</tr>
<tr>
<td>Other qualifications</td>
<td>39 (7.8)</td>
<td>32 (7.8)</td>
</tr>
<tr>
<td>No qualifications</td>
<td>14 (2.8)</td>
<td>10 (2.4)</td>
</tr>
<tr>
<td>Relationship status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/long term relation</td>
<td>316 (62.8)</td>
<td>258 (62.8)</td>
</tr>
<tr>
<td>Unmarried/divorced</td>
<td>187 (37.2)</td>
<td>152 (31.1)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>419 (83.3)</td>
<td>344 (83.9)</td>
</tr>
<tr>
<td>White other</td>
<td>46 (9.1)</td>
<td>36 (8.8)</td>
</tr>
<tr>
<td>White Irish</td>
<td>25 (5.0)</td>
<td>17 (4.1)</td>
</tr>
<tr>
<td>Mixed</td>
<td>4 (0.8)</td>
<td>4 (1.0)</td>
</tr>
<tr>
<td>Asian/Asian British</td>
<td>3 (0.6)</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Black African/Black Caribbean/Black British</td>
<td>2 (0.4)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (0.8)</td>
<td>4 (1.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Due to rounding, percentages may not total 100.

<sup>b</sup>Subsample of participants who responded to at least one question in the Down Your Drink web-based alcohol intervention.

<sup>c</sup>GCSE: General Certificate of Secondary Education.

### Change Talk and Sustain Talk

On average, participants entered almost three times the number of segments classified as change talk (mean 12.3, SD 9.79) than as sustain talk (mean 4.1, SD 2.00) (see Table 2). The percentage of change talk was 61.5% on average (median 70%, range 0% to 100%). The majority of participants had entered at least one segment that was classified as change talk (341/410, 83.2%). Change talk encompassed the mention of benefits of quitting/moderating drinking, mention of disadvantages of current drinking behavior, recognition of problematic drinking behavior or needing help, and explicating the intent to change drinking behavior. Noting other people’s desire for the participant to quit drinking was not classified as change talk.

**Examples:**

I want to be in control of everything I do instead of putting things off because I want to drink alcohol.

I need help to stop drinking.

I know I am drinking too much and this number of units does not surprise me.

Sustain talk encompassed naming benefits of current drinking behavior, mentioning perceived disadvantages or fears about quitting/moderating drinking, and expressing a lack of self-confidence in changing current drinking behavior.

**Examples:**

I feel positive about life and make plans when I have been drinking.

I look forward to drinking.

[...] But fear [losing] the good side of alcohol and how it makes me feel.

Don’t feel confident to change.

I have no will power.
Use of MI and CBT Components

Descriptive information on the use of the MI and CBT components is shown in Table 2. Listing the pros or cons of drinking was the component actively engaged with by the most participants (337/410, 82.2%). The components engaged with by the fewest participants were exploring cravings (16/410, 3.9%), exploring relapse prevention (24/410, 5.9%), and making a relapse plan (9/410, 2.2%).

Table 2. Use of motivational interviewing and cognitive behavioral therapy components by participants in the Down Your Drink web-based alcohol intervention.

<table>
<thead>
<tr>
<th>Component</th>
<th>Active use sample (n=410)</th>
<th>Users who engaged in component at least once</th>
<th>n (%)</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MI</strong> components (n=352, 85.9%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change talk&lt;sup&gt;c&lt;/sup&gt;</td>
<td>341 (83.2)</td>
<td>10.3 (10.02)</td>
<td>8</td>
<td>0-90</td>
<td>12.3</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sustain talk&lt;sup&gt;c&lt;/sup&gt;</td>
<td>329 (80.2)</td>
<td>3.3 (2.43)</td>
<td>3</td>
<td>0-13</td>
<td>4.1</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage change talk&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td>61.5% (N/A)</td>
<td>70%</td>
<td>0%-100%</td>
<td>72.5% (N/A)</td>
<td>73.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any listed pros or cons</td>
<td>337 (82.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pros&lt;sup&gt;c&lt;/sup&gt;</td>
<td>334 (81.5)</td>
<td>2.9 (1.98)</td>
<td>7</td>
<td>0-24</td>
<td>8.4</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cons&lt;sup&gt;c&lt;/sup&gt;</td>
<td>327 (79.8)</td>
<td>6.8 (4.87)</td>
<td>3</td>
<td>0-12</td>
<td>3.6</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is important</td>
<td>311 (75.9)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CBT</strong> components (n=288, 70.2%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting start date</td>
<td>132 (32.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting a drinking goal</td>
<td>129 (31.5)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completing another part of</td>
<td>136 (33.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>moderation plan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noting alcohol use before</td>
<td>251 (61.1)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DYD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noting high-risk situations&lt;sup&gt;c&lt;/sup&gt;</td>
<td>113 (27.6)</td>
<td>1.1 (3.04)</td>
<td>0</td>
<td>0-21</td>
<td>4.1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noting strategies&lt;sup&gt;c&lt;/sup&gt;</td>
<td>103 (25.1)</td>
<td>2.7 (7.11)</td>
<td>0</td>
<td>0-48</td>
<td>10.9</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploring cravings</td>
<td>16 (3.9)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploring relapse prevention</td>
<td>24 (5.9)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Making a relapse plan</td>
<td>9 (2.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploring thoughts about</td>
<td>49 (12.0)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>drinking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitoring drinking&lt;sup&gt;c&lt;/sup&gt;</td>
<td>141 (34.4)</td>
<td>12.0 (47.30)</td>
<td>0</td>
<td>0-654</td>
<td>34.8</td>
<td>9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Responses by subset of participants who entered at least one response to a question corresponding with the component (eg, for high-risk situations, a subset of 113 participants entered at least one high-risk situation).

<sup>b</sup>MI: motivational interviewing.

<sup>c</sup>Mean and median refer to the number of statements corresponding to the component.

<sup>d</sup>Mean, median, and range are presented for percentage change talk.

<sup>e</sup>N/A: not applicable.

<sup>f</sup>CBT: cognitive behavioral therapy.

MI Components

Participants responded to questions about the pros and cons of drinking by listing their own perceived pros and cons of drinking. Pros often referred to the experience of alcohol drinking as enjoyable; they also stated that it aided their relaxation and confidence in social situations. Examples:

- It makes me more confident and talkative.
- It takes the edge off things.
- I enjoy the taste.

Cons of drinking most often centered on worries about alcohol drinking affecting the participants’ health condition, lowered mood after alcohol drinking, and worries about drinking removing inhibitions, which sometimes led to regrettable behavior. Other cons focused on more practical issues, such as the cost of drinking. Examples:
It’s bloody expensive!

Feeling low and depressed the next day and having no motivation

Concerns about health effects

Out of control

Say/do things I regret

A specific part of the DYD program encouraged participants to think about what is most important to them. The responses differed; most participants gave to-the-point answers, whereas others elaborated extensively on the role alcohol played in their lives. Examples:

Good health, friends, my family.

The most important things in my life are my children.

My job and how drinking affect that

My children! […] I want to be a good role model for them and never make them feel worried about me when they are older. I want to be able to have just one drink and not feel as though I can’t stop. I’d like to enjoy alcohol socially without feeling ashamed of myself the next day. I want to lose weight, feel good about myself every day and be as healthy as possible for my children and future grandchildren. […]

**CBT Components**

Some CBT components were rarely engaged with (eg, making a relapse plan and exploring cravings); however, those that were used showed a large variation in responses, with some participants adding large amounts of detail to their responses and others noting only keywords. Most responses were related to alcohol drinking, but not all; for example, in the “goal setting” component, some participants related a broader life goal instead of a specific drinking goal. Examples of goal setting nonspecific to drinking are:

- To repay my debts and be good at my job
- To keep friends with people, to make new friends and to be respected
- Lose weight, be better Mum, get pregnant

Drinking goals also varied in their specificity. Some participants set a clear maximum number of drinks, and others stated a general goal of drinking less. Examples:

- To reduce my drinking and the habits that surround it.
- To put a stop to the binge drinking sessions

Limit myself to 2 large glasses in the evening and have x2 alcohol free nights

Stated high-risk situations varied from negative feelings to times of day, social situations, and events. Peer pressure was also frequently mentioned. Responses showed an overall good comprehension of the questions, although some answers were unspecific. Examples:

- Anger, loneliness, despair
- Boredom in the evenings
- Going on holiday at New Year will also be a time of temptation
- Seeing friends. Alcohol just makes the conversation flow easier. This is probably the hardest situation.
- Getting another [because] everyone else is

**Use of DYD and Drinking Outcomes**

Model estimates are presented for data from the subset of users who engaged with the program at least once, namely the active use sample (n=410). Lower alcohol use at 3 months, when controlled for age, gender, education level, alcohol use at baseline, and number of words, was associated with a greater percentage of change talk ($B_{adj} -0.17$, 95% CI $-0.32$ to $-0.02$, $P = .03$) and a higher number of listed high-risk situations ($B_{adj} -2.15$, 95% CI $-3.92$ to $-0.38$, $P = .02$). In the unadjusted models, listing any high-risk situations ($B_{unadj} -8.31$, 95% CI $-14.88$ to $-1.74$, $P = .01$) and the number of listed strategies to deal with high-risk situations ($B_{unadj} -8.31$, 95% CI $-14.88$ to $-1.74$, $P = .01$) also showed significant associations with alcohol use at 3-month follow-up but not when adjusted for all other components (adjusted $R^2 0.38$). The complete results are shown in Table 3.
### Table 3. Linear model estimates for the subsample of active users (n=410).

<table>
<thead>
<tr>
<th>Model and variable</th>
<th>Unadjusted(^a)</th>
<th></th>
<th></th>
<th>Adjusted(^b)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>95% CI</td>
<td>(P) value</td>
<td>B</td>
<td>95% CI</td>
<td>(P) value</td>
</tr>
<tr>
<td><strong>Null model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline alcohol use</td>
<td>N/A(^c)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.54</td>
<td>0.47 to 0.62</td>
<td>&lt;.001(^e)</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-6.01</td>
<td>-11.45 to -0.56</td>
<td>.03(^e)</td>
</tr>
<tr>
<td>Education (A level)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4.25</td>
<td>-2.75 to 11.24</td>
<td>.23</td>
</tr>
<tr>
<td>Education (O level)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4.52</td>
<td>-2.94 to 11.99</td>
<td>.23</td>
</tr>
<tr>
<td>Education (other)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2.22</td>
<td>-7.34 to 11.79</td>
<td>.65</td>
</tr>
<tr>
<td>Education (no qualification)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-4.70</td>
<td>-20.70 to 11.30</td>
<td>.56</td>
</tr>
<tr>
<td>Age</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.27</td>
<td>0.03 to 0.51</td>
<td>.03(^e)</td>
</tr>
<tr>
<td>Number of words</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.00</td>
<td>-0.01 to 0.02</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Full model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MI(^f) components</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage change talk</td>
<td>-0.11</td>
<td>-0.20 to -0.01</td>
<td>.02(^e)</td>
<td>-0.17</td>
<td>-0.32 to -0.02</td>
<td>.03(^e)</td>
</tr>
<tr>
<td>Any pros or cons listed</td>
<td>-1.17</td>
<td>-8.02 to 5.68</td>
<td>.74</td>
<td>0.34</td>
<td>-13.07 to 13.76</td>
<td>.96</td>
</tr>
<tr>
<td>Number of pros</td>
<td>1.31</td>
<td>-0.05 to 2.67</td>
<td>.06</td>
<td>1.60</td>
<td>-0.46 to 3.67</td>
<td>.13</td>
</tr>
<tr>
<td>Number of cons</td>
<td>-0.17</td>
<td>-0.83 to 0.50</td>
<td>.62</td>
<td>-0.14</td>
<td>-1.16 to 0.88</td>
<td>.78</td>
</tr>
<tr>
<td>What is important</td>
<td>-0.36</td>
<td>-6.64 to 5.91</td>
<td>.91</td>
<td>5.52</td>
<td>-4.23 to 15.27</td>
<td>.27</td>
</tr>
<tr>
<td><strong>CBT(^h) components</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting a start date</td>
<td>-1.41</td>
<td>-7.59 to 4.78</td>
<td>.65</td>
<td>17.50</td>
<td>-4.81 to 39.82</td>
<td>.12</td>
</tr>
<tr>
<td>Setting a drinking goal</td>
<td>-2.15</td>
<td>-8.39 to 4.09</td>
<td>.50</td>
<td>2.88</td>
<td>-16.05 to 21.81</td>
<td>.77</td>
</tr>
<tr>
<td>Completing another part of the moderation plan</td>
<td>-3.22</td>
<td>-9.38 to 2.94</td>
<td>.30</td>
<td>-13.32</td>
<td>-36.97 to 10.34</td>
<td>.27</td>
</tr>
<tr>
<td>Noting alcohol use before DYD(^i)</td>
<td>-4.40</td>
<td>-9.83 to 1.03</td>
<td>.11</td>
<td>-5.00</td>
<td>-11.53 to 1.53</td>
<td>.13</td>
</tr>
<tr>
<td>Any high-risk situations</td>
<td>-8.31</td>
<td>-14.88 to -1.74</td>
<td>.01(^e)</td>
<td>-11.86</td>
<td>-24.22 to 0.49</td>
<td>.06</td>
</tr>
<tr>
<td>Number of high-risk situations</td>
<td>-1.82</td>
<td>-3.12 to -0.52</td>
<td>.01(^e)</td>
<td>-2.15</td>
<td>-3.92 to -0.38</td>
<td>.02(^e)</td>
</tr>
<tr>
<td>Any strategies</td>
<td>-1.21</td>
<td>-8.22 to 5.80</td>
<td>.73</td>
<td>5.51</td>
<td>-5.08 to 16.58</td>
<td>.30</td>
</tr>
<tr>
<td>Number of strategies</td>
<td>0.01</td>
<td>-0.47 to 0.49</td>
<td>.01(^e)</td>
<td>0.64</td>
<td>-0.09 to 1.37</td>
<td>.09</td>
</tr>
<tr>
<td>Exploring cravings</td>
<td>2.90</td>
<td>-11.19 to 16.98</td>
<td>.69</td>
<td>3.71</td>
<td>-11.74 to 19.17</td>
<td>.64</td>
</tr>
<tr>
<td>Exploring relapse prevention</td>
<td>-1.65</td>
<td>-14.71 to 11.41</td>
<td>.80</td>
<td>-0.24</td>
<td>-15.42 to 14.95</td>
<td>.98</td>
</tr>
<tr>
<td>Making a relapse plan</td>
<td>3.52</td>
<td>-14.92 to 21.97</td>
<td>.71</td>
<td>5.05</td>
<td>-15.03 to 25.13</td>
<td>.62</td>
</tr>
<tr>
<td>Exploring thoughts about drinking</td>
<td>-0.41</td>
<td>-9.16 to 8.34</td>
<td>.93</td>
<td>-4.00</td>
<td>-15.09 to 7.09</td>
<td>.48</td>
</tr>
<tr>
<td>Any monitoring of drinking</td>
<td>2.66</td>
<td>-3.00 to 8.32</td>
<td>.36</td>
<td>1.77</td>
<td>-4.38 to 7.93</td>
<td>.57</td>
</tr>
<tr>
<td>Number of times drinking was monitored</td>
<td>0.00</td>
<td>-0.05 to 0.06</td>
<td>.87</td>
<td>-0.01</td>
<td>-0.07 to 0.04</td>
<td>.62</td>
</tr>
</tbody>
</table>

\(^a\) Unadjusted coefficients are based on a series of models in which alcohol use at 3-month follow-up is regressed based on baseline alcohol use, covariates, and each single intervention component.

\(^b\) Adjusted coefficients are based on a model in which alcohol use at 3-month follow-up is regressed based on baseline alcohol use, covariates, and all intervention components.

\(^c\) For the null model only containing the covariates, the adjusted \(R^2\) value is 0.36.
Sensitivity Analyses

When comparing the estimates from the linear model without log transformation (Table 3) with the model estimates including log transformations of alcohol use variables (adjusted $R^2 = 0.20$, see Table S2 in Multimedia Appendix 2), and the model estimates resulting from a negative binomial regression (McFadden $R^2 = 0.31$, see Table S3 in Multimedia Appendix 3), a higher number of listed high-risk situations predicted lower alcohol use at 3-month follow-up in both the model with log-transformation ($B_{adj} = -0.10, 95\% CI = -0.16$ to $-0.04, P = .001$) and the negative binomial model ($B_{adj} = -0.07, 95\% CI = -0.12$ to $-0.03, P = .001$). However, a higher number of listed strategies also predicted higher alcohol use at 3-month follow-up in both the log-transformed model ($B_{adj} = 0.04, 95\% CI = 0.01$ to $0.06, P = .002$) and the negative binomial model ($B_{adj} = 0.03, 95\% CI = 0.01$ to $0.05, P = .01$). No evidence was found in either of the sensitivity analyses for the effect of the percentage of change talk (log-transformed: $B_{adj} = 0.00, 95\% CI = 0.01$ to $0.00, P = .07$; negative binomial: $B_{adj} = 0.00, 95\% CI = 0.01$ to $0.00, P = .22$). The findings for these two components are therefore inconsistent. For all other components, none of the models showed an effect.

Discussion

Principal Findings

Participants were found to actively use both the MI and CBT components of the DYD website, with MI components used by more participants. The CBT components pertaining to relapse prevention and exploration of cravings were rarely used by participants. Change talk and sustain talk were elicited by the most participants (341/410, 83.2%, and 329/410, 80.2%, respectively); generally, more instances of change talk (median 8) than sustain talk (median 3) were reported, although the between-person variance was large (SD 10.02 and 2.43, respectively). One explanation for the more frequent use of MI components than of CBT components is that the former are presented at the beginning of the program. Participants were free to choose how to move through the program; however, the ordering may still have contributed to the more frequent use of the MI components. A significant finding was that a higher number of listed high-risk situations robustly predicted a greater reduction in alcohol use at 3-month follow-up ($P = .02$).

Analyses were repeated with log-transformed measures of alcohol use at baseline and 3-month follow-up and by applying negative binomial regression. All the models showed an effect of the number of listed high-risk situations; however, there were also some inconsistent findings. There were differences between the models in the effects of the percentage of change talk and the number of listed strategies to deal with high-risk situations. The number of strategies to deal with high-risk situations predicted higher alcohol use in the log-transformed and negative binomial models but not in the linear model without log transformation. The percentage of change talk was only found to have an effect on reduction of alcohol use in the linear model without log transformation. All other components showed null findings.

The lack of effects of the percentage of change talk found in the sensitivity models may be due to a lack of evidence rather than the absence of a true effect. A meta-analysis by Magill [10] summarized 58 MI process studies, including 21 on face-to-face alcohol interventions. A higher proportion of change talk was found to be related to the reduction of all risky behaviors, including reduction of alcohol use. It is noteworthy that the latest guidance on MI practice suggests removing the pros and cons decisional balance exercise [9], as it can have the undesired effect of encouraging sustain talk [23].

A higher number of noted strategies was associated with a slight increase in alcohol use at 3-month follow-up according to the sensitivity analyses. A possible reason for this seemingly paradoxical finding is that participants who are having more severe alcohol problems may work more extensively on the program. For this group, a web-based alcohol intervention may offer insufficient support to actually reduce their alcohol use, thereby possibly leading to increased alcohol use. As only some of the participants were asked to fill in the complete AUDIT questionnaire in the original trial, this hypothesis could not be tested in this study. However, a recent individual patient data meta-analysis (19 trials) revealed no difference in the effectiveness of internet interventions between binge drinkers and non–binge drinkers, nor any difference in effectiveness related to the amount of alcohol consumption at baseline (heavy drinkers vs nonheavy drinkers) [5].

Another component that is often considered an “active ingredient” of brief alcohol interventions is self-monitoring of alcohol use [24]. Self-monitoring (ie, entry of drinks into the Drinking Episodes Diary), was actively used at least once by only 141/410 (34.4%) of the active participants. Also, for participants who did use it, the amount of times they reported their drinking was very skewed: half of them reported their drinking a maximum of 9 times (mean 34.8, SD 75.73). Among DYD users, there was also a lack of active engagement with relapse prevention exercises and exercises on craving. Craving was previously found to be an important predictor of relapse [25].

Future research should focus on testing the roles of components of interest in encouraging alcohol reduction using a preregistered analysis plan while considering the influence of the ordering of components on their use and subsequent effects.
**Strengths and Limitations**

This study made use of a large sample of active users of a web-based alcohol intervention program. These users were e-help-seekers who were not currently enrolled in a treatment pathway. Uniquely, in this study, we were able to analyze a large number of free-text responses, thus obtaining insight into how well the participants understood the questions and whether key MI and CBT components were actively used. The free-text responses also enabled the assessment of key MI mechanisms of change talk and sustain talk, which may influence drinking outcomes [26]. Whether the program encouraged change talk or softened sustain talk (counter change talk) over time could not be assessed in this study. The presence of these key MI mechanisms and the use of the separate components were assessed independently by two coders with high interrater reliability. Change talk and sustain talk were coded using the CLEAR coding system [19], which was developed for coding of in-therapy client language. To account for the amount of total activity within the program as a possible confounder, the total number of words was included as a covariate within the model. These analyses were exploratory and were not preregistered; several sensitivity analyses are therefore presented. It is possible that significance of the effects of some components may be detected when using a larger sample, as we included many parameters without any effects in the full model. The generalizability of the study is limited because the sample only consisted of participants whose alcohol use at 3-month follow-up was known; this complete case analysis limits the generalizability of the results to nonresponders. Furthermore, the DYD intervention was closely modeled on the face-to-face MI/CBT approach used in therapeutic settings, and it required engagement and reflection across many different exercises. DYD was only accessible on a computer (ie, not compatible with smartphones, which were less prolific in 2007 when DYD was first launched). The current results are therefore only generalizable to similar extensive web-based MI/CBT interventions. More recent web-based interventions are responsive websites or apps, which tend to include a small number of “active” behavior change components that can be used easily and quickly, and are not intended to elicit change talk or sustain talk.

**Conclusions**

A web-based alcohol intervention was able to elicit both change talk and sustain talk. A higher number of listed high-risk situations can predict lower alcohol use at 3-month follow-up. Other components show inconsistent findings and should be studied further using a preregistered analysis plan. This study points to components of the DYD website that may constitute effective internet alcohol moderation programs and thus complies with the high research priority of studying specific components of web-based interventions.
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Abstract

Background: Internet interventions have been shown to be effective in treating anxiety disorders. Most interventions to date focus on single disorders and disregard potential comorbidities.

Objective: The aim of this mixed-methods study was to investigate feasibility, user experience, and effects of a newly developed individually tailored transdiagnostic guided internet intervention for anxiety disorders.

Methods: This study is an uncontrolled, within-group, baseline, postintervention pilot trial with an embedded qualitative and quantitative process and effect evaluation. In total, 49 adults with anxiety disorders (generalized anxiety disorder n=20, social phobia n=19, agoraphobia without panic n=12, panic with agoraphobia n=6, panic without agoraphobia n=4, subclinical depression n=41) received access to the 7-session intervention. We examined motivation and expectations, intervention use, user experience, impact, and modification requests. Qualitative data were assessed using semistructured interviews and analyzed by qualitative content analysis. Quantitative outcomes included symptom severity of anxiety and depression (Hamilton Anxiety Rating Scale [HAM-A], Quick Item Inventory of Depressive Symptomatology clinician rating [QIDS-C]), diagnostic status in clinical interviews (Mini International Neuropsychiatric Interview [MINI]), and web-based self-reports (Generalized Anxiety Disorder–7 [GAD-7], Center for Epidemiological Studies Depression Scale [CES-D], Beck Anxiety Inventory [BAI], Panic and Agoraphobia Scale [PAS], Social Phobia Scale [SPS], Patient Health Questionnaire–9 [PHQ-9]) at baseline and postassessment. Quantitative data was analyzed by comparing within-group means expressed as Cohen d.

Results: Anxiety symptom severity (HAM-A d=1.19) and depressive symptoms (QIDS-C d=0.42) improved significantly, and 54% (21/39) no longer were diagnosed as having any anxiety disorder. The main positive effects were the general improvement of disease burden and attentiveness to feelings and risk situations while the main negative effects experienced were lack of change in disease burden and symptom deterioration. The most prevalent reasons for participation were the advantages of online treatment, symptom burden, and openness toward online treatment. Helpful factors included support, psychoeducation and practicing strategies in daily life; the main hindering factors were too little individualization and being overwhelmed by the content and pace.

Conclusions: The intervention was found to be feasible and results show preliminary data indicating potential efficacy for improving anxiety and depression. The next step should be the evaluation within a randomized controlled trial. Concerning
intervention development, it was found that future interventions should emphasize individualization even more in order to further improve the fit to individual characteristics, preferences, and needs.

(J Med Internet Res 2020;22(9):e16450) doi:10.2196/16450
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Introduction

Internet interventions can be effective means of treating mental health problems such as anxiety disorders [1-3]. Anxiety disorders are highly prevalent [4], and individuals suffering from anxiety disorders tend to experience significant impairment in quality of life and a decreased sense of well-being and occupational and family satisfaction [5,6]. Anxiety disorders have also been found to be highly comorbid and act as risk factors for developing other anxiety disorders (comorbidity rate of patients with generalized anxiety disorder in the past 12 months and any other anxiety disorder: 55.9%) or major depressive disorder (comorbidity of generalized anxiety disorder and major depressive disorder: 59.1%) [7-10].

The fact that the majority of individuals who suffer from a mental disorder do not receive treatment is a demanding public health issue [11]. One primary reason for nontreatment seeking behavior apart from structural barriers such as treatment availability is attitudinal barriers including preference for self-reliance, low perceived treatment need, poor mental health literacy, and fear of stigmatization [12-14]. Internet interventions offer many advantages that could help bridge this treatment gap. Meta-analytic evidence has found internet interventions to be efficacious with medium to large effect sizes for the treatment of anxiety disorders [3,15-17].

As anxiety disorders are often comorbid with other anxiety disorders and depression [7-9], there are advantages to treating all comorbid disorders within one transdiagnostic treatment protocol. Transdiagnostic treatment for anxiety disorders and depression can be applied to a broad range of patients regardless of their primary diagnosis as they are designed to target common underlying factors and also provide a variety of treatment [18,19]. Research investigating internet-based transdiagnostic treatment protocols for different anxiety disorders and comorbidity depression has found these type of interventions to be efficacious [20-22].

Recently, there have been attempts to further individualize treatments according to the symptom profile and preferences of patients, which is also referred to as individual tailoring [23-25]. Beyond being able to address comorbidities, the main advantage is that patient preferences are considered in the treatment protocol, which could increase treatment motivation and therefore adherence and ideally also improve the outcome [26]. One trial found that effects in an internet-based intervention for depression were more pronounced when individual tailoring was applied compared with standardized treatment indicating the potential of individual tailoring [23].

To the best of our knowledge, no meta-analytic review exists on the sole effect of tailoring; however, meta-analytic evidence proposes that transdiagnostic and individual tailored approaches are promising when dealing with comorbidity with medium to large effect sizes for anxiety ($g=0.82$) and depression: ($g=0.79$) [27].

Some general aspects that remain unknown in internet interventions are (1) why individuals choose to participate, (2) how such interventions work including helpful and hindering factors [17,28,29], and (3) subjective impact including negative effects [30]. One way to explore these themes is through interviews with participants and qualitative data analysis.

The aim of this pilot feasibility study is to investigate a newly developed individually tailored transdiagnostic guided internet intervention for anxiety disorders with and without comorbid subclinical depression and explore feasibility. Qualitative and quantitative data and methods will be used to understand user experience focusing on motivation for participation and initial expectations, intervention use, and helpful and hindering factors. The impact of the intervention is explored through qualitative interviews as well as self-report and clinician-rated diagnostics on symptom severity, occurrence of clinical diagnoses, and positive and negative training effects. Finally, suggestions for intervention improvement and development will be derived.

Methods

The paper describes the findings of a pilot feasibility study for a randomized controlled trial that was registered in the German Clinical Trials Register [DRKS00012656] and received ethical approval from Friedrich-Alexander University Erlangen-Nürnberg (144-16 B).

Recruitment

Participants were recruited via German health insurance companies, a study webpage, and open recruitment strategies such as social media and Google Ads for a primary trial on the prevention of depression and anxiety [31]. Individuals with a clinical diagnosis of a major depressive disorder in the screening process were referred to another trial [32]. If they did not fulfill the criteria of the prevention trial due to a clinical diagnosis of an anxiety disorder and did not have a clinical diagnosis of major depressive disorder, they were referred to this study.

Assessment of Eligibility

Participants were eligible to participate in the study if they fulfilled the following inclusion criteria of having a current diagnosis of an anxiety disorder (generalized anxiety disorder, panic disorder, agoraphobia, social phobia) assessed in the diagnostic interview based on the Mini International Neuropsychiatric Interview (MINI) [33] and signed informed consent without any of the following exclusion criteria: (1) history of psychosis, (2) bipolar disorder, (3) psychological...
treatment in the past 6 months, (4) currently on a waiting list for psychological treatment, (5) heightened suicidality, (6) having a current, or past 6 months, episode of a major depressive disorder. To increase internal validity, we decided not to include individuals with a major depressive disorder and redirected them to a different trial [32] as we assumed they might have other characteristics and needs.

**Study Design**

The study has an uncontrolled, within-group, baseline, postintervention design with an embedded qualitative and quantitative process evaluation. All participants (n=49) included in this study received access to the individually tailored transdiagnostic guided treatment for anxiety disorders. Clinical diagnostic interviews on diagnostic status and symptom severity of anxiety disorders and major depressive disorder were conducted at baseline and postassessment 8 weeks after intervention allocation. The participants also completed web-based self-report assessments on anxiety and depressive symptom severity and a question on treatment motivation and guidance preference at baseline and postassessment. A semistructured qualitative interview was conducted at postassessment. Figure 1 displays the study flow.

**Figure 1. Study flow.**

---

**Intervention**

The internet intervention comprises 7 sessions plus one booster session. The content includes psychoeducation; methods to reduce incongruence between personal values, needs, and behavior; behavioral activation; exposure; and problem solving. The intervention is mainly text-based with additional elements such as short educational videos and audio files. To promote the transfer of acquired skills into daily life, participants could opt to receive short messages to their phone throughout the day (sent through an app or a messaging service) with motivational sentences or mini tasks referred to as Tiny Tasks. For more information on the reported intervention, see the published study protocol of the primary prevention trial [31]. See Textbox 1 for an overview of the intervention sessions.
Textbox 1. Session overview and elective modules.

1. Behavioral activation: satisfying needs and goals
   - Introduction to the training and core elements
   - Strengthening motivation and personal goal setting
   - Understanding the relationship between personal needs and values and identifying discrepancies
   - Planning activities to strengthen core values

2. Behavioral activation: overcoming difficulties and pleasant activity scheduling
   - Overcoming difficulties of behavioral activation
   - Understanding the nature of avoidant behaviors
   - Planning mood-enhancing activities

3. Psychoeducation
   - Psychoeducational information on depression and anxiety including etiological and maintaining factors
   - Identifying individual symptomatology and course of development

4. Cognitive restructuring
   - Introduction to the causal relationship between cognitions and emotions
   - Application of a thought record
   - Identifying automatic negative thoughts and practicing cognitive flexibility

5. Exposure I or Problem solving I
   - Practicing problem solving by distinguishing between solvable and unsolvable problems and applying a 6-step problem-solving plan
   - Practicing exposition to fear-inducing situations based on a personal fear hierarchy

6. Exposure II or Problem solving II

7. Plan for the future
   - Recap of the training
   - Plan for the future and relapse prevention

8. Booster session
   - Reflecting on goal attainment
   - Further planning of the future

Elective modules: rumination and worries, acceptance, relaxation, reducing alcohol, self-worth, perfectionism, appreciation and gratitude, sleep

Individual Tailoring

During the intervention development phase, there was an emphasis on individual tailoring which manifested itself through (1) tailoring to core clinical characteristics (any anxiety disorder or depression); (2) receiving optional Tiny Tasks; (3) choosing elective modules on various psychological topics such as acceptance, relaxation, or reducing alcohol based on interest, preference, and needs; (4) personal goal setting with monitoring of advancement in achieving goals and making adjustments throughout the intervention; (5) receiving personalized guidance by eCoaches who also monitored individual intervention use through adherence. The presented content in the intervention is triggered by patient input.

Guidance and Adherence Monitoring

After completion of a session, patients receive written content-focused feedback by an eCoach. eCoaches are supervised psychologists or psychotherapists (in training) who provide manualized text-based feedback and monitor for adherence and potential crises throughout the intervention. In case of noncompliance to the intervention, eCoaches send reminder messages to encourage session completion. Patients are also sent automatic weekly email reminders by the platform in case of nonadherence.

Assessments and Data Management

Qualitative Data

The interview manual was developed in collaboration with clinical experts and comprises 7 open questions including reasons for participation and expectations, training experience...
including helpful and hindering factors, impact of treatment, and modification requests. All participants were asked to participate in the qualitative interviews regardless of their actual treatment progress, intervention adherence, or session completion rates. Table 1 gives an overview of the topical domains and interview questions translated into English. The interviews were recorded and the content was transcribed verbatim.

Table 1. Overview of interview questions and domains.

<table>
<thead>
<tr>
<th>Code</th>
<th>Domain</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Motivation for participation</td>
<td>Why did you participate in the online training?</td>
</tr>
<tr>
<td>Q2</td>
<td>Fulfilled expectations</td>
<td>Which expectations toward the training were fulfilled?</td>
</tr>
<tr>
<td>Q3</td>
<td>Unfulfilled expectations</td>
<td>Which expectations toward the training were not fulfilled?</td>
</tr>
<tr>
<td>Q4</td>
<td>Impact of online training</td>
<td>How has your disease burden changed by using the online training?</td>
</tr>
<tr>
<td>Q5</td>
<td>Helpful training event</td>
<td>What part of the training was particularly helpful in improving your psychological well-being?</td>
</tr>
<tr>
<td>Q6</td>
<td>Hindering training element</td>
<td>What would you have needed in addition from the training to help improve your psychological well-being?</td>
</tr>
<tr>
<td>Q7</td>
<td>Negative effects</td>
<td>Which elements of the training had no or negative effects on your psychological well-being?</td>
</tr>
</tbody>
</table>

Quantitative Assessments

Quantitative assessments took place during screening to complete study inclusion, at baseline before intervention access, and after intervention completion (8 weeks after baseline). Assessments comprised diagnostic interviews conducted by clinicians via telephone and web-based self-report assessments. The clinicians were blind to the fact that there was no control group. Figure 1 displays the study flow. The web-based assessments included measures of anxiety symptom severity, depression symptom severity, a question on treatment motivation, and guidance preference.

Anxiety disorders and major depressive disorder were assessed by an adaption of the MINI 5.0 [34]. Severity of anxiety symptoms was assessed by the Hamilton Anxiety Rating Scale (HAM-A: 14 items; \( \alpha_{T1} = .76 \)) [35,36] and the Quick Item Inventory of Depressive Symptomatology clinician rating (QIDS-C; 16 Items; \( \alpha_{T1} = .64 \)) [37,38] via telephone by diagnostic raters.

Generalized anxiety disorder and social anxiety were measured by the Generalized Anxiety Disorder 7 (GAD-7; 7 items; \( \alpha_{T1} = .82 \)) [39,40]. The Beck Anxiety Inventory (BAI; 21 items; \( \alpha_{T1} = .91 \)) was used to assess clinical anxiety [41]. Panic and agoraphobia symptoms were assessed by the Panic and Agoraphobia Scale (PAS; 13 items; \( \alpha_{T1} = .89 \)) [42]. The Social Phobia Scale assessed social anxiety and pertains to fears of scrutiny during observations by others (SPS; 20 items; \( \alpha_{T1} = .93 \)) [43,44].

Depressive symptoms were also assessed by the Patient Health Questionnaire (PHQ-9; 9 items; \( \alpha_{T1} = .73 \)) [45] and the Center for Epidemiological Studies Depression Scale (CES-D; 20 items; \( \alpha_{T1} = .68 \)) [46,47].

Motivation to receive online treatment as well as guidance preference were assessed by prompting participants to choose from a set of predefined answers in the web-based assessment. For an overview of all possible answers, see Multimedia Appendix 1.

Study Adherence

Adherence to study completion was monitored. To standardize the study adherence procedure, a systematic adherence protocol was instated. After noncompletion of an assessment or the diagnostic interview, participants were sent reminder emails after 7, 14, 21, and 28 days and text messages after 14, 21, and 28 days; reminder calls took place after 21 days. The text messages contained different motivational approaches to appeal to different mindsets such as helping others by providing data, having received the training in exchange for completing assessments, furthering scientific evidence, and supporting individuals of the study management team in completing their scientific degrees.

Quantitative Data Analysis

Feasibility of the intervention was assessed by exploring changes in the diagnostic status of any anxiety disorder or major depressive disorder and symptom improvement of anxiety and depression. Pre-post data were compared with paired t-tests and expressed by Cohen \( \delta \) and the 95% confidence interval [48,49]. We also reported the mean percentage of symptom improvement per assessment scale. As this is a pilot feasibility trial exploring data and not testing hypotheses, we decided not to implement any strategies to estimate missing data and instead used completer data only. Due to the explorative nature of the trial, we also did not control the global significance level for the multiple testing problem. We also report baseline differences as median comparisons between self-report assessment completers and noncompleters investigated by the Mann-Whitney \( U \) test.

Qualitative Data Analysis

The recorded interviews were transcribed verbatim according to a predefined transcription guide. Content analysis and coding rules followed recommendations by Mayring [50]. The software program MAXQDA version 18.0.0 (VERBI GmbH) was used to analyze the qualitative data. Adherence to standards for reporting qualitative research was ensured by following the consolidated criteria for reporting qualitative research (COREQ) [51,52].
Taking an inductive approach, codes were developed by two researchers (KKW, LK) who used 50% of the raw data mindful of the topical domains. Codes were discussed until agreement was reached for a preliminary category system. Following this, the other 50% of raw data were analyzed by identifying codes and sorting them into the existing category system. If the codes did not match the existing system, the system was adapted by adjusting codes or creating new ones. The two researchers then discussed the coding and finalized the categorical system.

After finalization of the categorical system, two researchers (KKW, MNC) independently coded 10% of the data and analyzed their ratings in MAXQDA to determine an interrater agreement which is reported in the form of Cohen kappa (threshold was set to 10%). Figure 2 depicts the process of the qualitative data analysis.

**Figure 2.** Study flow qualitative data analysis.

---

**Results**

**Baseline Characteristics**

In total, 49 participants were included in the study, of which the majority was female (38/49, 78%). Participants were aged 40 years on average; the youngest participant aged 22 years and the oldest 68 years. Apart from two participants who resided in Switzerland and Austria, all others (47/49, 96%) had their residence in Germany. More than half of the participants (27/49, 55%) lived in cities with less than 100,000 inhabitants; 45% (22/49) of participants stated they lived in a city with more than 100,000 inhabitants. At baseline, all participants (49/49, 100%) included in the study had at least one anxiety disorder, while 18% (9/49) had at least two anxiety disorders and 6% (3/49) had three anxiety disorders. On average, participants had heightened symptoms of anxiety with a mean value of 21.29 (SD 7.79) on the HAM-A, 10.31 (SD 4.11) on the GAD-7, 38.35 (SD 10.96) on the BAI, 10.20 (SD 8.58) on the PAS, and 20.51 (SD 14.97) on the SPS. They also showed heightened symptom severity of depression with an average value of 8.92 (SD 4.41) on the QIDS-C, 21.71 (SD 6.58) on the CES-D, and 11.04 (SD 4.31) on the PHQ-9.

Of all participants, 43% (21/49) had no prior experience with psychotherapy and 57% (28/49) had some type of experience with psychotherapy. Of the 28 individuals with prior treatment experience, 32% (9/28) rated their experience as very helpful, 61% (17/28) found it somewhat helpful, and 7% (2/28) did not find their treatment to have been helpful. Considering prior experience with health-related trainings, 73% (36/49) claimed to have some and 27% (13/49) did not. See Table 2 for an overview.
Table 2. Baseline characteristics (n=49).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>40.45 (12.9)</td>
</tr>
<tr>
<td>Gender, female, n (%)</td>
<td>38 (78)</td>
</tr>
<tr>
<td><strong>Country of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>47 (96)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Austria</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Number of inhabitants, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 5000</td>
<td>8 (16)</td>
</tr>
<tr>
<td>5000-10,000</td>
<td>5 (10)</td>
</tr>
<tr>
<td>10,000-20,000</td>
<td>6 (12)</td>
</tr>
<tr>
<td>20,000-50,000</td>
<td>3 (6)</td>
</tr>
<tr>
<td>50,000-100,000</td>
<td>5 (10)</td>
</tr>
<tr>
<td>100,000-500,000</td>
<td>14 (29)</td>
</tr>
<tr>
<td>More than 500,000</td>
<td>8 (16)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>45 (92)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>8 years of schooling</td>
<td>1 (2)</td>
</tr>
<tr>
<td>10 years of schooling</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Abitur or 3 to 3.5 year traineeship</td>
<td>19 (39)</td>
</tr>
<tr>
<td>Bachelor or equivalent</td>
<td>8 (16)</td>
</tr>
<tr>
<td>Masters or equivalent</td>
<td>15 (31)</td>
</tr>
<tr>
<td>Doctorate degree</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Previous psychological treatment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>28 (57)</td>
</tr>
<tr>
<td>No</td>
<td>21 (43)</td>
</tr>
<tr>
<td><strong>For those who experienced psychological treatment (n=28): How helpful was it? n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not helpful</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Somewhat helpful</td>
<td>17 (61)</td>
</tr>
<tr>
<td>Very helpful</td>
<td>9 (32)</td>
</tr>
<tr>
<td><strong>Previous experience with health-related trainings, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36 (73)</td>
</tr>
<tr>
<td>No</td>
<td>13 (27)</td>
</tr>
<tr>
<td><strong>Symptom severity, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>HAM-A&lt;sup&gt;a&lt;/sup&gt; anxiety</td>
<td>21.29 (7.79)</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;b&lt;/sup&gt; anxiety</td>
<td>10.31 (4.11)</td>
</tr>
<tr>
<td>BAI&lt;sup&gt;c&lt;/sup&gt; anxiety</td>
<td>38.35 (10.96)</td>
</tr>
<tr>
<td>PAS&lt;sup&gt;d&lt;/sup&gt; anxiety</td>
<td>10.20 (8.58)</td>
</tr>
<tr>
<td>SPS&lt;sup&gt;e&lt;/sup&gt; anxiety</td>
<td>20.51 (14.97)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Hamilton Anxiety Rating Scale
<sup>b</sup> Generalized Anxiety Disorder Inventory
<sup>c</sup> Beck Anxiety Inventory
<sup>d</sup> Patient Anxiety Scale
<sup>e</sup> Somatic Perception Scale
## Impact

Considering changes in diagnostic status at postassessments, of the individuals who completed the diagnostic interview, 46% (18/39) still had at least one anxiety disorder while 54% (21/39) no longer were diagnosed as having any anxiety disorder. There was a significant improvement of anxiety symptoms assessed by the HAM-A from 20.71 (SD 7.87, n=42) at baseline to 12.76 at postassessment (SD 9.18, n=42, T=7.0, df=41, P<.001, d=1.19, 95% CI 0.73 to 1.66), which translates to a mean symptom improvement of 38%. There was also a significant improvement of symptoms of depression assessed by the QIDS-C [38], from 8.4 (SD 4.13, n=42) to 6.38 at postassessment (SD 4.83, n=42, T=2.51, df=41, P=.016, d=0.42, 95% CI 0.01 to 0.86), which is a mean symptom improvement of 24%.

All scales assessing anxiety symptom severity and depression symptom severity showed a significant improvement from baseline to postassessment. We also observed an improvement on the PAS [42] from baseline (mean 9.66 [SD 8.59], n=41) to postassessment (mean 8.12 [SD 7.06], n=41), which was not significant (T=1.86, df=40, P=.07, d=0.28, 95% CI –0.16 to 0.71). For a full overview see Tables 3 and 4.
Table 3. Completer baseline and postintervention data.

<table>
<thead>
<tr>
<th>Questionnaire and assessment point</th>
<th>n ^a</th>
<th>mean (SD)</th>
<th>T score</th>
<th>df ^b</th>
<th>P value</th>
<th>d</th>
<th>95% CI</th>
<th>Mean symptom improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAM-A ^c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>42</td>
<td>20.71 (7.87)</td>
<td>7.0</td>
<td>41</td>
<td>&lt;.001</td>
<td>1.19</td>
<td>0.73 to 1.66</td>
<td>38.39</td>
</tr>
<tr>
<td>T2</td>
<td>42</td>
<td>12.76 (9.18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD-7 ^d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41</td>
<td>10.05 (4.15)</td>
<td>4.94</td>
<td>40</td>
<td>&lt;.001</td>
<td>0.75</td>
<td>0.31 to 1.20</td>
<td>29.85</td>
</tr>
<tr>
<td>T2</td>
<td>41</td>
<td>7.05 (3.97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BAI ^e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41</td>
<td>36.93 (10.54)</td>
<td>3.91</td>
<td>40</td>
<td>&lt;.001</td>
<td>0.58</td>
<td>0.14 to 1.02</td>
<td>11.18</td>
</tr>
<tr>
<td>T2</td>
<td>41</td>
<td>32.80 (9.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAS ^f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41</td>
<td>9.66 (8.59)</td>
<td>1.86</td>
<td>40</td>
<td>.07</td>
<td>0.28</td>
<td>−0.16 to 0.71</td>
<td>15.94</td>
</tr>
<tr>
<td>T2</td>
<td>41</td>
<td>8.12 (7.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPS ^g</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41</td>
<td>18.95 (13.73)</td>
<td>2.32</td>
<td>40</td>
<td>.03</td>
<td>0.35</td>
<td>−0.09 to 0.79</td>
<td>18.68</td>
</tr>
<tr>
<td>T2</td>
<td>41</td>
<td>15.41 (12.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QIDS-C ^h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>42</td>
<td>8.40 (4.13)</td>
<td>2.51</td>
<td>41</td>
<td>.02</td>
<td>0.42</td>
<td>−0.01 to 0.86</td>
<td>24.05</td>
</tr>
<tr>
<td>T2</td>
<td>42</td>
<td>6.38 (4.83)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CES-D ^i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41</td>
<td>21.59 (6.42)</td>
<td>4.3</td>
<td>40</td>
<td>&lt;.001</td>
<td>0.74</td>
<td>0.30 to 1.19</td>
<td>18.2</td>
</tr>
<tr>
<td>T2</td>
<td>41</td>
<td>17.66 (7.53)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 ^j</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41</td>
<td>10.83 (3.92)</td>
<td>5.54</td>
<td>40</td>
<td>&lt;.001</td>
<td>0.99</td>
<td>0.53 to 1.45</td>
<td>33.15</td>
</tr>
<tr>
<td>T2</td>
<td>41</td>
<td>7.24 (4.83)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a completers only.
^b df: degree of freedom.
^c HAM-A: Hamilton Anxiety Rating Scale.
^d GAD-7: Generalized Anxiety Disorder–7 item.
^e BAI: Beck Anxiety Inventory.
^f PAS: Panic and Agoraphobia Scale.
^g SPS: Social Phobia Scale.
^h QIDS-C: Quick Item Inventory of Depressive Symptomatology.
^i CES-D: Center for Epidemiological Studies Depression Scale.
^j PHQ-9: Patient Health Questionnaire–9 item.
Table 4. Diagnostic status depression and anxiety.

<table>
<thead>
<tr>
<th>Clinical disorder assessed by the MINI(^a) and assessment point</th>
<th>Individuals with clinical diagnoses of valid responses n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generalized anxiety disorder</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>20/49 (41)</td>
</tr>
<tr>
<td>T2</td>
<td>6/39 (15)</td>
</tr>
<tr>
<td><strong>Social phobia</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>19/49 (39)</td>
</tr>
<tr>
<td>T2</td>
<td>8/39 (21)</td>
</tr>
<tr>
<td><strong>Agoraphobia without panic</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>12/49 (24)</td>
</tr>
<tr>
<td>T2</td>
<td>10/39 (26)</td>
</tr>
<tr>
<td><strong>Panic with agoraphobia</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>6/49 (12)</td>
</tr>
<tr>
<td>T2</td>
<td>2/39 (5)</td>
</tr>
<tr>
<td><strong>Panic without agoraphobia</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>4/49 (8)</td>
</tr>
<tr>
<td>T2</td>
<td>0/39 (0)</td>
</tr>
<tr>
<td><strong>Major depressive disorder</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>0/49 (0)</td>
</tr>
<tr>
<td>T2</td>
<td>3/42 (7)</td>
</tr>
<tr>
<td><strong>Any anxiety disorder</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>49/49 (100)</td>
</tr>
<tr>
<td>T2</td>
<td>18/39 (46)</td>
</tr>
<tr>
<td><strong>Two or more anxiety disorders</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>9/49 (18)</td>
</tr>
<tr>
<td>T2</td>
<td>7/39 (18)</td>
</tr>
<tr>
<td><strong>Three or more anxiety disorder</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>3/49 (6)</td>
</tr>
<tr>
<td>T2</td>
<td>1/39 (3)</td>
</tr>
<tr>
<td><strong>Subclinical depression (^b) CES-D (^c) (\geq16)</strong></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>41/49 (84)</td>
</tr>
<tr>
<td>T2</td>
<td>20/41 (49)</td>
</tr>
</tbody>
</table>

\(^a\)MINI: Mini International Neuropsychiatric Interview.

\(^b\)Subclinical depression subgroup (CES-D \(\geq16\)) assessed by Center for Epidemiological Studies Depression Scale.

\(^c\)CES-D: Center for Epidemiological Studies Depression Scale.

Any type of positive training effect was mentioned in 84% (36/43) of interviews while any type of negative training effect was identified in 30% (13/43). Only 2 interviews with negative effects had no mention of any positive effects; in one of these interviews, training discontinuation was mentioned.

Positive training effects stated were improvement of disease burden (n=26) including general improvement of disease burden (n=12), feeling of increased performance (n=3), improvement of depressive symptoms (n=2), less rumination (n=2), improvement of psychosomatic pain (n=1), reduction of suicidal and self-injurious thoughts (n=1), fewer panic attacks (n=1), less tension (n=1), more calmness (n=1), reduction of alcohol consumption (n=1), and improved sleep quality (n=1); attentiveness to feelings and risk situations (n=24); confrontation with one’s situation (n=20) including acceptance of oneself and others (n=8), focus on important areas of life (n=4), improvement of self-worth (n=2), knowing that one’s situation can change (n=2), preoccupation with oneself (n=1), proud of one’s achievements (n=1), and excited for future changes (n=1); insights and suggestions (n=12); more awareness for positivity and increased gratitude (n=6); and helpful entry to psychological treatment (n=1). Satisfaction with the online treatment was
categorized as online treatment helpful (n=5), fulfilled expectations (n=6), excited about online treatment (n=6), and online treatment not helpful (n=4).

Negative training effects entailed lack of change in disease burden (n=11); symptom deterioration (n=9) including increased hopelessness (n=5), increased rumination (n=2), social withdrawal due to tension (n=1), general symptom deterioration (n=1); and training discontinuation (n=1).

**Intervention Use**

In total, 98% (48/49) of participants completed the first session, and 65% (32/49) completed all 7 sessions. The booster session was completed by 55% (27/49). On average, participants took on average 9.44 (SD 3.78) weeks (range 4-18 weeks) to complete the intervention. See Table 5 for an overview.

<table>
<thead>
<tr>
<th>Completion</th>
<th>Participants who completed session, n (%)</th>
<th>Participants who did not complete session, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session 1</td>
<td>48 (98)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Session 2</td>
<td>44 (90)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Session 3</td>
<td>42 (86)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Session 4</td>
<td>40 (82)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Session 5</td>
<td>38 (78)</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Session 6</td>
<td>33 (67)</td>
<td>16 (33)</td>
</tr>
<tr>
<td>Session 7</td>
<td>32 (65)</td>
<td>17 (35)</td>
</tr>
<tr>
<td>Booster session</td>
<td>27 (55)</td>
<td>22 (45)</td>
</tr>
</tbody>
</table>

In the noncompleter group, adherence intervention completion ranged from 0 to 3 sessions, while in the completer group, the average completion rate was mean 7.15 (SD 1.42) sessions.

Of the 38 participants who completed the fifth training session, 58% (22/38) chose to practice exposure to fear-inducing situations, while the other 42% (16/38) chose to practice problem-solving skills.

Regarding Tiny Tasks, only 10% (5/48) of individuals opted to not receive them, while 58% (28/48) chose to receive the light version with 3 daily reminders and motivational tasks and 31% (15/48) opted for the intense version with 5 messages per day.

**Motivation and Expectations**

When asked in the online-based baseline assessment which type of guidance participants would like to receive, 74% (36/49) stated they would like guidance and feedback on completed training session, no one said they did not want guidance, and 27% (13/49) claimed they had no preference concerning guidance.

In the baseline assessment we asked the participants to select reasons, from predefined categories, why they wanted to participate in the online training. Almost all participants (47/49, 96%) selected the answer “I want to learn to cope with my complaints autonomously.” Approximately 67% (33/49) claimed that they found online training appealing and 31% (15/49) said that waiting times for psychotherapy are too long. For a complete overview see Multimedia Appendix 1.

There were 12 reasons associated with training motivation identified in the qualitative interviews: advantages of online treatment (n=38) including active self-help (n=29), time and place independent flexible use (n=4), anonymity and to not have to conduct face-to-face conversations (n=4), and something beyond self-help (n=1); symptom burden (n=29) including symptoms of anxiety and depression (n=18), not able to deal with one’s situation autonomously (n=5), unhappy with current life situation (n=2), sleep problems (n=2), loneliness (n=1), and feeling of putting burden on family (n=1); openness toward online treatment (n=12); desire for improvement (n=9); no expectations toward the online treatment (n=7); stressful life event (n=4); desire to better understand situation (n=3); negative psychotherapy experience (n=3); no face-to-face psychotherapy possible (n=3); heightened expectation of improvement by participation (n=3); interest in psychology and mental health (n=2); and positive experience with self-help (n=1). For a complete overview see Multimedia Appendix 1.
by the content and pace (n=15); usability issues (n=8) including limited functionality of the app (n=6) and limited usability of weekly activity plan (n=2); difficulties doing exercises (n=7); motivational difficulties (n=6); difficulties to plan (n=3); not open to training elements (n=1); needs beyond the scope of the training (n=1); and stress (n=6).

**Modification Requests**

There were 10 types of modification requests made, which were the desire for more intense support and more individualized feedback (n=10); longer treatment duration or more time to complete a module (n=9); exchange options with other participants (n=3); have limits of online treatment stressed (n=3); first aid plan (n=2); clearer structure of the activity plan (n=2); more printable content (n=2); more support to enhance motivation (n=2); more alternatives after having tried exercises (n=1); and be able to share content with friends and family (n=1).

**Discussion**

**Principal Findings**

The aim of this pilot feasibility study was to investigate an individually tailored transdiagnostic guided internet intervention for anxiety disorders with and without comorbid subclinical depression with an embedded qualitative and quantitative process evaluation.

Overall, the intervention was found to be feasible and results indicate potential efficacy concerning the improvement in anxiety and depression symptom severity. Moderate to large within effect sizes were found for anxiety and moderate effects for depression severity on all assessment scales apart from the PAS. Another finding in favor of the potential of the intervention is that while all individuals had an anxiety disorder at baseline, we found that the overall rate of anxiety disorders decreased by more than half. Positive effects stated by participants were general improvement of disease burden including improvement of anxiety and depression symptom severity and feeling equipped to deal with risk situations in the future. These findings are in line with previous work indicating that internet interventions are effective in treating anxiety disorders [1-3] and different anxiety disorders and comorbid depressive symptoms can be addressed transdiagnostically in one intervention [27,53-55].

Adherence to the intervention was found to be satisfactory with 65% of participants completing the intervention as intended, which lies just below some findings of adherence of internet-based guided self-help for anxiety disorders with 75% in a tailored group and 70.5% in a standardized treatment group [25]. The most prevalent reasons for participation found were advantages of the online treatment, symptom burden, and a general openness toward the online treatment. Participants found the most helpful factors to be the support provided, the psychoeducation, and being taught and encouraged to practice strategies in their daily routines.

Certain factors were perceived as hindering, such as the treatment not being individualized enough, at time they felt overwhelmed by the content and pace, and there were some usability issues. Some individuals struggled with motivation, regularly practicing, and integrating exercises into their daily lives, and others perceived stress outside of the intervention to be negative toward change. Many individuals also expressed the wish to have more contact with their eCoach going beyond the written messages and would have liked to have a personal conversation with their eCoach.

We also identified some negative effects. Although the quantitative data clearly showed an average improvement of anxiety and depression, the qualitative data revealed some negative effects such as an experienced lack of change in disease burden and symptom deterioration. Some individuals had heightened expectations of improvement prior to the treatment, which might be linked to greater disappointment and hopelessness if the treatment was perceived as ineffective. The negative effects were similar to what has been found in previous work, such as the occurrence of symptom deterioration or the emergence of novel symptoms [56]. When considering these negative effects, it is important to keep in mind that the individuals often mentioned negative and positive effects in one interview. This finding indicates that although many individuals improved in many different areas of life, it is possible that they did not improve in all the areas they would have liked to, it was not as effective as they expected, or they were not able or willing to put in the work to achieve the change they would have liked to experience. Although the number of negative effects mentioned was much less pronounced than positive treatment impact, this finding indicates the importance of exploring the use of methods beyond quantitative data such as qualitative data, as it can provide a more nuanced insight into user experience.

**Strengths and Limitations**

This study has the following strengths: the combination of qualitative and quantitative methods; having a total of 43 independent voices included in the qualitative data analysis; conducting clinical interviews to assess diagnostic status; the high standard of conducting the qualitative analysis; the following of current recommendations in the field; and the high interrater reliability between coders.

This study also has some limitations. As this was an uncontrolled pilot feasibility study with an intervention group and no control group, there was an explorative analysis of only within pre-post data and there was no actual hypothesis testing; also, we did not apply any techniques to estimate missing data. The already small sample size was further decimated by study dropouts. Although we completed some statistical analyses of the quantitative data, the results should be interpreted with caution as the findings are based on a very small, self-selected, completer data sample. This should be kept in mind when regarding the quantitative findings. After investigating baseline symptom severity differences between assessment completers and noncompleters, we saw that noncompleters had higher symptom severity of anxiety on the BAI on average; therefore, it is possible that the effects based on completers only are an overestimation. Furthermore, individuals with a major depressive disorder at baseline were excluded from the study during the screening process to increase internal study validity.
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As participants self-selected to participate in the study, which is a typical occurrence in studies conducted in general population samples, this was an investigation of a highly selective population of individuals with an anxiety disorder, and findings from the qualitative data might not be generalizable to other populations. Also, the qualitative interview was completed after the intervention phase; therefore, questions on motivation and expectations were assessed in a retrospective manner and might be biased due to memory errors and time lapse. Last, it is possible that attrition rates are higher than they would be in a natural setting as the specificities of the study design such as diagnostic interviews might positively influence adherence.

Learnings and Future Research

Our learnings for future studies when targeting individuals with anxiety disorders are that it is important to emphasize the self-help aspect of internet interventions, replace clinical and disorder-specific terms, highlight the flexible use options, and provide detailed information on what individuals can expect.

Although the intervention was heavily individualized and contained many elements of individual tailoring, participants still preferred to have the individualization options increased. First, future research should focus on the dose-response rate posing the question how flexible a treatment can be while still producing a positive outcome. Second, future research should investigate whether further individualization also increases initial acceptance and willingness to participate, which might increase the effects on a population level. Individual tailored interventions for anxiety and depression should also be systematically compared with standardized disorder specific treatment in one study.

Although not all individuals experienced negative effects, it still seems especially relevant to address negative effects due to their possible impact. If an individual suffers from a mental disorder and has taken the step to seek treatment has a negative treatment experience, it could cause training discontinuation, detraction from seeking further psychological treatment, and chronification of symptomology, which is why it is important to intervene in a timely manner. One first step to address this would be to manage realistic expectations before and throughout the intervention, clarify possible limits of an online treatment, and engage or refer individuals after an intervention. To tackle issues of motivation and difficulties integrating exercises into daily life, it could be helpful to involve smartphones more often into the treatment protocol as they could function as an extension of the treatment into individuals’ private lives and are practical to deliver reminders. Future interventions should create a well-rounded support and guidance system that includes guidance adaptable in intensity combined with adherence and symptom monitoring.

There might also be other indicators of differential treatment outcome such as symptom severity, previous experience with mental health treatment, fear of stigma, and expectation of improvement, factors that could explain who benefits from internet interventions and who does not. For this reason, it is important to not only understand mediators of treatment but also investigate moderators of treatment and the combination of both. We also believe qualitative research should be used to understand why some individuals do not respond to treatment.

Concerning future qualitative research, it would be interesting to use machine learning techniques to analyze data. This could be done by analyzing content and words used by patients (eg, how someone speaks about themselves and their progress) as well as features of speech such as coherence, intonation, amplitude, pitch, and timbre. In addition to using these features to investigate user experience and impact, they might also be useful as an additional outcome assessment.

Conclusion

The investigated individually tailored transdiagnostic guided internet intervention seems to be feasible and indicated potential to reduce anxiety and depression severity. The results suggest that when targeting individuals for this type of treatment, it can be helpful to emphasize the active self-help components in addition to the advantages of online treatments. The content should contain psychoeducation, emphasize practicing strategies in daily life, and be complemented by a support system that entails some type of guidance as well as adherence and symptom monitoring. Once thresholds for low adherence or heightened symptoms are crossed, mechanisms should be set in place to either adapt the intervention or guide individuals to further treatment. Further individualization of interventions should be explored to best adapt to patients’ characteristics, needs, and preferences.
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Abstract

Background: The involvement of patient research partners (PRPs) in research aims to safeguard the needs of patient groups and produce new interventions that are developed based on patient input. Myocardial infarction with nonobstructive coronary arteries (MINOCA), unlike acute myocardial infarction (MI) with obstructive coronary arteries, is presented with no significant obstructive coronary artery disease. Patients with this diagnosis are a subset of those diagnosed with traditional MI and often need more psychological support, something that is presently not established in the current treatment scheme in Swedish health care or elsewhere, to our knowledge. An internet-delivered intervention might offer patients with MINOCA the opportunity to access a psychological treatment that is tailored to their specific needs after MINOCA and could therefore supplement the existing medical care in an easily accessible format.

Objective: This paper aims to describe the development of a therapist-guided, internet-delivered psychological intervention designed specifically for patients with MINOCA.

Methods: The study used a participatory design that involved 7 PRPs diagnosed with MINOCA who collaborated with a team consisting of researchers, cardiologists, and psychologists. Intervention content was developed iteratively and presented to the PRPs across several prototypes, each continually adjusted and redesigned according to the feedback received. The intervention and experience of it were discussed by PRPs in a final meeting and then presented to a panel of 2 clinical psychologists and a cardiologist for further input.

Results: The outcome of the collaboration between PRPs and the research group produced a web-based psychological 9-step program focusing on stress, worry, and valued action. The input from PRPs contributed substantially to the therapy content, homework tasks, interactive activities, multimedia, and design presentation.

Conclusions: Working with PRPs to develop an intervention for people with MINOCA produced a web-based intervention that can be further evaluated with the goal of offering a new psychological treatment option to a patient group currently without one. Direct contribution from PRPs enabled us to obtain relevant, insightful, and valuable feedback that was put towards the overall design and content of the intervention.

(J Med Internet Res 2020;22(9):e19066) doi:10.2196/19066
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Introduction

Background
Myocardial infarction with nonobstructive coronary arteries (MINOCA) comprises a subset of patients with myocardial infarction (MI) [1-3]. Depending on the defining criteria of nonobstructed arteries, prevalence lies somewhere between 1% and 14% of all patients with MI [4-6]. Around 50% of these patients are further classified as having takotsubo cardiomyopathy (TTC) and therefore constitute a large proportion of the literature regarding patients with MINOCA. MINOCA is briefly defined as an acute MI that presents on coronary angiography with no significant obstructive coronary artery disease (CAD). The distinction between TTC and other types of MINOCA can be challenging, but TTC is a condition more distinctly characterized by a sudden temporary weakening of the muscular portion of the heart. The remaining patients are often grouped into various subcategories, such as plaque and nonplaque mechanisms, or even “undefined” [7]. A detailed description of diagnostic procedures was recently published [4].

Diagnosis and prognosis separate patients with MINOCA from patients with MI due to obstructive CAD [8], as do patient characteristics showing that MINOCA occurs predominantly in women and at a younger age than MI due to obstructive CAD. Around 30% of all patients with MINOCA have had a previous diagnosis of psychiatric illness [9], and more than half of patients with MINOCA report some kind of emotional or physical stressor prior to the hospital admission compared with matched patients with CAD, who report a stressor in less than 15% of cases [10]. The risk of experiencing psychological distress, such as symptoms of anxiety or depression, after MI due to obstructive CAD is already reportedly quite high compared with controls [11], and patients with MINOCA report levels even higher [10].

For patients who have experienced MINOCA, the time following the acute event can be just as daunting and stressful as the event itself. Many report a low quality of life owing to this aftermath [12,13], and this coupled with the unclear etiology of the diagnosis can make the time following the acute event increasingly open to anxiety and depression. Qualitative interviews with patients with TTC have explored the experience of living with these problems, as well as the impact on long-term stress. A major finding has been that most, if not all, have described their lives as being lived under constantly stressful circumstances [14] and that they feel limited in their lives regarding future health or long-term recovery [15]. A new study into stress associated with TTC reported that more than half of the patients in the study were still on part-time sick leave 6 months post-onset of the diagnosis [16]. Patients also experienced more vulnerability to stress after the event, which consequently led to self-reported sleep disturbances, memory loss, and difficulties concentrating. Thus, the implications of MINOCA appear to encompass a lot more than the acute event itself.

Patients in this diagnostic group have reported that it can be challenging to comprehend having a diagnosis of MI, as well as being unfamiliar with the term MINOCA, or MI with “normal” arteries [15]. Health care staff often give vague answers or explanations of the cause, which in turn may trigger more anxiety [17]. The insufficient knowledge surrounding a diagnosis of TTC or MINOCA is a challenge in cardiac rehabilitation. Finding ways to manage the stress and psychological impact of the event, in addition to addressing any pre-existing problems that might have been present, are also important factors that should be targeted in cardiac rehabilitation for patients after MINOCA [9].

Cognitive behavioral therapy (CBT) is a longstanding and supporting therapy for treatment of mood and anxiety disorders, among many others. Guidelines from the National Institute for Health and Care Excellence (the so-called NICE guidelines) recommend CBT in the referral advice and treatment for subthreshold symptoms and mild to moderate common mental health disorders [18]. Support for using face-to-face CBT to treat symptoms of anxiety and depression already holds some benefits when compared with standard care, both in patients discharged after a coronary event [19] and with other somatic illnesses, such as chronic obstructive pulmonary disease [20]. According to a meta-analysis, psychological treatments produce lower mortality rates and reoccurrences in cardiac patients, although this effect has mainly been demonstrated in men [21].

CBT has successfully been converted to be provided online in the treatment of many mental health disorders. Studies have shown that using internet-based CBT (iCBT) to treat cases of mild anxiety and depression are just as effective as face-to-face therapy and hold many benefits over using traditional forms of CBT [22]. For those without easy access to mental health treatment, iCBT is an acceptable mode of treatment, even at long-term follow-up [23]. In the case of diverse groups, such as cardiac patients and stress-related disorders, iCBT appears to be better at lowering stress-related outcomes than its active or waitlist control counterparts [24-26]. With regard to patient acceptability, a recent meta-analysis showed that iCBT for the treatment of depressive and anxiety disorders is highly effective in clinical practice and that patients reported high levels of satisfaction [27]. On the contrary, some studies have reported that patient acceptability of iCBT is lower when compared with face-to-face psychological therapy [28,29]. However, none have explored this in patients with a MINOCA diagnosis. Since only a handful of small studies have explored patient acceptability of iCBT in a patient population experiencing cardiac-related illness, there is arguably an increasing need for such initiatives [30,31]. Many studies also lack qualitative methods and detailed methodological reporting, as well as investigation of patient opinions of online therapy. This is especially the case for treatment of anxiety and depression among those with cardiac-related illnesses [32]. The lack of existing and
conclusive research findings into the psychological effects of MINOCA means that intervention development could benefit from involving patients in the process. Patient and public involvement (PPI) in the development of a new intervention is based on the argument that it brings out a product that is relevant to the population [33] and gathers new insights [34], which in turn should help to map potential problems before they arise in a trial setting.

There are different ways to include patients in the process of the early development of an intervention study. According to guidelines, when the patient group is underserved or the intervention is novel, particularly for a unique patient group, it is of great importance to involve patients directly by using a patient-centered approach in both the intervention and the study development [35]. Using PPI to improve future internet-based intervention studies involves patients in the development stage of the intervention rather than just in the piloting and feasibility stages and beyond [35]. The current literature on patients with MINOCA is fairly limited, particularly with regard to their psychological needs, and we know of no psychological treatment specific to patients with MINOCA. In the process of applying a user-centered design, we also aim to lower the likelihood of attrition to the final intervention with a program that is better tailored to the needs of patients with MINOCA. Therefore, the uniqueness of the patient group, the limited knowledge about their needs, and the nonexistent psychological treatment options are together strong arguments supporting the development and testing of an iCBT treatment through PPI methods.

**Aims and Objectives**

One aim of this paper is to outline how PPI has contributed to the development of an internet-based intervention for treating symptoms of psychological distress experienced by patients after MINOCA. In this sense, we argue for why it is important to work with, rather than just for, patients with MINOCA to avoid making assumptions about the intervention design or without justifiable inclusion of certain methods and content.

Another aim is to present the procedure in which we designed and built the intervention by sharing the development process and strategies used throughout. This includes how we used patient feedback throughout each step of the intervention, the suggestions for changes during developing the intervention, and how those modifications were incorporated into the intervention (or considered for future improvement). Challenges will also be discussed in relation to developing a complex web-based intervention with collaboration from patients.

**Methods**

**Patient Participatory Methods and Recruitment**

Patients were involved at the collaboration level described in PPI protocols [36], reflecting their ongoing and shared level of contribution to the intervention development, and they are referred to as patient research partners (PRPs). PRPs were considered active members of the wider research group; they were involved throughout the entirety of the development and participated in consultation and testing of developed material.

This study recruited participants from Södersjukhuset Hospital in Stockholm using convenience sampling methods. The study initially began in May 2018 with 3 PRPs who took part in the first focus group discussion. The remaining PRPs were recruited gradually over a 6- to 8-month period from the study start, leading to a total of 7 PRPs, although attendance of in-person meetings varied depending on participant availability for the given date and time.

**Participants**

A total of 7 adults (5 female) participated, all with a diagnosis of MINOCA within 5 years prior to the start of the study and who lived near or were able to commute to Stockholm and were able to read and understand Swedish. Of the 7 PRPs participating in the study, 2 had confirmed TTC and the remaining had unspecified diagnoses of MINOCA. The median age of the group was 58 years and the time since first diagnosis to study inclusion ranged from 2 weeks to 5 years. Informed consent was obtained prior to the formal development process. All agreed to participate voluntarily, to speak about their experience and the psychological impact of MINOCA on their health, and to actively test the intervention as it was developed while providing feedback and insight. Ethics approval was granted by the Regional Ethical Review Board in Stockholm (Dnr 2018/1434-31/1 and 2018/2406). Approval was obtained for the use of the image in this paper by the participants.

**Project Management**

The research team consisted of 4 clinical psychologists (coauthors ER, FN, ÖS, and EMGO), 3 cardiologists (coauthors CH, PT, and JS), 1 cardiac nurse (PL), and 1 PhD student with a background in psychology (SMH). The clinical background of the group was thus within the fields of psychology and cardiology. In addition to these members, web developers were also involved in the digitalization process and in implementing design features on the web platform. The research team decided on a set of requirements to guide the development a priori and kept these in focus throughout the development (see Textbox 1). These criteria were mainly for the team’s own use and have not been formally evaluated but will be reflected in the planned feasibility and randomized controlled trial (ClinicalTrials.gov NCT04178434). The core research team worked according to a schedule decided at the start of the development process and the intervention was finalized towards the end of 2019. Throughout this process, web-based development group meetings took place weekly and included the research members involved in creating the intervention. These often included discussions over content, exercises, and visual components. The creation of the digital intervention content began January 2019 and was split across 5 prototype phases, originally planned as 4 but extended due to time constraints and participant feedback. All written components of the treatment were initially created in Word documents (Microsoft Corp) and then transferred to be accessed via the Uppsala University Psychosocial Care Programme (U-CARE) portal, an online platform that enables delivery of psychological interventions over the web (used, for example, in the U-CARE heart study [37]). A more detailed description of the process is described in the upcoming sections.
Textbox 1. A priori intervention requirements.

Based on several focus group discussions (FGDs) with patients with MINOCA, scoping searches of the literature, and input from members of the core study group with experience working with patients with MINOCA or patients with associated symptomatology of mental disorders, the treatment targets were established. These helped inform the basis of the intervention, in combination with the prespecified requirements previously mentioned.

The early-stage FGDs focused on personal experiences and in turn provided in-depth material for a needs assessment, something that is recommended as the first step when designing an intervention, according to intervention mapping approaches [38]. This needs assessment worked to analyze the problems to identify what areas of change the intervention should target in patients with MINOCA. Furthermore, with the strong evidence base for CBT in mind, it was deemed appropriate to apply the fundamental and theoretical model of CBT for treating stress and anxiety in patients with MINOCA.

**Intervention Development Procedure**

The research group worked from a development plan that used a stepwise approach throughout the continued development of the intervention. The process of involving PRPs and prototyping took inspiration from the concept of user-centered design (UCD). The UCD approach views end users as pivotal to the design process of product development and is one way to avoid a one-directional relationship between the developers and the product, which often occurs when creating evidence-based treatments without end user involvement in the design process [39].

**Early-Stage Focus Group Discussions**

The first instances of PRP involvement included several of the PRPs who met with 3 of the researchers (PL, ER, and FN) to discuss their experiences of MINOCA in a broad manner. A total of 4 group-style discussions took place during a period of 6 months, and the number of PRPs attending each discussion varied depending on their availability and the number of participants recruited at that point in the study. The idea of these discussions was to gather as much information as possible about (1) the problems or psychological suffering encountered as a result of the MINOCA; (2) the type of help patients would like to receive if offered to them in a digital format; (3) the format, length, features, and possible supplementary material best suited for the intervention; and (4) their opinions on relevant outcomes and specific psychological evaluation questionnaires.

**Development and Presentation of Material**

Following the FGDs, the process of building the intervention began with creating the treatment content. This was done by the psychologists (coauthors ER and FN) and was developed over a period of roughly 4 to 6 weeks per prototype. Content was then uploaded online and added to a demo study in the U-CARE portal. In the initial stage, PRPs were given user log-ins that enabled them to access the same account throughout the testing. A period of approximately 10 to 14 days was allotted to the PRPs to work through the newly developed content during each testing stage. The idea was to allow enough time to actually complete the homework tasks that accompanied the content, read through the text, and look through the media content. Navigating the portal website and sending instant messages were also features the PRPs were encouraged to test. Shortly after working through the material and testing the features of the portal, PRPs were contacted by the psychologist assigned to them (ER or FN). Brief one-on-one unstructured telephone interviews were conducted that focused on PRPs’ feedback on the language, content, exercises, and experience of the portal, as well as anything else they could think of. At times it was difficult for the participants to be specific enough to advise concrete changes. This was expected, and researchers did their best to ask follow-up questions. The team then used this feedback to rebuild and redesign content, features, and other requirements for the specific content in question. This process was repeated for all stages of the intervention until completion. See Table 1 for an overview. This overall approach made the process an iterative one, as the constant redesign and evaluation of the intervention allowed for adjustments and continuous improvements before a final treatment manual was established.
Table 1. Process stages of the development of the intervention.

<table>
<thead>
<tr>
<th>Step</th>
<th>Type</th>
<th>Content</th>
<th>Exercises</th>
<th>Attendees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel discussion</td>
<td>FGD(^a) with patient research partners group</td>
<td>Open discussion, information gathering</td>
<td>None</td>
<td>2 researchers, 3 patient representatives</td>
</tr>
<tr>
<td>Panel discussion</td>
<td>FGD with patient research partners group</td>
<td>Open discussion, identification of problems</td>
<td>Asked to go through some questionnaires, including the CAQ(^b)</td>
<td>3 researchers, 3 patient representatives</td>
</tr>
<tr>
<td>Panel discussion</td>
<td>FGD with patient research partners group</td>
<td>Open discussion, thoughts and feedback of material, and ideas for iCBT(^c) intervention</td>
<td>Were presented with a brochure</td>
<td>3 researchers, 3 patient representatives</td>
</tr>
<tr>
<td>Panel discussion</td>
<td>FGD with patient participatory group</td>
<td>Open discussion, some testing of relevant material, feedback used to gauge usefulness</td>
<td>Reviewed material from an existing online intervention, tested a homework exercise on fear after a cardiac event, reviewed a video interview with a cardiologist talking about MINOCA(^d)</td>
<td>2 researchers, 2 patient representatives</td>
</tr>
<tr>
<td>Portal introduction</td>
<td>Phone call with patient representatives</td>
<td>Instructions/introduction to online portal</td>
<td>Logging in to the portal, testing of user account</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td>Prototype 1</td>
<td>Online iCBT testing</td>
<td>Introduction and “Fear after MINOCA” content</td>
<td>Describe own experience of MINOCA</td>
<td>7 patient representatives invited, of which 6 logged in</td>
</tr>
<tr>
<td>Feedback</td>
<td>Telephone feedback interviews</td>
<td>Feedback via phone</td>
<td>N/A</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Prototype 2</td>
<td>Online iCBT testing</td>
<td>Stressors and stress reactions</td>
<td>Listing own stressors and self-observation of stress reactions</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Feedback</td>
<td>Telephone/mail feedback interviews</td>
<td>Feedback via phone</td>
<td>N/A</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Prototype 3</td>
<td>Online iCBT testing</td>
<td>The importance of consequences, recovery, and relaxation</td>
<td>Trying alternative behaviors and relaxation exercises</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Feedback</td>
<td>Telephone feedback interviews</td>
<td>Feedback via phone</td>
<td>N/A</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Prototype 4</td>
<td>Online iCBT testing</td>
<td>Values</td>
<td>Formulating values and planning activities accordingly</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Feedback</td>
<td>Telephone feedback interviews</td>
<td>Feedback via phone</td>
<td>N/A</td>
<td>6 patient representatives</td>
</tr>
<tr>
<td>Prototype 5</td>
<td>Online iCBT testing</td>
<td>Summary, evolution, and maintenance</td>
<td>Formulating a plan for relapse prevention and future development</td>
<td>4 patient representatives</td>
</tr>
<tr>
<td>PRP(^f) panel meeting and interviews</td>
<td>Open-group interview with semistructured guide</td>
<td>Overall feedback on the intervention and the process of being part of a patient panel</td>
<td>N/A</td>
<td>2 researchers, 4 patient representatives</td>
</tr>
<tr>
<td>Expert panel meeting</td>
<td>Discussion of the intervention from the perspectives of psychologists and cardiologists with previous knowledge/experience</td>
<td>Current version of the intervention with all 9 steps and material</td>
<td>Going through content in own time, online and through the PDF handout version</td>
<td>2 researchers, 2 external psychologists, and 1 external cardiologist</td>
</tr>
</tbody>
</table>

\(^{a}\)FGD: focus group discussion.
\(^{b}\)CAQ: Cardiac Anxiety Questionnaire.
\(^{c}\)iCBT: internet-based cognitive behavioral therapy.
\(^{d}\)MINOCA: myocardial infarction with nonobstructive coronary arteries.
\(^{e}\)N/A: not applicable.
\(^{f}\)PRP: patient research partner.

Final Panel Meeting With PRPs

Two of the researchers (EMGO and SMH) interviewed PRPs with the purpose of gaining insight on not only the final intervention (content, exercises, aesthetics, among others) but also the experience of being involved in the process as well as any extra remarks that may have otherwise been missed. The translated interview guide can be found in Multimedia Appendix 1. This was followed by a dinner gathering with the whole
research group and patient research partners together, allowing for discussion to continue more informally.

**Expert Panel Meeting**

The final step in the development of the intervention included input from 3 experts who made up what we refer to as the expert panel. This consisted of external-only members, 2 psychologists and 1 cardiologist, and were consulted with the purpose of providing feedback from the perspectives of professionals working within their respective fields. The expert panel were sent the latest version of the full intervention manual in a written PDF format and provided with secure log-ins to the U-CARE portal as test users 1 week before the physical meeting. The panel met with 2 of the researchers from the core group (EMGO and SMH) to provide their feedback and comments on the intervention and content from the perspectives of the clinical psychology and cardiology fields.

**Results**

**Final Intervention Design**

The final intervention design resulted in a 9-step online psychological treatment for patients with MINOCA. These are outlined as (1) introduction, (2) stressors and stress behaviors, (3) stress-specific self-monitoring, (4) recovery and relaxation, (5) personal values, (6) fear and avoidance, (7) exposure, (8) exposure continued, and (9) conclusions and relapse prevention. The work-through rate was aimed at participants completing an average of 1 step per week, resulting in an estimated 2 to 3 hours of work per week, based on reports from the PRPs. 

**Final Views of the Intervention**

Findings were taken from the feedback provided at the final PRP meeting and based on the treatment version that the PRPs worked with up until that point.

**Content**

The final meeting with 4 members of the PRP group resulted in several small changes to the intervention. Participants expressed that it would be preferable if the heart-related fear steps, which were to be optional due to low activity in the testing, were instead mandatory additions to the first 5 steps, as the content was viewed as rather useful. With this in consideration, the first of the 3 cardiac-related fear steps was included as mandatory, while the 2 exposure steps were kept as optional. Implemented and attempted changes suggested by the PRPs in this meeting are presented later.
**Platform Design**

PRPs had some general agreements about the design features that should be included. They all agreed that the inclusion of pictures and images was necessary to make the intervention visually appealing and break up large blocks of text. They also welcomed the short video clips that featured certain scenarios that were used as examples during the treatment, and their positive feedback on the first clip even led to the inclusion of more clips throughout the treatment.

**Terminology**

PRPs expressed preference for the term MINOCA as opposed to something more general, such as “cardiac event,” but expressed the importance of explaining the term in detail at the start of treatment. This was especially important because the PRPs did not all fall under the same category of MINOCA; some were classified as having TTC, for example. By using the broader term MINOCA, it ensures that the examples given in the text and exercises are less likely to be misunderstood as irrelevant or exclusive to those unfamiliar with the term. Similarly, nonmedical terms that are commonly used (such as “broken heart syndrome” instead of takotsubo cardiomyopathy) were not considered appropriate by the panel, and they expressed discontent with their use in most contexts. Figure 2 shows the final PRP feedback meeting.

**Figure 2.** The patient research partners meeting during the final feedback concerning the internet-based cognitive behavioral therapy intervention.

**Expert Panel’s View of the Intervention**

Shortly after the final meeting with the PRPs, the expert panel was consulted for their views and advice on the intervention. Feedback revolved around the practical content, such as visual layout and design, as well as the treatment content. One suggestion from the expert panel was to include a visual aid to complement the progress of the participant as they work through the treatment steps. This was added to the intervention (Figure 1) and is changed with each additional step completed. Overall, the panel was enthusiastic and positive about the treatment program. Suggestions for change that were implemented upon receiving their feedback is also presented below (Table 2).
Table 2. Suggested changes made by patient research partners and the expert panel regarding the design and content of the intervention.

<table>
<thead>
<tr>
<th>Group</th>
<th>Platform design</th>
<th>Modification</th>
<th>Treatment content</th>
<th>Modification</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRPs</td>
<td>- Move the interview films</td>
<td>- Interview video content moved to introduction</td>
<td>- Remove deadlines for homework tasks</td>
<td>- Replaced with recommended submission date instead</td>
</tr>
<tr>
<td></td>
<td>- Include a chat function with the psychologist</td>
<td>- Chat function considered but currently not implemented</td>
<td>- Mandatory fear steps as opposed to only optional</td>
<td>- First cardiac-related fear step made mandatory, with 2 steps as optional</td>
</tr>
<tr>
<td></td>
<td>- Automatic message sent directly via email or SMS when something new is commented on in the portal</td>
<td>- Feature under construction, to be added</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expert panel</td>
<td>- Shorten interview video content</td>
<td>- Videos shortened</td>
<td>- GAD-2(^d) and PHQ-2(^d) questionnaire measurements added weekly</td>
</tr>
<tr>
<td></td>
<td>- Add a follow-up video of patient interview</td>
<td>- Video with patient with MINOCA(^b) added to include an update posttreatment</td>
<td>- Add sleep-related content</td>
<td>- Addition of “things to think about” regarding sleep in step 4</td>
</tr>
<tr>
<td></td>
<td>- Visual representation of intervention progress</td>
<td>- Stepwise diagram created and added to each step</td>
<td>- Give a clearer message about exercise and physical exertion</td>
<td>- Short text added to clarify “mixed messages” around the benefits of exercise for those who can</td>
</tr>
<tr>
<td></td>
<td>- Captioning of videos</td>
<td>- Text captions added to videos</td>
<td>- Exposure therapy content that focuses less on habituation</td>
<td>- The heart-related fear section slightly rewritten to be more in line with an inhibitory learning model of exposure [41]</td>
</tr>
<tr>
<td>PRPs</td>
<td>PRPs: patient research partners.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert panel</td>
<td>MINOCA: myocardial infarction with nonobstructive coronary arteries.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GAD-2: 2-item Generalized Anxiety Disorder scale.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PHQ-2: 2-item Patient Health Questionnaire.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PRPs’ Views Surrounding the Participatory Action Research Process

The final meeting with PRPs also included a short discussion about their participatory perspective of being involved in the development of an intervention. Many felt that being part of a panel contributing to the development of the intervention was a positive thing overall. They discussed that this process played a positive role in their lives and hopefully in the lives of other patients with MINOCA who will benefit from their input. Many expressed a motivation to contribute to better care for others, but also reported gaining some benefits to their own lives in being part of this process. Being surrounded by others with similar experiences was described by PRPs as something that led to a reduced feeling of loneliness, but they also reported that it exposed them to the fact that MINOCA affects others differently, something they saw as positive.

Discussion

Principal Results

The current paper describes the stepwise processes involved in the development of a web-based CBT program for patients with MINOCA experiencing psychological distress. Collaboration with PRPs and the expert panel resulted in a 6- to 9-week internet-delivered intervention with a CBT-focused approach aiming to reduce symptoms of high stress and anxiety. Continuous testing from PRPs, all of whom had received a diagnosis of MINOCA, helped to ensure that the intervention was relevant to the target patient group and hopefully more effective as a result.

Similar studies that have used PPI in intervention development have established beneficial impacts on the relevancy and acceptability of their interventions [42-44], and systemic reviews have also reported on the impact on study design and enhanced quality of research in general [45,46]. The outcome of our collaboration with 7 research partners enabled us to fulfill this aspect of PPI, hopefully producing an intervention better suited to the needs of the target user and that fulfilled the requirements shown in Textbox 1.

The process of using an iterative approach was the main advantage in the intervention creation. This meant that development was continuously modified so that each component was not finalized until participant feedback was provided. After feedback, it was fine-tuned even further, concluding with a final group meeting with the PRPs’ and the expert panel’s insight. This type of approach also ensured that the intervention was kept up to date during the development process, always tuned to the current needs or opinions of the patient group.

Participant feedback helped steer the direction of the development. While some treatment and design preferences might have appeared more in line with existing studies, the inclusion of a group of patients with a unique diagnosis brought some revelations to the surface that might not have otherwise been considered. A unique example of this is demonstrated in the use and consideration of certain terminology used to describe the diagnosis. PRPs expressed discontent with the term “broken heart syndrome” (often used, even among doctors), finding it to be downgrading or glamorizing the condition. A recent review of medical or nonmedical terms used to describe TTC supports this view and claimed that metaphorical language should be
discouraged while the pathophysiological and diagnostic knowledge is still being established [47].

A couple of limitations should, however, be noted. First, the team worked with an existing health care platform to provide the intervention, and while many features were added in response to the PRP's requests, it was not possible to cater to all requests, in part due to platform constraints. We could therefore only offer as much as the platform allowed. Some PRPs liked the idea of a video chat feature, for example. However, this feature was not possible to fully implement at the time of the feasibility testing phase, but it is on course to be available for later testing in a future randomized controlled trial.

Furthermore, while the work with PRPs ensured that patients with MINOCA were able to contribute their specific views and experiences towards the intervention, it should be noted that the transferability to current and future patients with MINOCA might be limited due to the sample being recruited from one main city region in Sweden. It should therefore be considered that across different hospitals in Sweden, the experience and views might differ with regard to treatment needs and rehabilitation. In addition, PRPs were included at different stages after the acute event, with one PRP having had MINOCA just a few weeks before inclusion, whereas another had a MINOCA 6 years prior. However, while the intervention will aim to be used just a few weeks after the MINOCA, putting the validity of the feedback from the PRPs with older MINOCA diagnoses into question, it is still felt to be valuable to get insight from PRPs who had MINOCA a long time ago.

Several challenges were inevitably experienced during the design process. As expected, the psychologists struggled at times to receive feedback that could be used to change the content more specifically. This mostly occurred when the PRPs did not feel like they related to that specific section of the intervention. However, since no group of patients is homogenous, it was not unexpected that the group would present with diverse problems and experiences. Scoring over a specific threshold on measures of stress, anxiety, or depression was not a requirement for the PRPs involved in the cocreation of the intervention, but it will be a prerequisite in the randomized control trial planned to follow. Therefore, some of the problems the intervention aimed to tackle might not have been personally problematic for the PRPs involved. Nevertheless, the PRPs agreed that the presented content and exercises under those circumstances were good to include and would be very helpful for the target user with MINOCA.

One future improvement feature to consider is individualization of the program for each participant. In the initial planning phases, we discussed the possibility of tailoring parts of the intervention, but this was deemed to result in a more complex intervention demanding too much of participants making informed choices and too difficult to construct. Since cardiac patients in previous internet-based interventions have described the treatment as burdensome and long [37,48], we aimed to produce a simple yet effective web-based treatment that would work for the target group and minimize dropout. However, individualized therapy in which participants can select the content they would like to work through themselves could be a future consideration for the mix of preferences patients with MINOCA might have with regard to psychological treatment. This was compensated for partly by offering the choice of the optional heart-related fear content, but future improvement could work towards making the intervention more customized. However, this intervention, as specified in the aforementioned a priori requirements (Textbox 1), aimed at offering treatment that can suit the majority of patients with MINOCA, something we believed was achieved. Therefore, customization of the intervention to a detailed degree could be something left to future studies.

Conclusion

The process of involving PRPs in the development of an internet-based psychological treatment provided substantial insights and ideas. These contributed substantially to what we believe is a treatment both relevant and helpful for patients with MINOCA who also report moderate levels of stress, depression, or anxiety following their diagnosis. The diversity of the group enabled a range of viewpoints to be represented, and PRPs expressed that being part of the panel was a positive experience. Moreover, including an expert panel to provide feedback and suggestions for improvement ensured that input was considered from researchers and clinicians outside of the core research group. Using a design process that structuralized components of the intervention into prototypes and built upon these in an iterative manner with constant PRP feedback resulted in an intervention that has been tailored to specific MINOCA patient groups in focus. The next step of evaluation will be through a subsequent feasibility analysis and randomized controlled trial to test the result of this design process and the intervention’s effectiveness as a whole.
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Abstract

Background: High, sustained adherence to HIV antiretroviral therapy (ART) is critical for achieving viral suppression, which in turn leads to important individual health benefits and reduced secondary viral transmission. Electronic adherence monitors record a date-and-time stamp with each opening as a proxy for pill-taking behavior. These monitors can be combined with interventions (eg, data-informed adherence counseling, SMS-based adherence support, and/or alarms) and have been shown to improve adherence in multiple settings. Their use, however, has largely been limited to the research context.

Objective: The goal of the research was to use the Consolidated Framework for Implementation Research (CFIR) to understand factors relevant for implementing a low-cost electronic adherence monitor and associated interventions for routine HIV clinical care in Uganda.

Methods: We conducted in-depth qualitative interviews with health care administrators, clinicians, and ART clients about likes and dislikes of the features and functions of electronic adherence monitors and associated interventions, their potential to influence HIV care, suggestions on how to measure their value, and recommendations for their use in routine care. We used an inductive, content analysis approach to understand participant perspectives, identifying aspects of CFIR most relevant to technology implementation in this setting.

Results: We interviewed 34 health care administrators/clinicians and 15 ART clients. Participants largely saw the monitors and associated interventions as favorable and beneficial for supporting adherence and improving clinical outcomes through efficient, differentiated care. Relevant outside factors included structural determinants of health, international norms around supporting adherence, and limited funding that necessitates careful assessment of costs and benefits. Within the clinic, the adherence data were felt likely to improve the quality of counseling and thereby morale, as well as increase the efficiency of care delivery. Existing infrastructure and care expenditures and the need for proper training were other noted considerations. At the individual level, the desire for good health and a welcomed pressure to adhere favored uptake of the monitors, although some participants were concerned with clients not using the monitors as planned and the influence of poverty, stigma, and need for privacy. Finally, participants felt that decisions around the implementation process would have to come from the Ministry of Health and other funders and would be influenced by sustainability of the technology and the target population for its use. Coordination across the health care system would be important for implementation.

Conclusions: Low-cost electronic adherence monitoring combined with data-informed counseling, SMS-based support, and/or alarms have potential for use in routine HIV care in Uganda. Key metrics of successful implementation will include their impact.
on efficiency of care delivery and clinical outcomes with careful attention paid to factors such as stigma and cost. Further theory-driven implementation science efforts will be needed to move promising technology from research into clinical care.

**Trial Registration:** ClinicalTrials.gov NCT03825952; https://clinicaltrials.gov/ct2/show/NCT03825952
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adherence; antiretroviral therapy; electronic monitoring; implementation science

**Introduction**

High and sustained adherence to antiretroviral therapy (ART) is critical for achieving HIV viral suppression, which in turn leads to important individual health benefits and reduced secondary viral transmission [1,2]. However, the attention paid to adherence in clinical settings varies. Health care providers may ask about missed doses or perform pill counts, but these measures tend to overestimate adherence [3-5]. Pharmacy refill data is less biased and can improve detection of nonadherence [6]; yet all of these adherence measures are obtained with clinic visits and potentially after viremia has led to drug resistance [7]. Electronic adherence monitoring involves smart pill containers that record a date-and-time stamp with each opening as a proxy for pill-taking behavior. Real-time versions of electronic adherence monitors contain modems that transmit these data via cellular networks for internet-based review. Although limited by the need to use the monitor for each dose, these monitors provide daily adherence records that can trigger timely adherence interventions, potentially before the loss of viral suppression.

Several studies have suggested the effectiveness of electronic monitoring for adherence support. One study conducted in China found an increase in ART adherence when short message service (SMS) reminders triggered by real-time detection of missed doses were combined with data-informed counseling (ie, adherence records were used at clinic visits to develop solutions to adherence challenges) [8]. A similar study of triggered SMS reminders in South Africa (that did not include supported counseling) observed a decrease in sustained treatment interruptions [9]. Further, a randomized controlled trial in Uganda tested real-time adherence monitoring plus SMS reminders to patients and SMS notifications to support providers (ie, friends or family who could help support adherence) and found improved average adherence and a reduction in sustained interruptions [10]. Other studies have used non–real-time electronic adherence monitoring data to inform counseling and also found increased ART adherence [11,12]. Importantly, these devices have been shown to be feasible and acceptable in these and other settings, although sometimes with technical challenges [13].

Despite this evidence of improved adherence and promise for HIV outcomes, electronic adherence monitors and associated interventions have largely remained in the research context—a fate common among mobile health (mHealth) interventions [14]. One clear initial barrier to implementation has been cost. Electronic monitors have traditionally cost more than US $100 each and require data transmission and hosting fees; SMS may necessitate additional development and other fees. Recently, a low-cost electronic monitor with integrated SMS messaging was developed with total costs of less than US $30 per patient per year. To contextualize these costs, a modeling analysis found that adherence monitoring–based interventions could be considered cost-effective in sub-Saharan Africa at up to $50 per person-year [15]. Intervention adoption, however, is influenced by many factors other than cost and can be holistically considered through the Consolidated Framework for Implementation Research (CFIR) [16]. The CFIR includes 5 domains: (1) intervention characteristics (eg, design, cost), (2) outer setting (eg, organizational knowledge of patient needs, external policies), (3) inner setting (eg, culture, relative prioritization), (4) individual characteristics (eg, beliefs about the intervention, self-efficacy), and (5) process (eg, planning for implementation, engaging leaders).

Here we present an exploratory analysis guided by CFIR and involving ART clients, clinicians, and health care administrators in which we sought to understand factors relevant for implementing electronic adherence monitoring and associated interventions for routine HIV clinical care in Uganda.

**Methods**

**Study Setting**

This study was based at the Kabwohe Clinical Research Centre (KCRC) in rural southwestern Uganda. The KCRC ART Clinic provides PEPFAR-subsidized care for more than 6000 individuals living with HIV. It is a health center level IV facility, which also provides other comprehensive primary health care services and is governed by the Ministry of Health (MoH) and a district health officer. Specialized care is available through regional and national referral hospitals, and community-level care is provided through lower-level health facilities and community health workers. The research team met with a local community advisory board and KCRC leadership prior to initiating the study and incorporated their feedback in the study design.

**Study Participants**

We stratified ART clients by duration of ART use (less than vs more than 6 months) and residence type (rural vs periurban); within these categories, we identified clients randomly (ie, every 10th patient attending clinic) to understand the average experience in the clinic. Given the hierarchical nature of the Ugandan health care system, we identified up to 5 health care administrators/clinicians from each of the following cadres: MoH officials; regional referral hospital administrators; district health officers; and health center III/IV clinic administrators, physicians, nurses, and ART adherence counselors. Inclusion
criteria for all participants were aged over 18 years and engagement in HIV care through one of the above-defined roles. Additionally, ART clients had to have HIV infection per clinic records and own a cellular phone (familiarity with cellular technology was felt important to inform their input on the intervention). Exclusion criteria for all participants were unwillingness or inability to provide informed consent.

Electronic Adherence Monitor and Associated Interventions

We studied the evriMED electronic adherence monitor (Wisepill Technologies, Figure 1), which can function with or without real-time data transmission. It can be paired with any combination of the interventions presented in Table 1.

Table 1. Interventions to be combined with electronic adherence monitoring.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data-informed counseling</td>
<td>Records of monitor openings are reviewed on a smartphone, tablet, or computer and discussed at each clinic visit to identify specific challenges and develop effective solutions to overcome future adherence barriers.</td>
</tr>
<tr>
<td>One-way scheduled SMS(^a) to patients</td>
<td>SMS messages are sent to patients daily to encourage adherence (eg, through establishing the habit of daily pill taking and/or reminding patients that the clinic supports them). SMS are sent regardless of the recorded adherence.</td>
</tr>
<tr>
<td>One-way triggered SMS</td>
<td>When real-time monitors are used, SMS are sent to patients when one or more doses are taken late or missed. The SMS are sent to the patient and/or a social supporter (ie, a person who knows the patient’s HIV status and is willing to provide support).</td>
</tr>
<tr>
<td>Two-way SMS</td>
<td>Both scheduled and triggered SMS allow for a callback from study staff to provide support directly at that time.</td>
</tr>
<tr>
<td>Alarms</td>
<td>Monitors are programmed to make audio-visual alerts when it is time to take medication.</td>
</tr>
</tbody>
</table>

\(^a\)SMS: short message service.

Qualitative Interviews

Interviews were conducted by authors JBT and RB, who are both bilingual in the local language (Runyankole) and English and highly experienced, well-trained male qualitative research assistants. One-time interviews were digitally recorded for later transcription and took place in private settings; most occurred in the study office or near the clinic, although all MoH interviews were conducted in the participants’ offices in Kampala, and some participants were interviewed at home, per their preference. Interviews with health care administrators/clinicians were conducted in English, which is commonly used in professional settings; interviews with ART clients were conducted in Runyankole or English per participant preference. Interviews began with an introduction to the research assistants, followed by statements of no conflicts of interest, a desire for honest perceptions (favorable or unfavorable), and the overall goals of the study. Participants were then asked for basic demographic data. A description of the electronic adherence monitors, associated interventions, evidence for their use, logistical requirements, and costs was subsequently read to participants (Multimedia Appendix 1). Participants were also shown an electronic adherence monitor and the software interface for displaying adherence data (Figure 2). Interview guides (Multimedia Appendix 2 and 3) were designed to obtain unbiased impressions of the technology and its potential for supporting ART in routine care, while also assessing each of the 5 domains in the CFIR. The guides were tailored for anticipated perspectives of health care administrators/clinicians versus ART clients. Initial questions in both guides asked about likes and dislikes of the features and functions of monitor and associated interventions and were followed by questions about their potential to influence HIV care, suggestions on how to measure their value, and recommendations for their use in routine care. Health care administrators/clinicians were also asked about the technology in relation to other health care priorities (ie, the outer setting). Questions were informally pretested with KCRC staff and clients and revised to ensure clarity and utility.
Figure 2. Adherence data display: each dot indicates the date and time of a monitor opening as a proxy of medication ingestion.

Research assistants wrote debriefs after each interview to capture body language, participant mood, and any other nonverbal aspects of the interviews. Transcripts were reviewed for quality among authors LG, BFB, JBT, and RB and corrected as needed. Participants were interviewed until thematic saturation was achieved.

Analysis
We used an inductive, content analysis approach [17] to explore factors that could influence the implementation of electronic adherence monitors plus associated interventions. We identified the aspects of CFIR [16] that participants indicated were most relevant to their context and potential implementation of the technology. In an iterative process, authors LG and JEH read the first 20% of transcripts, formulated codes, and assembled and pilot-tested a codebook. LG subsequently used the codebook to code the qualitative data, which was entered into qualitative analysis software (Dedoose, SocioCultural Research Consultants LLC). JEH and LG then developed categories by characterizing core concepts, developing labels, writing operational definitions, and selecting illustrative quotes from the interviews. Themes were reviewed with the qualitative research assistants but not participants to ensure accurate reflection of the participants’ stated perspectives.

Ethics
All participants provided written informed consent. This study was reviewed and approved by the institutional review boards at the Mbarara University of Science and Technology, Ugandan National Council for Science and Technology, and Partners Healthcare. The study was registered with ClinicalTrials.gov [NCT03825952].

Results
Participant Characteristics
We interviewed 34 health care administrators/clinicians with a mean age of 37 (SD 10) years; 56% (19/34) were female. Four administrators worked in the MoH, while 5 worked in regional referral hospitals and 5 at the district level; 5 clinicians each were doctors, nurses, and adherence counselors. We also interviewed 15 ART clients with a mean age of 40 (SD 13) years; 60% (9/15) were female, and 67% (10/15) had taken ART for less than 6 months. A total of 60% (9/15) lived in periurban settings, and 40% (6/15) lived in rural settings. None of the individuals approached for participation declined. Interviews lasted an average of 51 minutes.

Overview
Table 2 presents the main factors participants felt would influence implementation of the adherence monitors and associated interventions. The factors are organized within the 5 domains of CFIR. Thematic saturation was achieved with the 49 study participants. Note that all perspectives reflect hypothetical use of the monitors and associated interventions.
Table 2. Factors influencing implementation of adherence monitors and associated interventions according to the Consolidated Framework for Implementation Research domains. The category of participant endorsing each factor is indicated per the footnote.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Outer</th>
<th>Inner</th>
<th>Individual</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics of value</td>
<td>Structural determinants of health&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Data-informed counseling&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Desire for health&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Decision making by the Ministry of Health and other funders&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Improved monitoring and support for adherence&lt;sup&gt;a&lt;/sup&gt;</td>
<td>International norms&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Quality of counseling&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Desire to please clinicians&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Sustainability&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Tool for management of viremia&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Funding in the context of costs and benefits&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Clinic morale&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Not using monitors as planned&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Target population&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Improved clinical outcomes&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Existing infrastructure and care expenditures&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Facilitation of efficient care delivery&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Poverty, stigma, and privacy&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Coordination across the health care system&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Facilitation of differentiated care&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Need for in-service training, staffing, and support&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device and SMS&lt;sup&gt;c&lt;/sup&gt; features&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real-time monitoring versus stored records&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Both health care administrators/clinicians and antiretroviral therapy client.

<sup>b</sup>Health care administrators/clinicians only.

<sup>c</sup>SMS: short message service.

<sup>d</sup>Antiretroviral therapy clients only.

### Intervention

Both health care administrators/clinicians and ART clients uniformly stated that the value of the adherence monitor and associated interventions would be seen in their ability to improve knowledge of and support for adherence. They were seen as better than the current, limited approach to adherence monitoring.

> The evriMED device is a good monitor in this era of technology and it will improve on monitoring of patient’s adherence because we have been relying on backward methods like pill counting, which have their own disadvantages. [District health officer, male, 54 years (health care administrator; HCA-1-023)]

If I used to miss taking my drugs for days or take beyond the time I am supposed to be swallowing the pills, and after using the monitor, I find that I no longer miss or take my drugs late, I would know that the monitor has really helped me to improve my adherence. [ART client, female, 35 years (individual taking ART; ITA-1-007)]

Participants stated they would support using the monitor and associated interventions if they improved clinical outcomes (eg, viral suppression). Health care administrators/clinicians felt the data could also be used to differentiate care by targeting adherence counseling only to those in need, as well as helping to determine if viremia is due to nonadherence or drug resistance. This information would enable rapid and appropriately tailored care.

> I think this would make them [ART clients] to remember taking their drugs the next day before it becomes a habit and worsens the situation. [ART client, female, 45 years (ITA-1-002)]

> I know if people are monitored well on adherence and if people at all do adhere because of this monitor, then you are improving their livelihood. Their chances of developing resistance will be very low because they are taking their ARVs or in case they are failing, then it is very easy for you to make a decision on how to provide care. [Physician, male, 30 years (HCA-1-030)]

If people are adhering to their treatment with support of such monitor and they are taking their medicine well, we expect they should suppress...and they can be moved to the differentiated delivery model which doesn’t require them to come a lot to the clinic because now they move to the state of being stable and they decongest the clinic and they give us much time to look at the people who are very sick. [Physician, male, 42 years (HCA-1-033)]

Both categories of participants identified several features of the monitors and associated interventions as advantageous for uptake, including size and secure storage capacity.

> It is portable, it is clean, and it keeps all the ART client’s drugs there. [Physician, female, 39 years (HCA-1-018)]

> The size should remain as it is so that I put in drugs for one month... The size should not be bigger than it is because it will become bulky and difficult to carry. [ART client, female, 48 years (ITA-1-012)]

What I have liked about it is that it’s like as if you go to the shop and buy a suitcase for keeping your clothes...so that they don’t get damaged, it’s the same thing I have liked about the evriMED because it will keep my drugs safely rather than keeping them in a piece of paper. [ART client, female, 45 years (ITA-1-009)]

On the contrary, other participants felt the device was too big or too small, and several logistical requirements were seen as potentially limiting uptake, including the need to charge...
batteries. Other features could lead to unintended and undesirable HIV status disclosure (eg, flashing lights or alarms).

My concerns are about electricity. For example, power may be off and the battery of the evriMED gets low. So, what will happen? Because it will not monitor when the battery is off. [ART client, female, 55 years (HCA-1-014)]

If this device makes an alarm and you tell the patient to go with drugs to a place which is crowded, say it is a party, and it is going to make an alarm, I think that will be a challenge. [ART client, male, 42 years (HCA-1-029)]

Views differed on the importance of real-time data transmission versus stored records that could be reviewed during clinic visits. Opinions were guided by prioritization of optimal adherence compared with cost and staffing resources. SMS reminders were seen as a way to extend the reach and support from the clinic. Both categories of participants felt that real-time intervention would reduce the necessary focus on adherence in clinic.

Real-time is much better as far as responses are concerned because there is a patina of poor adherence which people adopt, and it keeps on recurring and when we don’t do real-time, we might lose time as well. Real-time is better, and I know the cost will come down. [Physician, male, 42 years (HCA-1-033)]

We don’t have the money and if this device is coming in to increase the cost of care per patient, I don’t think it will be scalable but if it is not increasing cost per client then it will be good. Therefore, storing information and discussing it after is better. [MoH administrator, male, 42 years (HCA-1-025)]

If a client receives a message informing him or her that he/she swallowed medicine very well last week; therefore, he or she should continue swallowing medicine very well. The client will feel happy that health workers are caring about him or her which will encourage client to continue swallowing his or her medicine very well. [Adherence counselor, female, 31 years (HCA-1-007)]

It will influence my care in a great way because I may have forgotten to take my drugs or I am about to forget, but the SMS could remind me to take me drugs when it comes. [ART client, female, 35 years (ITA-1-012)]

While participant views varied on specific features of the monitors and associated interventions, nearly all saw considerable potential for positive impact on HIV care.

Outer Setting

Beyond the intervention, health care administrators/clinicians noted that several structural factors would influence the success or failure of the interventions. For example, unstable personal life circumstances and community-level influences, like stigma and discrimination, may not be addressed by the proposed interventions.

It is very good for settings in the village whereby routine for day work is regular, but in town where people keep on moving from one place to another it might be challenging... The assumption may not hold that people are forgetting to take their drugs. There might be other reasons that are causing them not to take their drugs including the peer influence, pill burden fatigue, denial, stigma and discrimination. [MoH administrator, male, 43 years (HCA-1-022)]

That said, this category of participants recognized the developing international norms for supporting adherence. They cited the Joint United Nations Programme on HIV and AIDS (UNAIDS) 90-90-90 policy that calls for 90% viral suppression; high adherence is critical for achieving this goal and would thus favor uptake of the technology.

Now adherence is one of the issues that we are looking up in the next strategic plan to increase efficiencies... We are almost enrolling 90% of our targets, but that is not good enough to end HIV. We need to increase efficiencies in the programs, so devices like the evriMED that increase efficiencies are very necessary to achieve the end to HIV [MoH administrator, male, 43 years (HCA-1-022)]

Another major factor was funding. Participants weighed benefits versus the costs in the context of other HIV expenditures.

I think we have to discuss it and look at the budget and we have a way out of it. But when you look at the benefits and you weigh against the cost, I think it is beneficial. [Regional referral hospital administrator, female, 32 years (HCA-1-034)]

If, for example, our clinic was performing at 80% in good care, it can move our performance from 80% to 90%... But still we are performing without it. I hope you understand me. I am not saying that it doesn’t have value and it can improve us... It will reduce the expenses on patients we move from first line to second line, so it has a lot of value. But I don’t know the value when you mixed it with the cost. [Physician, female, 45 years (HCA-1-029)]

Overall, the health care administrators/clinicians indicated that competing demands for limited funding would necessitate documented benefit from the intervention at a low total cost.

Inner Setting

Within the clinic, both categories of participants indicated that adherence monitor data would likely have considerable effects on counseling that would influence implementation. Most felt that the above-noted objectivity would change the dynamic between counselors and clients, allowing for more honesty and impact. The anticipated higher quality adherence counseling and more open relationship were seen as valuable for both clients and clinicians. This dynamic could improve job satisfaction for clinicians, thus motivating continued employment and continuity of care. Some participants, however, cautioned about the potentially negative impact of documented nonadherence.
When [the counselor] knows that I am adhering to my drugs well, it will also give him/her morale and encouragement to continue doing his/her job. We disturb them a lot... We don’t tell them that we got some challenges that made us adhere poorly. You remain in the village and they bring you back to the clinic when your health has already deteriorated. You start blaming the clinic, saying they have not done enough for your health or cared about you, yet it’s because of your ignorance. [ART client, female, 35 years (ITA-1-007)]

Interviewer: What makes you think that it is not good for counselor seeing this information [adherence graph] and presenting it to you during your clinic visit? Participant: Because if you don’t swallow your medicine very well, then counselor will think that he/she wasted time teaching you how to swallow your medicine. [ART client, female, 35 years (ITA-1-006)]

When our clients are well or when they are healthy, I also feel okay because I know that I have done something great. [Clinician, male, 58 years (HCA-1-008)]

Health care administrators/clinicians stated that the effects on counseling would have to be assessed within the context of clinic infrastructure and expenditures. Because the clinic already uses SMS with clients, SMS-based interventions would be affordable and easy to implement. The price of the monitor was seen as low when considered against other routine costs (eg, transportation). However, the overall cost of the monitors plus supporting infrastructure was a concern.

The cost of messages is not on the very high side. Currently as a clinic, we already have a platform that sends messages to patients who have raised viral load, and this doesn’t cost us a lot. [MoH administrator, male, 42 years (HCA-1-028)]

It is a very useful device... So, what can make me to invest is the cost vis-à-vis the number of monitors I am going to buy. And by the way the cost of the monitor together with the cost of the running infrastructure and the internet and all other things to ensure that everything is running well. [Physician, female, 45 years (HCA-1-029)]

Health care administrators/clinicians emphasized that the above-noted ability to differentiate care would facilitate efficient care delivery in the clinic. For example, ART counselors would be better able to tailor their adherence counseling and allow the clients who are doing well to minimize their time in clinic. These efficiencies would help justify the cost of the monitors and SMS.

Those clients who will be found to be adhering well based on the monitor data and have no adherence issues may need no counseling while those that are doing badly in respect to adherence will be given adequate counseling or even switched to more experienced and skilled counselors for proper counseling or management. [District health office, male, 54 years (HCA-1-023)]

The research will find out whether it [monitor] increases on the time each client spends with the doctor on clinic visit and it is good for the patient to spend more time with the doctor instead of rushing through. [MoH administrator, male, 42 years (HCA-1-025)]

To enable uptake of the monitoring and associated interventions, participants also highlighted the need to provide in-service training. Opinions differed as to whether additional staff and/or infrastructure would be needed.

There is need to teach the clinic staff about the technology, how to use it, and how to do counseling based on that data from the monitor. If they teach staff on how to use it, there will be no challenges with clinical implementation. [Adherence counselor, female, 49 years (HCA-1-011)]

The additional support the clinic might need is training of the personnel that will be involved in the use of this device/technology and providing logistics to the clinics necessary to use this technology which could be either from government or development partners. Things like tablets, computers if necessary and other accompanying equipment. [District health officer, male, 42 years (HCA-1-028)]

Within the clinic setting, participants stated that the adherence monitors and associated interventions could have a significant impact on clinical care delivery, which they felt should be considered in any implementation plans.

Individual

Both categories of participants also identified several individual-level characteristics that could impact implementation. For instance, ART clients who prioritized improved health expressed enthusiasm to use the intervention. They described a welcomed pressure to adhere.

What I have liked is that it may report you to the clinic that you are not taking your drugs well, and as a patient, this will force you to take your drugs well and live longer. [ART client, male, 37 years (ITA-1-005)]

Additionally, clients indicated that the monitors would enable them to demonstrate good adherence to the health care workers. This motivation reflected their appreciation of the care they receive in clinic.

I will know that the counselor is trying to help me on the basis of that data, to make sure that I live a healthy life and I cannot feel bad about it because I will know that she/he cares about my life... This counseling will help me to change my behavior because I will know that they will keep posted with my adherence. [ART client, female, 48 years (ITA-1-012)]

That said, both categories of participants felt inaccuracies may arise in the data if clients do not use the monitors as planned, which would limit the value of the adherence data.
He/she might remove the pills, take them somewhere, and forgets or some time passes before he/she swallows the medicine. I would feel there would be a camera or a way of being sure that the client has taken the drugs after opening and removing them. [Clinic administrator, female, 34 years (HCA-1-020)]

Poverty was seen as a principal influencing factor. Many participants felt clients could not pay for the monitors or associated SMS or pay for electricity to charge the monitors or their cell phones to receive or send SMS. Participants were also concerned that both traditional illiteracy and technical illiteracy (ie, ability to use technology)—two indirect effects of poverty—would limit some clients’ ability to use the SMS.

[SMS] reminders in Uganda have not really yield the positive, because we have had reminders to mothers to attend antenatal... but the issue is that the phone must be charged, and the person must be with the phone and able to read the message. [MoH administrator, male, 43 years (HCA-1-022)]

You know majority of patients are illiterate... so you have to continue emphasizing education on how to use the monitor. If you don’t do that then they forget in a very short time. [District health officer, male, 42 years (HCA-1-035)]

Nearly all participants commented on the potential for stigma in the event of lost privacy (eg, others seeing the monitors or SMS); however, views differed on the importance of these factors in using the intervention. Opinions seemed to stem from the extent to which clients accepted their HIV diagnosis and disclosed their status to others.

So you have to educate them on the advantages and functions of these monitors. If they feel out place carrying them, they may feel stigmatized. They may feel segregated and end up not using them. [Regional referral hospital administrator, female, 32 years (HCA-1-034)]

I have no problem with the evriMED bringing stigma. I don’t fear that because I am not the first person to have HIV or to be taking ART drugs. I have no problem with it. [ART client, female, 23 years (ITA-1-002)]

Some people may not feel comfortable getting into their privacy in that someone knowing that there is a monitor that is recording him and information accessed by the third party, that alone may either increase stigma. [Physician, female, 23 years (ITA-1-002)]

Participants felt that these individual-level factors were critical for uptake of the monitors and associated interventions. Challenges would be important to address through counseling and education.

Process

Consistent with the above-noted emphasis on cost-effectiveness, health care administrators/clinicians described funders as playing a key role in the implementation process. Support and resources were expected from the MoH and/or other organizations contracted for HIV services delivery in Uganda (eg, USAID-supported Elizabeth Glazer Pediatric AIDS Foundation). Most ART clients and clinicians reported having insufficient funding themselves to implement the monitors or interventions.

The clinic has no funding specifically to buy this [evriMED] because it receives medicines from the Ministry of Health through national medical stores and the staff belongs to the Ministry of Health and currently some of them are employed by RHITES Southwest, which is implemented by EGPAF... one needs to market it at the ministry level. [MoH administrator, male, 42 years (HCA-1-028)]

I am not willing to pay for reminder messages or anything that evriMED does. [ART client, male, 58 years (ITA-1-008)]

They will think that health workers have a hidden agenda in collecting that money which may spoil image of the health workers and the facility since our facility is a government facility and they think everything is for free. [Adherence counselor, female, 31 years (HCA-1-010)]

In addition to upfront costs, health care administrators/clinicians highlighted the importance of program sustainability. They indicated the need to consider long-term costs, which depend partly on monitor durability.

That is one [question], affordability, sustainability and how do we service it supposing the funder left several of these and the funders pulled out, whoever the funder may be. Can the clinic program manage to service it, sustain it, so that it can be able to continue to work? [Physician, female, 45 years (HCA-1-029)]

Health care administrators/clinicians also indicated that sustainability of the monitors and associated interventions would depend on the target population. Opinions on the target population, however, varied widely in both categories of participants. Some suggested including all ART clients, while others wanted to select those with high risk or documented adherence challenges. Participants felt that large numbers of clients would limit implementation, although excluding clients could also cause challenges.

For something to be routine, it should be able to be affordable for everybody and some of our clinics are very big like 12,000 [clients]...for example, is it something which is affordable for routine care when we are even failing to have Septrin to give to patients? [Physician, female, 45 years (HCA-1-029)]

But this monitor can be a backup for a specific group of people, maybe the adolescents whose adherence is difficult, those patients who are non-suppressed, maybe the mothers with high viral load...not everybody, because I think it maybe not sustainable, because it is very expensive. [Physician, female, 45 years (HCA-1-029)]

All patients on ART should use the evriMED if possible. [ART client, male, 37 years (ITA-1-005)]

http://www.jmir.org/2020/9/e18038/
It’s a problem that you may not explain to every patient what the monitor is about. You may talk to those to whom you intend to give it, but patients talk to one another and they share a lot. So some may feel they are left out and feel that they are being segregated and denied a service. [Regional referral hospital administrator, female, 32 years (HCA-1-034)]

If the decision to implement were made, health care administrators/clinicians advised coordination among multiple levels of health care organization through to the client to ensure successful care delivery.

There will be a need for like orientation for a capacity-building plan right from national level through the regions, districts, and the facilities. So, that has to be planned very well because people would want to know how to use the monitor and give the correct information to people. [MoH administrator, female, 41 years (HCA-1-024)]

Attitude of the patients is a very important factor. You can do anything but if the patients’ attitude towards the device is bad, you waste a lot of money. [Physician, male, 30 years (HCA-1-030)]

Participants took a holistic view of the implementation process, including all of the above-noted factors related to the intervention, individual, inner setting, and outer setting.

Discussion

Principal Findings

This qualitative study of ART clients, health care administrators, and clinicians explored factors that may influence the implementation of low-cost electronic ART monitors and associated interventions for routine HIV care in Uganda. To our knowledge, this study is the first to use an implementation science framework to explore the means to move a technology-based adherence intervention from research into clinical care. The intervention was largely seen as favorable and beneficial for improved clinical outcomes with efficient, differentiated care. Concerns centered primarily around potential for stigma, device misuse, possible need for additional resources, and cost in the setting of competing demands for limited resources.

Participants identified improvements for the intervention that could address some of their concerns. For instance, stigma could be reduced by simple alterations, such as variable monitor sizes and making alarms optional. Counseling specifically around disclosure could also alleviate concerns for stigma, and education could support fidelity of use, even with low levels of literacy among clients. Within the clinic, leveraged use of existing infrastructure and staff would increase efficiency and reduce concerns about cost. And, perhaps most importantly, demonstrated value in clinical outcomes for the lowest possible cost could position implementation well against competing demands for limited resources in HIV care. These insights are particularly valuable, as most research on electronic adherence monitoring has focused only on measurement, even when considering the context of routine clinical care [18].

The potential value of an improved approach to adherence monitoring and support was endorsed by all participants. Steady progress is being made toward the UNAIDS 90-90-90 goals, and many are already achieving the high adherence necessary for viral suppression. Yet sustained adherence remains a challenge over time. Up to one-third of clients in sub-Saharan Africa are viremic at 2 years of therapy [19] and similar numbers have stopped ART and been lost from care at 5 years [20]. Increased adherence monitoring and support could play a critical role in reaching the 10-10-10 currently eluding the current care models.

Several tuberculosis treatment programs globally have begun to implement electronic adherence monitoring and support as part of routine care [21], although little evidence has been published on the implementation of these approaches. Studies driven by implementation science frameworks could facilitate uptake, assess for fidelity of implementation, and understand the impact on clinical outcomes. These data will be critical to determine how well potential benefits translate into real-world settings. Indeed, some preliminary reports with other digital adherence monitoring approaches suggest challenges with patient engagement and accuracy [22] that will need to be systematically addressed.

Limitations

This study has limitations. First, although we interviewed health care workers and administrators from all levels of the health care system, the ART clients came from a single site. That said, KCRC and the client population characteristics are largely reflective of ART delivery in rural East Africa. Second, study findings reflect perceived views that were not influenced by actual use of the monitors or associated interventions. Future work will involve deployment of the technology with subsequent reflections on the implementation process. Strengths of the paper include use of a comprehensive implementation science framework and in-depth exploration of factors relevant for the implementation process.

Conclusions

In conclusion, we found that low-cost electronic adherence monitoring combined with data-informed counseling, SMS-based support, and/or alarms has potential for use in routine HIV care in Uganda. Key metrics of successful implementation will include their impact on efficiency of care delivery and clinical outcomes with careful attention paid to factors such as stigma and cost. Given that most interventions fail to progress from research to practice, further theory-driven implementation science efforts will be needed to realize the benefits of this promising technology.
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Abstract

Background: Low physical activity levels can negatively affect the health of nurses. Given the low physical activity levels reported by nurses, there is a clear need for brief and economical interventions designed to increase physical activity levels in this population. We developed a web-based intervention that used motivational strategies to increase nurses’ physical activity levels. The intervention provided the nurses with feedback from an activity monitor coupled with a web-based individual, friend, or team physical activity challenge.

Objective: In this parallel-group randomized trial, we examine whether nurses’ motivation at baseline predicted changes in objectively measured physical activity levels during the 6-week intervention.

Methods: The participants were 76 nurses (n=74, 97% female; mean age 46, SD 11 years) randomly assigned to 1 of 3 physical activity challenge conditions: (1) individual, (2) friend, or (3) team. The nurses completed a web-based questionnaire designed to assess motivational regulations for physical activity levels before the intervention and wore a Tractivity activity monitor before and during the 6-week intervention. We analyzed data using multilevel modeling for repeated measures.

Results: The nurses’ physical activity levels increased (linear estimate=10.30, SE 3.15; \( P=.001 \)), but the rate of change decreased over time (quadratic estimate=−2.06, SE 0.52; \( P<.001 \)). External and identified regulations (\( ß=−2.08 \) to 11.55; \( P=.02 \) to .04), but not intrinsic and introjected regulations (\( ß=−.91 \) to 6.29; \( P=.06 \) to .36), predicted changes in the nurses’ physical activity levels.

Conclusions: Our findings provide evidence that an intervention that incorporates self-monitoring and physical activity challenges can be generally effective in increasing nurses’ physical activity levels in the short term. They also suggest that drawing solely on organismic integration theory to predict changes in physical activity levels among the nurses participating in web-based worksite interventions may have been insufficient. Future research should examine additional personal (eg, self-efficacy) and occupational factors (eg, shift length and shift type) that influence physical activity levels to identify potential targets for intervention among nurses.

Trial Registration: ClinicalTrials.gov NCT04524572; https://clinicaltrials.gov/ct2/show/NCT04524572

(J Med Internet Res 2020;22(9):e11543) doi:10.2196/11543

http://www.jmir.org/2020/9/e11543/
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Introduction

Background

Engaging in regular physical activity can improve cardiovascular function and musculoskeletal strength, reduce the risk of morbidity and mortality due to chronic disease, and decrease the risk of mental health problems such as anxiety and depression [1-3]. In addition, engaging in physical activity can reduce work-related stress and the incidence of burnout [4-7]—a major problem for health care workers [8]. Many investigators have shown that nurses, who represent 48% of the health care workforce [9], report high levels of work-related stress and burnout, low levels of job satisfaction, and poor health [10-14]. Despite the known benefits of physical activity, nurses’ physical activity levels remain low [15-18]. Common barriers to physical activity reported by nurses include busy schedules, irregular shifts, long hours, and a lack of time, suggesting that the worksite may be an ideal place to intervene to increase nurses’ physical activity levels [19]. Beyond personal health benefits, worksite interventions seeking to increase nurses’ physical activity levels have the potential to improve employee performance, lower employee health care costs, and decrease absenteeism rates, which are higher in nurses than in other occupational groups [20].

The internet is a promising way to deliver worksite interventions, as it affords timely access and the ability to reach a larger population [21]. It may be particularly appropriate for nurses whose long working hours and irregular shifts preclude opportunities to participate in traditional face-to-face interventions that are often scheduled to accommodate those with relatively fixed schedules. There is mounting evidence that web-based interventions can help increase physical activity levels among working adults [22-25]. Nevertheless, some web-based worksite interventions have not led to significant increases in physical activity levels [26,27].

Although it has been recognized that changes in behaviors associated with a particular intervention may be influenced by the personal characteristics of the participants, few researchers evaluating the effects of web-based worksite interventions have sought to identify which characteristics, apart from sociodemographic factors, have an influence on behavior change [26,28-32]. Consequently, there is limited knowledge of other factors that may predict physical activity levels among web-based worksite intervention participants. An examination of additional factors that might predict physical activity levels in web-based worksite interventions is critical to acquire an enhanced understanding of the forces that impel change. There is robust evidence that motivation is a strong predictor of initial levels of and changes in physical activity levels. Using the organismic integration theory [34], we hypothesized that self-determined motivational regulations— intrinsic motivation (ie, a person pursues an activity for the inherent pleasure and enjoyment of the activity), identified regulation (ie, a person pursues an activity that they deem personally valuable and important to attain a desired outcome), introjected regulation (ie, a person pursues an activity to avoid feelings of guilt and shame and/or protect feelings of worth and ego), external regulation (ie, a person pursues an activity because of external demands, eg, punishments, threats, and/or possible rewards), and amotivation (ie, a person has a relative absence of intrinsic or extrinsic motivation and lacks a reason to act). On the basis of the organismic integration theory [34] and past research [33,41], we hypothesized that self-determined motivational regulations (ie, intrinsic motivation and identified regulation) would positively predict initial levels of and changes in objectively measured daily physical activity levels among the study participants. As researchers have observed inconsistent associations between non–self-determined motivational regulations (ie, introjected regulation, external regulation, and amotivation) and physical activity levels [33,41], we further hypothesized that these regulations would be unrelated or

Objectives

To address the aforementioned gaps in the literature, we developed a web-based worksite intervention for nurses working in a tertiary care cardiovascular institute. We created individual, friend, and team challenge groups in which the nurses would track their physical activity levels using a Tractivity activity monitor and upload their activity data at times and frequencies of their choosing because of the effectiveness of self-monitoring [36]. The nurses randomized to the friend and team challenge groups would also share their physical activity levels in a deidentified format with one other nurse (friend challenge group) or a team of nurses (team challenge group) randomly chosen, which was presumed to motivate them to be more active to make a positive impression on members of their group according to self-presentation perspectives [37,38]. Furthermore, based on the principles of the social comparison theory [39], it was presumed that allowing the nurses randomized to the friend and team challenge groups to exchange physical activity level data would serve as a basis for social comparison, and such comparisons would impel further behavior change. For example, social comparisons could allow the nurses to develop an internal norm of what a good physical activity level is and encourage them to adjust their levels if there was a discrepancy. In this regard, observing better-performing nurses would prompt the nurses to increase their physical activity levels to reduce the discrepancy between themselves and others to make themselves feel good about their current levels.

Using data collected as part of a trial evaluating changes in physical activity levels and the impact on cardiovascular risk factors among nurses participating in a web-based worksite intervention [40], we examined whether the nurses’ motivation predicted changes in their objectively measured daily physical activity levels. Using the organismic integration theory [34], we assessed 5 core motivational regulations: intrinsic motivation (ie, a person pursues an activity for the inherent pleasure and enjoyment of the activity), identified regulation (ie, a person pursues an activity that they deem personally valuable and important to attain a desired outcome), introjected regulation (ie, a person pursues an activity to avoid feelings of guilt and shame and/or protect feelings of worth and ego), external regulation (ie, a person pursues an activity because of external demands, eg, punishments, threats, and/or possible rewards), and amotivation (ie, a person has a relative absence of intrinsic or extrinsic motivation and lacks a reason to act). On the basis of the organismic integration theory [34] and past research [33,41], we hypothesized that self-determined motivational regulations (ie, intrinsic motivation and identified regulation) would positively predict initial levels of and changes in objectively measured daily physical activity levels among the study participants. As researchers have observed inconsistent associations between non–self-determined motivational regulations (ie, introjected regulation, external regulation, and amotivation) and physical activity levels [33,41], we further hypothesized that these regulations would be unrelated or
negatively associated with initial levels of and changes in objectively measured daily physical activity levels.

Methods

Setting and Procedures

Following ethics approval by the University of Ottawa Heart Institute Research Ethics Board (Protocol No. 20130429), nurses working at the University of Ottawa Heart Institute—a tertiary care cardiovascular institute—were recruited to participate in this parallel-group randomized trial. Further details about the study design and procedures have been reported previously [40]. Briefly, recruitment took place between September 2013 and November 2013 via posters distributed throughout the University of Ottawa Heart Institute, word of mouth, and announcements during nursing meetings and morning rounds. The nurses were eligible if they were (1) a registered nurse, (2) able to walk unassisted, (3) willing to wear a stretchable ankle band that contained a physical activity monitoring device (ie, accelerometer) and had access to the internet, and (4) able and willing to provide written informed consent. The nurses were not eligible if they were (1) pregnant or lactating, (2) unable to read and understand English, (3) having medical contraindications to exercise, and/or (4) already using an activity monitor to track their physical activity levels. Nurses who were interested and believed they were eligible were invited to contact the study staff who confirmed final eligibility.

Once eligibility was confirmed, the nurses attended a study enrollment session with study staff where they provided written informed consent and then received a Tractivity activity monitor along with instructions for using it and instructions for logging onto and uploading data to their Tractivity web account (Multimedia Appendix 1). The nurses were instructed to wear the activity monitor from waking to bedtime (except during water activities) throughout the baseline (1 week) and intervention (6 weeks) phases. In addition, they were asked to complete self-report measures (eg, sociodemographics, work-related characteristics, and motivational regulations for physical activity) at baseline and had their resting blood pressure, heart rate, and anthropometric measurements (ie, height, body mass, waist circumference, and body fat percentage) taken by research staff who were blinded to the assigned groups of the participants. Further details regarding these assessments can be found in a study by Reed et al [40].

Participants

In total, 76 nurses contacted the research staff, met eligibility criteria, and consented to participate in this study (Figure 1). Their mean age was 46.3 (SD 10.9) years, mean BMI was 27.5 (SD 5.6) kg/m², and their mean resting blood pressure was 115 (SD 12)/75 (SD 8) mm Hg. On the basis of these values, they were categorized as being mostly overweight and normotensive. Most were female (74/76, 97%), worked only day shifts (40/76, 53%), and performed clinical duties (53/76, 70%). Only 3 of the 76 (4%) participants met the current physical activity guidelines at baseline. Additional information describing the participants' demographics, anthropometrics, shift profiles, and nursing roles are presented by Reed et al [40] (Table 1).
Figure 1. Consolidated Standards of Reporting Trials (CONSORT) flow diagram of nurses recruited and reasons for withdrawals.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1 Estimate (SE)</th>
<th>Model 2 Estimate (SE)</th>
<th>Model 3 Estimate (SE)</th>
<th>Model 4 Estimate (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>44.43 (5.13)</td>
<td>34.71 (4.63)</td>
<td>30.49 (12.24)</td>
<td>34.85 (4.45)</td>
</tr>
<tr>
<td>Time</td>
<td>−1.96 (0.79)</td>
<td>10.30 (3.15)</td>
<td>15.04 (8.37)</td>
<td>10.26 (3.03)</td>
</tr>
<tr>
<td>Time squared</td>
<td>−2.06 (0.52)</td>
<td>−2.83 (1.38)</td>
<td>−2.05 (0.50)</td>
<td>−2.05 (0.50)</td>
</tr>
<tr>
<td>Group</td>
<td></td>
<td>2.14 (5.74)</td>
<td>0.39 (0.65)</td>
<td></td>
</tr>
<tr>
<td>Group×time</td>
<td></td>
<td>−2.40 (3.92)</td>
<td></td>
<td>−1.96 (0.79)</td>
</tr>
<tr>
<td>External</td>
<td></td>
<td></td>
<td>−6.29 (3.27)</td>
<td>−6.29 (3.27)</td>
</tr>
<tr>
<td>Introjected</td>
<td></td>
<td></td>
<td>11.38 (5.35)</td>
<td>11.38 (5.35)</td>
</tr>
<tr>
<td>Intrinsic</td>
<td></td>
<td></td>
<td>−4.05 (4.37)</td>
<td>−4.05 (4.37)</td>
</tr>
<tr>
<td>External×time</td>
<td></td>
<td></td>
<td>−1.87 (0.80)</td>
<td>−1.87 (0.80)</td>
</tr>
<tr>
<td>Introjected×time</td>
<td></td>
<td></td>
<td>0.91 (0.54)</td>
<td>0.91 (0.54)</td>
</tr>
<tr>
<td>Identified×time</td>
<td></td>
<td></td>
<td>−2.08 (0.89)</td>
<td>−2.08 (0.89)</td>
</tr>
<tr>
<td>Intrinsic×time</td>
<td></td>
<td></td>
<td>0.75 (0.73)</td>
<td>0.75 (0.73)</td>
</tr>
<tr>
<td>2 restricted log likelihood</td>
<td>4803.96 N/A</td>
<td>4747.55 N/A</td>
<td>4739.56 N/A</td>
<td>4696.33 N/A</td>
</tr>
<tr>
<td>Akaike information criterion</td>
<td>4811.96 N/A</td>
<td>4761.55 N/A</td>
<td>4753.56 N/A</td>
<td>4710.33 N/A</td>
</tr>
<tr>
<td>Schwarz Bayesian information criterion</td>
<td>4828.61 N/A</td>
<td>4790.68 N/A</td>
<td>4782.65 N/A</td>
<td>4739.28 N/A</td>
</tr>
</tbody>
</table>

There are no results to report.

Randomization and Intervention Groups

Of the 76 nurses who provided consent, 75 (99%) were randomized to the individual, friend, or team physical activity challenge groups, and 1 (1%) dropped out following the baseline assessment because of a damaged Tractivity activity monitor (Figure 1). Randomization to the 3 groups was conducted by research staff using the RAND function of a software spreadsheet program (Microsoft Excel) in a 1:1:1 ratio. The participants were notified of their assigned group via email. In the individual challenge group, the participants were able to log onto their Tractivity web account at any time during the intervention phase to track their physical activity levels (ie, distance [km], steps [counts], active time [min], and calories [kcal]) displayed in a graphical format in the web-based Tractivity program. In the friend and team challenge groups, the participants were also able to log onto their Tractivity web account at any time during the intervention phase to track their own physical activity levels, but they could also monitor the physical activity levels of either one other participant (friend challenge group; Multimedia Appendix 2) or 4 other participants (team challenge group; Multimedia Appendix 3). The participants in the friend and team challenge groups were blinded in keeping with ethical considerations; none knew the identity of the other participant or team members in their group.

Study Assessments

Motivational regulations for physical activity were assessed at baseline using the 19-item Behavioral Regulation in Exercise Questionnaire-2 (BREQ-2) [42]. The participants were presented with the stem, “Using the scale below, please indicate to what extent each of the following items is true for you,” followed by items representing amotivation (4 items; eg, “I can’t see why I should bother exercising”), external (4 items; eg, “I feel under pressure from my friends/family to exercise”), introjected (3 items; eg, “I feel ashamed when I miss an exercise session”), identified (4 items; eg, “I value the benefits of exercise”), and intrinsic (4 items; eg, “I exercise because it’s fun”) regulations. Items were rated on a 5-point Likert scale, ranging from 0 (not true for me) to 4 (very true for me). Integrated regulation is not assessed on this scale because it is difficult to differentiate between integrated and identified regulation [43]. We calculated subscale scores by averaging responses of items belonging to the same subscale; however, only the external, introjected, identified, and intrinsic regulation subscales were analyzed in this study because of the extremely low variance and the high
Physical activity was measured regularly during the baseline (1 week) and intervention (6 weeks) phases using the Tractivity activity monitor, which is a lightweight, compact accelerometer that uses a proprietary signal processing algorithm to determine step counts in 1-min intervals. The activity monitor provides no visible feedback and stores up to 30 days of data (ie, distance, steps, active time, and calories). Research staff uploaded the participants’ activity data into the web-based Tractivity program at the end of the baseline and intervention phases. The participants uploaded their activity data at times and frequencies of their choice throughout the intervention phase. The Tractivity activity monitor has been shown to be a valid measure of step counts in comparison with direct observation [46]. Activity monitors were calibrated for stride length before the baseline week by having the participants walk 10 steps (at their usual walking speed) in a straight line on a large indoor track. These measures were performed in triplicate, and the average was entered into the web-based Tractivity program to assist the proprietary signal processing algorithm in calculating step counts.

The monitors provided us with consecutively ordered min-by-min activity data (ie, steps [counts], distance [km], active time [min], and calories [kcal]) during each day of the baseline and intervention phases for all the participants. We used a Hypertext Preprocessor (PHP, version 7.0) script to process the data. All activity monitor data were screened to identify valid and nonvalid days. Data were considered valid and included in the analysis if the wear time was at least 10 hours [47]. Step counts were used to calculate min of moderate-to-vigorous physical activity (MVPA) levels in bouts of at least 10 min [48,49]. Previously established cut-points (ie, >100 steps per min) [50] were used to calculate daily min of MVPA.

Sample Size

A post hoc power analysis revealed that the sample size of 76 participants provided adequate power (1−β= .92) to detect significant differences in physical activity levels within and between groups of small magnitude (ie, eta-squared value of 0.022 with an α of 0.05).

Statistical Analysis

All data analyses were performed using SPSS (version 24; IBM Corp), and \( P<.05 \) was considered statistically significant. Descriptive characteristics of the study sample were summarized using mean (SD) or frequencies (%). Data were analyzed using multilevel growth modeling as repeated observations were nested within the participants who were nested within the groups [51]. When analyzing longitudinal data, multilevel growth modeling also offers the following advantages: (1) equally spaced periods are not required, (2) the number of time points may vary across the participants, allowing for the use of data from all the participants to provide unbiased estimates of the outcomes, assuming data are missing at random, and (3) missing data are not problematic as long as they are missing at random [52]. Before these analyses, a 2-step approach for transforming continuous, nonnormalized variables to normal variables was applied to the MVPA data [53], as preliminary analysis revealed that the MVPA data were not normally distributed.

We then estimated an unconditional multilevel linear growth model for MVPA (model 1) and compared it with an unconditional quadratic growth model (model 2) to formally test the optimal functional form of growth. In doing so, we created a new variable \( \text{time} \), for which baseline was coded as 0 to serve as the reference point, and subsequent time points were assigned the following values: 1, 2, 3, 4, 5, and 6. This coding accounts for any differences in time intervals between points and allowed for the interpretation of the intercept as predicted MVPA levels at baseline. In addition, fixed and random effects for time were included because it was assumed that not all the participants had the same baseline MVPA levels or the same exact rate of change over time. The fixed effects provide estimates of the average levels at baseline and average rate of change for the sample, whereas the random effects serve to ascertain whether there is variability in baseline levels and in the rate of change. These competing models were compared using a likelihood ratio test and 2 commonly used information criteria, namely, Akaike information criterion and Schwarz Bayesian information criterion. The model that minimized Akaike information criterion and Bayesian information criterion values was retained.

Next, we expanded the retained unconditional growth model by adding group, group by time, and group by time squared as predictors of MVPA to test the effect of group (model 3). There was no statistically significant main effect for group (\( P=.71 \)) or interaction between time (and time square) and group (Table 1, model 3; \( P=.54 \) to .55). This demonstrated that there were no group differences in MVPA levels at baseline or in change over time. We calculated the intraclass correlation coefficient to further assess dependence in the grouped data. As the coefficient was less 0.05 (indicating that dependence related to group membership could be ignored) [54], we proceeded to test subsequent models without group, group by time, and group by time squared.

Finally, we added the motivational regulations as predictors to the unconditional quadratic growth model to test the effect of each regulation on MVPA (model 4). To fit this conditional growth model, we added the main effects of each regulation along with their interaction with time (and time squared). Of note, each regulation was grand-mean centered by subtracting the sample mean from each observed value to make the interpretation of the model parameters easier.

Results

Participants

Of the 75 participants randomized, 72 (96%) completed all study assessments, including 92% (23/25) assigned to the individual challenge, 100% (25/25) assigned to the friend challenge, and 96% (24/25) assigned to the team challenge. A one-way analysis of variance was performed to compare baseline MVPA levels between the participants who dropped out and
those who completed the 6-week intervention; results revealed no significant differences in baseline MVPA levels.

**Main Results**

Visual inspection of the plotted trajectories using predicted normalized MVPA values (Figure 2) suggested that it may not be adequate to summarize the pattern of change over time with a linear trajectory, but rather a quadratic trajectory over time. In addition, there were several indications that a quadratic growth model was the most appropriate for representing the individual growth trajectories of MVPA levels (Table 1, models 1 and 2). First, the Akaike information criterion and Bayesian information criterion values were smaller for the quadratic growth model. Second, the fixed quadratic effect and variance components of the quadratic model were significant and of nontrivial magnitude. Third, after refitting the 2 models with full information maximum likelihood, a likelihood ratio test comparing the linear model with the quadratic model indicated that the former should be rejected in favor of the latter. The fixed effects were significant in the quadratic unconditional growth model (Table 1, model 2), demonstrating that the mean MVPA baseline level was 34.71 (SE 4.63; \( P < .001 \)) min per week and that levels changed significantly over time in a curvilinear (ie, inverted U shape) fashion (linear estimate = 10.30, SE 3.15; \( P = .002 \); and quadratic estimate = -2.06, SE 0.52; \( P < .001 \)). In addition, the random effects for (1) the intercept (estimate = 815.85, SE 258.40; \( P = .002 \)), (2) the slopes for MVPA (linear estimate = 269.39, SE 122.85; \( P = .03 \); and quadratic estimate = 8.07, SE 3.47; \( P = .02 \)), and (3) the covariance between the intercepts and quadratic slopes (estimate = -50.86, SE 21.22; \( P = .02 \)) were significant. These findings demonstrate that there was meaningful variability in (1) MVPA levels at baseline between the participants, and (2) changes in MVPA levels over time. Furthermore, the participants who engaged in more MVPA at baseline tended to have greater increases in MVPA levels initially, followed by steeper decreases.

The results of the conditional quadratic growth model, in which we added the main effects of each grand-mean centered motivational regulation along with their interaction with time (and time squared), are presented in Table 1 (model 4). No significant main or interaction effects were observed for introjected regulation or intrinsic motivation (\( P = .06 \) to .81). In contrast, there were significant effects for external and identified regulations. Specifically, there was a significant interaction between time (and time squared) and external regulation (\( P = .02 \)) as well as between time (and time squared) and identified regulation (\( P = .02 \) to .04). These findings indicate that there are differences in the rate of change in MVPA levels as a function of the external and identified regulations levels of the participants at baseline. To better understand the nature of these relationships, we probed both interactions by a test of simple slopes at specific values of external and identified regulations, namely, at high (1 SD above the mean), medium (at the mean), and low (1 SD below the mean) levels of each regulation [55,56]. Probing showed that initial increases in MVPA levels were significant for the participants reporting medium (estimate = -3.93, SE 1.58; \( P = .02 \)) and high (estimate = -5.70, SE 2.49; \( P = .03 \)) levels of external regulation at baseline, but not for those with low levels of external regulation (estimate = -2.16, SE 1.12; \( P = .06 \)). Similarly, probing showed that initial increases in MVPA levels were significant for the participants reporting medium (estimate = -3.96, SE 1.57; \( P = .01 \)) and high (estimate = -6.76, SE 2.48; \( P = .009 \)) levels of identified regulation at baseline, but not for those with low levels of identified regulation (estimate = -1.16, SE 1.10; \( P = .30 \)).

**Figure 2.** A plot illustrating the individual trajectories for MVPA levels at baseline (week 0) and throughout the intervention phase (weeks 1-6). More negative slopes correspond to greater decreases in MVPA levels. MVPA: moderate-to-vigorous physical activity.
Discussion

Principal Findings

Given the importance of identifying factors that may help to promote changes in physical activity levels within the workplace setting, the aim of this study was to examine whether motivation predicted changes in objectively measured daily physical activity levels among participating nurses. Our principal finding is that some, namely, external and identified regulations, but not all types of motivation, predicted changes in the nurses’ physical activity levels throughout the intervention. According to the World Health Organization, the workplace is an ideal setting to implement health promotion initiatives to reduce noncommunicable disease risk factors [57]. Although worksite interventions seeking to increase physical activity levels among health care workers (eg, allied health care providers and administrative staff) have been developed and implemented, few have targeted nurses specifically. Only half of these interventions significantly increased physical activity levels (eg, steps, daily min, and energy expenditure) [58]. Nurses differ from other hospital workers because they may work long shifts (ie, 8- to 12-hour shifts), irregular hours (ie, rotating day, evening, or night shifts), and undertake physically demanding tasks (eg, transfer patients between beds, chairs, and wheelchairs, reposition patients, push or pull beds, chairs, and wheelchairs, and carry equipment) [59], all of which can adversely affect their health. The traditional mode of delivering worksite interventions is face-to-face, but worksite and job characteristics may hinder nurses’ ability to participate in such programs. Recognizing that nurses report low physical activity levels [60]—a known risk factor for the onset of noncommunicable diseases [61] and that the internet may offer a way to reach nurses—we developed and implemented a web-based worksite intervention for nurses working in a tertiary care cardiovascular institute.

Compared to nurses with low levels of external regulation at baseline, the nurses with medium and high levels of external regulation at baseline had greater increases in MVPA levels at the start of the intervention phase in this study. Contrary to the belief that external incentives can decrease people’s motivation to participate in physical activity [35,62,63], these findings suggest that external incentives (eg, financial incentives, competition prizes, and recognition from others), pressures, and sanctions may play a role in initially increasing physical activity levels. However, the effects of external incentives appear to be beneficial only in the short term, as the nurses’ physical activity levels were not maintained at the end of the intervention phase (Figure 2). As previously observed by other researchers [62,63], external incentives, pressures, and sanctions may undermine people’s self-determined motivation to participate in physical activity, which raises questions concerning the use of such strategies to help nurses maintain physical activity levels over time. More research is needed to understand whether and when external incentives, pressures, and sanctions could be used to increase nurses’ physical activity levels. It is possible that they help nurses who are not regularly active commence activities until they recognize and enjoy the intrinsic rewards that accompany physical activity (eg, healthy weight, better sleep, stress management, and improved psychological health).

Motivation has been shown to positively influence physical activity behavior when pursuing an activity that is deemed personally valuable and in which it is important to attain a desired outcome [33]. In support of these findings, the nurses in this study who possessed medium and high levels of identified regulation at baseline tended to have greater initial increases in MVPA. This suggests that it is necessary to help nurses recognize and enjoy the physical, psychological, and social benefits that accompany physical activity to help them increase their physical activity levels [33]. However, this approach may not be sufficient long-term; the findings of this study also showed that the nurses with medium and high levels of identified regulation had greater decreases in physical activity levels at the end of the intervention phase. There are several factors that may have interfered with the nurses’ ability to maintain physical activity levels over time. On a personal level, nurses have often identified barriers to physical activity such as high workloads, conflicting schedules, and physical and emotional stress in their workplace. These barriers may have interfered with the nurses’ ability to maintain physical activity levels in this study. It is also possible that, despite being motivated, the nurses lacked confidence and skills to sustain high physical activity levels.

To test this hypothesis, interventions seeking to enhance nurses’ physical activity confidence and skills by providing teaching, training, and/or counseling on goal setting, self-monitoring, and action planning should be developed and evaluated to determine if this leads to sustained changes over a longer period [64-66]. Furthermore, drawing on evidence-based behavior change techniques [36], providing: (1) coaching, (2) social support from family, friends, and staff; (3) feedback on progress and barrier identification or problem solving; (4) follow-up prompts; and (5) health checks may help to reinforce long-term changes in physical activity.

In addition to the personal factors that may have hindered sustained physical activity change in this study, targeting the entire worksite environment as opposed to the nurses within it might have increased the effectiveness of our intervention, as occupational constraints may have further inhibited the nurses’ ability to maintain physical activity levels. Speculatively, worksite characteristics such as management structure, leadership, culture, and support for physical activity within the workplace may have been insufficient for the nurses in this study to translate their intention into long-term physical activity changes. Accordingly, comprehensive interventions that target both personal (eg, motivation and self-management) and macro-level factors (eg, worksite environment) may be warranted. With regard to the latter, policy interventions (eg, arranging physical activity breaks during work) or environmental changes (eg, using physical activity level prompts in common areas [break rooms, bathrooms, and elevators or stairwells], forming lunchtime physical activity groups, promoting stairway signs, and having indoor and outdoor walking routes) may help to promote sustained physical activity.

Fostering social support in the workplace has been shown to be an effective way to increase physical activity levels [66,67]. In this study, the nurses were randomized to individual, friend, or...
group challenges; however, no significant differences in initial levels of or changes in physical activity levels were observed between the groups. As the identities of the friend or group members were not disclosed to the nurses, it is possible that an opportunity to foster social support was missed. Future interventionists should consider permitting the participants to know the identity of their fellow participants and facilitate social support and relatedness (rather than simply social comparison) among them. Indeed, within basic psychological needs theory—a mini theory of self-determination theory—perceived relatedness (ie, experience of belongingness and connectedness to others), as well as perceived competence (ie, feelings of effectiveness and ability to achieve desired outcomes) and autonomy (ie, experience of self-determination and volition when carrying out an activity), has been identified as necessary for promoting adaptive behavioral outcomes [34,35]. Several studies indicate that individuals benefit from feeling connected to others [33].

Limitations
Although promising, the results of this study should be interpreted with caution. First, this study was conducted at a single worksite, a tertiary care cardiovascular institute, and the sample size was relatively small. Although there are similarities in some nursing roles, the local context may impact nurses’ physical activity levels as a result of differing systems of nursing care, facilities, patient load, and resources. The generalizability of the findings of this study to nurses working in other health care settings and systems merits further exploration with larger sample sizes. Motivational regulations were only assessed at baseline. Thus, it is not clear to what extent the intervention impacted the nurses’ motivation over time and to what extent this was related to changes in their physical activity levels. For example, the nurses’ motivation may have increased or waned when comparing their activity level with others or as they gained more experience and confidence exercising over the 6-week intervention. There is a risk that the present findings reflect a selection bias as the participants were self-selecting. It is possible that the nurses who participated in this study may only be those who felt that they were healthy and fit enough to engage in a physical activity intervention and valued such activity. The nonsignificant associations between certain motivational regulations and changes in physical activity levels may be explained by the fact that the nurses in this study had relatively low (or high) scores at baseline, which may have precluded the ability to detect significant associations because of the limited variability in scores. There was some attrition, although dropout was distributed evenly across the groups. Finally, the intervention was only 6 weeks long, which may not have permitted time to facilitate long-term physical activity change.

Implications for Future Research and Practice
Understanding how best to promote physical activity among nurses remains an important endeavor, as their low physical activity levels suggest that they are at increased risk of chronic diseases and, consequently, are at higher risk of being absent from work. To allow for a better consideration of the potential impact of interventions on nurses’ physical activity levels, more nurse-only intervention studies drawing on theories from the fields of psychology, sociology, behavioral economics, and/or management are needed to identify personal, situational, environmental, structural, and lifestyle factors that influence participation and effectiveness. For example, as the nurses randomized to the friend or team challenge groups might have formed expectations of how much physical activity they ought to accumulate based, in part, on how others in their group perform and made changes to their behavior accordingly, researchers could draw on social comparison theory [39] and test the role of social comparisons. In addition, given that the nurses’ working environment and job characteristics can have detrimental effects [59,68-70], the extent to which nurses’ workload, responsibilities, and working hours (eg, shift length and type of shift worked) influence their ability to engage in physical activity and the effectiveness of physical activity interventions should be studied. Finally, as increases in physical activity levels were not maintained over the course of the intervention, further research is clearly warranted to determine how web-based worksite interventions for nurses can be improved to support long-term changes in physical activity. On the basis of previous research [30,71-75], providing (1) individually tailored lifestyle advice, (2) physical activity plans and targets, (3) information on the benefits of physical activity, (4) physical activity self-monitoring devices, (5) interactive lectures, (6) weekly aerobic exercise classes, and/or (7) short exercise breaks at work should be considered. Furthermore, integrating behavioral change techniques, implementing cognitive behavioral training, and manipulating the worksite may increase the effectiveness of the intervention [64,76]. Thus, future research to assess the effectiveness of physical activity interventions should be (1) tailored to the nurses’ individual needs, (2) address macro-level changes (ie, policy changes and environmental modifications), and (3) designed, implemented, and evaluated based on theory.

Conclusions
Although the International Council of Nurses has called for nurses to make “a personal commitment to eat healthily, exercise appropriately, drink sensibly and avoid the use of tobacco” [77] and the growing expectation that nurses should embody those behaviors they wish to promote [78], most nurses report low physical activity levels [14,79,80]. Despite this, worksite interventions aimed at increasing physical activity levels among nurses are scarce. Moreover, little consideration has been given to factors that may predict changes in physical activity levels within an intervention. The principal conclusion of this study is that external and identified regulations for physical activity predicted changes in objectively measured physical activity levels. Accordingly, strategies to promote motivation for physical activity, external and integrated regulations in particular, should be part of larger strategies to promote physical activity in future interventions. Nevertheless, as initial increases were not maintained over time, the findings also highlight that changing nurses’ long-term physical activity behavior is difficult and requires continued effort. Work-related circumstances (eg, job strain, nurse shortages, workload, long hours, and night or irregular shifts) may introduce barriers (eg, fatigue and lack of time) for physical activity. It is necessary to continue to investigate both personal and occupational factors that could
help the nurses sustain physical activity levels in the long term. Using qualitative methods (eg, in-depth interviews, focus group discussions, and observations) may aid in the understanding of such factors and provide insight into what the nurses themselves thought of the intervention. Finally, key stakeholders should be involved in the development, implementation, and evaluation of future worksite physical activity interventions for nurses to ensure they are feasible, sustainable, and adaptable to specific workplace demands.
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Abstract

Background: One of the promises of digital health is to better engage patients and improve care for vulnerable populations. Patients with drug use disorders are a vulnerable population who often do not receive the care they need, both for their drug use disorders as well as their other health care needs. Appropriate primary care for patients with drug use disorders needs to be patient-centered, holistic, highly accessible, and engaging. The electronic Case-finding and Help Assessment Tool (eCHAT) was designed as a patient-centered tool for the identification and measurement of problematic health behaviors and mood states.

Objective: The aim of this study was to explore the patient experience of eCHAT at an Australian family medicine clinic for patients with drug use disorders.

Methods: A total of 12 semistructured interviews were conducted with patients, two interviews were conducted with doctors, and one focus group was conducted with patient advocates who were former patients of the clinic where the study took place. The transcripts were analyzed using inductive thematic analysis.

Results: The key themes identified from the interviews and the focus group were as follows: (1) eCHAT helped reduce stigma related to drug use in the doctor-patient consultation, (2) restricted answer options impacted the ability of patients to tell their stories, (3) patient-related response factors, (4) increased efficiency in the consultation process, and (5) divergence in level of concern around security and privacy.

Conclusions: eCHAT has the potential to help vulnerable patients in primary care to engage more with their doctors and reduce experiences of stigma. eCHAT may be a useful digital health intervention in a family medicine clinic for patients with drug use disorders. It has the potential to improve patient engagement and access to health care, which are crucial areas of need in this vulnerable population. However, it is important to clearly communicate the privacy risk of digital health tools and to implement eCHAT such that it will add value to, rather than displace, in-person consultations with the family doctor.

(J Med Internet Res 2020;22(9):e19256) doi:10.2196/19256
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Introduction

The Promise of eHealth

The expanding presence of digital health and eHealth is driven by its potential to improve health care outcomes [1]. eHealth refers to the use of internet-based technology for health care and can be used by systems, providers, and/or patients [2]. eHealth is one component of the wider concept of digital health, which is the use of information and communication technology to improve patient well-being and health [3]. Some examples of eHealth used primarily by patients in Australia are electronic medical records, searching for online health information, and booking appointments online.

eHealth has the potential to increase health care access and better engage diverse groups of patients [4]. If eHealth can particularly improve access for vulnerable patients, one key anticipated outcome of increasing eHealth use should be an improvement in health care equity [4].

The Health Care Needs of Patients With Drug Use Disorders

One example of a vulnerable population affected by health care inequity is people with drug use disorders. They often do not receive adequate treatment support and are more likely to have disability and reduced social and emotional functioning [5,6]. Patients with drug use disorders require customized health care relevant to their drug use situation [5].

Patients with drug use disorders are also more likely to have mental health diagnoses and other chronic diseases [7]. Consequently, patients with drug use disorders often require effective, customized, and sustained general health care, which can be provided through primary care [7].

However, only a small proportion of patients with drug use disorders receive the care they require. One in six people suffering from drug use disorders received treatment for those disorders in 2016 [5]. They also have greater difficulty in access and engagement with general health care services for their family medicine needs [8].

Therefore, the challenge is to design more agile health care services that meet the specific and general needs of patients with drug use disorders [9]. It is crucial that health care services for patients with drug use disorders improve patient engagement and access, as this is a population group with higher health care needs but who also receive proportionally fewer health care services [10].

Can eHealth Improve Health Care for Patients With Drug Use Disorders?

The critical question is whether eHealth can truly facilitate better engagement and health care access for patients with drug use disorders. The majority of studies involving eHealth and patients with drug use disorders focus on the benefits of telemedicine for treating drug use disorders [11]. Telehealth is a branch of eHealth that creates more mobile connections between health care providers and patients [12]. A number of systematic reviews suggest that telemedicine, as well as other eHealth tools, can be effective for improving drug use disorders and creating patient satisfaction [11,13,14].

However, there is scarce literature that explores the role of eHealth in the general health care needs of patients with drug use disorders, particularly in the context of family medicine. Further, there is minimal research into the patient experience of, and engagement with, eHealth in those with drug use disorders. For a patient population with drug use disorders, it is particularly important to understand the patient experience of new eHealth interventions, as they engage health care services less frequently and sometimes with difficulty [8].

One potential example of eHealth in the family medicine setting is the electronic Case-finding and Help Assessment Tool (eCHAT), created in New Zealand [15]. eCHAT is designed as a patient-centered tool for the identification and measurement of problematic health behaviors and mood states. It is a screening survey completed by patients on a tablet computer in the waiting room of a family medicine clinic, with the results provided to the doctor at point of care prior to the consultation [15]. Pilot studies of eCHAT in New Zealand have had positive results in feasibility and acceptability studies [15]. However, prior to this study, eCHAT had not been trialed in Australia, nor had it been trialed at a family medicine clinic with a focus on vulnerable patients with drug use disorders.

Objective

Our objective was to explore the patient experience of eCHAT when it was trialed in an Australian family medicine clinic for patients with drug use disorders. We were particularly interested in understanding the impact of eCHAT on the patient’s consultation experience and relationship with their family doctor, as these are key factors for health care access for this patient population.

Methods

Procedure

From May to November 2019, receptionists offered patients the option to complete eCHAT before their consultation. For each consenting patient, receptionists entered in their unique clinic identifier number into eCHAT on the tablet computer and then gave the patient the tablet. The patient completed eCHAT in the waiting room for 10 minutes and the information went onto a secure web server.

Patients who completed eCHAT answered questions about their recent drug use, mood, and physical activity. They indicated whether they wished to discuss anything further. The doctor reviewed their patient’s answers by searching the patient’s...
unique clinic identifier number on eCHAT using their desktop computer, just before initiating the patient-doctor consultation.

**Participants**

We undertook semistructured interviews with patients and doctors who had used eCHAT. We also ran a focus group with former patients of the clinic who now worked as patient advocates but had not used eCHAT themselves. On days that the research team visited, receptionists invited patients to participate in the study who were (1) over 18 years old, (2) had the time to start eCHAT before their consultation with their doctor and, (3) had the time to participate in a 30-minute interview after their consultation with their doctor.

We used purposive sampling by actively selecting the most productive sample to answer the research question. We recruited participants seeing a diverse range of doctors, a mixture of established and new patients, and a diverse demographic. We continually reflected on our sample and whom we sought to recruit next in coding meetings.

**Data Collection**

The Australian National University Human Research Ethics Committee approved this study. Prior to the interview, participants provided written informed consent and completed a short demographic questionnaire. The interview guide was informed by a systematic literature review. After a pilot interview conducted by the first author (MC), the interview guide was further reviewed by an experienced coauthor (GS). The full authorial team collaboratively contributed to the refinement of the interview guide at coding meetings. Interviews and the focus group were audio recorded and transcribed anonymously by a third-party transcription service. The demographic survey results were recorded in Microsoft Excel. The transcription data were managed in both NVivo 11 (QSR International) and Microsoft Word.

**Data Analysis**

The interviews and focus group data were coded and processed by inductive thematic analysis. Two researchers (MC, ES) independently reviewed and coded the first five interview transcripts to ensure intercoder validity and reliability. Three researchers (MC, ES, GS) then met to reflect on and discuss the different codes, early themes, sampling frame, and the interview guide.

Following that, one researcher (MC) coded the rest of the interviews and selected key transcripts for the second researcher (ES) to independently code. Both researchers independently coded the doctor interviews and focus group data. Four coding meetings were held with different arrangements of researchers in order to continually reflect on and resolve disagreement over codes and themes. At the final coding meeting, a final list of themes was developed and agreed upon by all four authors.

**Results**

**Participant Characteristics**

The demographic characteristics of the patients we interviewed are shown in Table 1. The doctors who were interviewed included one male and one female participant. The focus group with patient advocates included three female participants and one male participant.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=12), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (83)</td>
</tr>
<tr>
<td><strong>Highest educational qualification</strong></td>
<td></td>
</tr>
<tr>
<td>Lower than year 10</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Year 10</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Year 12</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Trade certification</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Diploma</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>2 (17)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Pension</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (33)</td>
</tr>
</tbody>
</table>
Themes

Overview

The key themes from the interviews and focus group were as follows: (1) eCHAT helped reduce stigma related to drug use in the doctor-patient consultation, (2) restricted answer options impacted the ability of patients to tell their stories, (3) patient-related response factors, (4) increased efficiency in the consultation process, and (5) divergence in level of concern around security and privacy.

Theme 1: eCHAT Helped Reduce Stigma Related to Drug Use in the Doctor-Patient Consultation

Some patients expressed that it was easier to be comfortable with a screen, compared to a person, when answering questions regarding their drug use and mental health.

Because maybe the person is not comfortable coming up and saying it to their doctor, straight to his face. But if they feel comfortable with that [eCHAT]...

[Patient #2, interview]

Further, some patients explained that they would be more honest, because interacting with a screen, rather than directly with a person, removed some of the shame associated with their drug use.

I know when I first came to terms with my struggles, I was so ashamed and so guilty I would lie and deny...I still would be so ashamed of why I was there that I would make it seem not as bad as what it actually was. Whereas if I was writing it down—if it was in question form like that—I would just be honest.

[Patient #5, interview]

One patient explained that the reason that it was easier to be honest with a screen was because a screen is less judgmental than a person.

Whereas with an electronic device, I’m just going to be completely honest with it. I’ve got no reason to—you know, it’s not going to judge me or expect anything from me.

[Patient #3, interview]

Patients also felt that their doctors got more information from eCHAT, because eCHAT helped patients themselves tell their stories better. Some patients felt this was because using eCHAT helped them focus on what they wanted to speak to the doctor about.

...it made me separate my thoughts and that just to, it just felt, it made me sort of tell myself something in the doctor’s appointment.

[Patient #7, interview]

Other patients commented that eCHAT gave them more confidence to have a starting point with their story.

...at least it’s a starting point: you fill out something on there, then it’ll give you more reason, it’ll make you feel more confident talking to the doctor.

[Patient #6, interview]

Theme 2: Restricted Answer Options Impacted the Ability of Patients to Tell Their Stories

A large number of patients commented on how the restricted multiple-choice answer options on the eCHAT questionnaire limited their ability to fully explain their context and situation. Both patients who felt positively and those who felt negatively about eCHAT mentioned that eCHAT’s key weakness was its limited answer options. Particularly in relation to drug use, patients wanted to be able to explain, beyond quantitative questions, about timing frequency.

Everybody will tell you that they smoke too much. Everybody will tell you that. But it’s about “Can you quit, do you want to quit, how come you haven’t?”

[Patient #11, interview]

Some patients felt that the restricted answers meant that their answers were less likely to be correct.

But I did find that some of the questions, I had to kind of pick one, even though I didn’t feel like there was—I didn’t feel like that was correct, either. It didn’t seem like there was an option that I needed.

[Patient #4, interview]

One patient commented that the narrow scope of some questions presented an opportunity to be dishonest.

You’ve dabbled in drugs nearly your whole life, but if you’re only answering it the last two weeks, so you just tick that and you go, “Oh, yeah, no worries,” and then, you know, you’re not saying anything.

[Patient #9, interview]

The idea that eCHAT was not providing a full story frustrated some patients. Some patients felt that this restriction meant that it was far more efficient and satisfying to speak to a doctor directly instead. There was a desire for a qualitative component that would grant the patient more autonomy to co-construct meaning.

It frustrated me that I couldn’t have my own say, I couldn’t, I had to choose one of the options, I couldn’t actually have what actually happened...no one’s going to fit into a little box. Especially someone like me. So I guess when you have little boxes and you don’t have one you fit in, it gets frustrating after a while.

[Patient #1, interview]

Other patients felt that the restricted answers amplified stigma by placing everyone in the same box based on drug use, rather than understanding the context, story, and factors that mediate the practices of each person.

Well, the government puts everyone like us in the same box. We’re addicts or whatever we are—we’ve been to jail...I think we should all be judged by our own merits—our own problems and that—and we shouldn’t be boxed together.

[Patient #2, interview]

Theme 3: Patient-Related Response Factors

Some patients had physical disabilities, mostly related to eyesight, that affected their ability to fill out the eCHAT questionnaire. A few patients felt emotionally confronted by
some of the questions. One patient started crying when questions were asked about depression, and another patient felt that some of the questions about drug use raised traumatic memories.

_They all sort of hit a sensitive spot inside. It brings up emotions to answer some of those questions..._ [Patient #10, interview]

Patients who did not have an established relationship with their doctor sometimes felt that eCHAT improved their relationship with their doctor, but no one felt that eCHAT negatively affected their relationship with their doctor. Patients with an established patient-doctor relationship felt that eCHAT made no difference to that relationship.

The doctors reported that eCHAT was useful for more stable patients who had less urgent agendas, because eCHAT was then able to pick up important, but not pressing, information that had not been previously covered.

...from the kind of chaotic life and you’re just dealing with crises, to the...you’ve gradually got someone engaged and you’re starting to work on those things, that’s the group that I think it’s [eCHAT is] probably most useful with. [Doctor #1, interview]

The patient advocates who participated in the focus group strongly agreed that a patient’s stage in the recovery process was the most important factor in their willingness to be honest and to benefit from eCHAT.

If they’re very invested in recovery, then they’ll answer it truthfully either way [electronically or in person]. [Patient advocate #1, focus group]

**Theme 4: Increased Efficiency in the Consultation Process**

Most patients generally felt positive about the potential for eCHAT to harness waiting room time and provide their doctor with information that would direct or streamline the consultation.

Yeah, I think it’s really good. I think it would save heaps of time...Nobody wants to sit in the doctor’s waiting room all day. I think the faster the appointments are, it’s better for everyone. I think that’s what eCHAT would do, is speed up the whole process. [Patient # 5, interview]

However, some patient advocates in the focus group felt that eCHAT would actually result in an overall loss of time, as patients would need to explain the meaning of their restricted answers.

I think the time that you save, not having to ask these questions personally in the room, I think there’s a big opportunity to lose that time that you’ve saved by having to qualify all those questions. [Patient advocate #1, focus group]

**Theme 5: Divergence in Level of Concern Around Security and Privacy**

Most of the patients interviewed did not have strong security concerns or register any awareness of how their personal data could be misused.

Why would somebody bother hacking into something like that? Yeah, it doesn’t bother me. [Patient #4, interview]

In contrast, the patient advocates in the focus group had stronger security and privacy concerns.

I personally don’t do anything electronic if I can help it...because I don’t trust the systems in place. There are too many holes, too many things can go wrong. [Patient advocate #4, focus group]

A few patients who did have concerns in general about security were less worried about eCHAT because they trusted their clinic and knew their name did not go into the system. In general, however, the high level of trust in the clinic and lack of security concerns for some patients meant that they were willing to complete the eCHAT questionnaire if it was made mandatory at the clinic, although they were generally uncomfortable with the concept.

Every time? If I had to?...They’ve been very good to me here, and they’ve offered really good services. So I’d be okay with that. [Patient advocate #3, focus group]

**Discussion**

**Principal Findings**

This paper reports on the findings of a qualitative study exploring the patient experience of an eHealth tool in a family medicine clinic for patients with drug use disorders. Some patients felt that the platform helped them to communicate more honestly, completely, and efficiently with their doctor. A few patients also said that being able to communicate more honestly in the past would have allowed them to get help for their drug use disorders earlier and faster.

Many patients commented on the restricted nature of the multiple-choice answer options. Some felt that these restrictions meant that they were not able to tell their story properly and that the interface compressed their capacity to explain and contextualize factors. A few patients found some of the questions asked in eCHAT confronting, both positively and negatively. Some patients had trouble filling in the eCHAT questionnaire due to a range of physical disabilities.

Very few patients voiced concerns about data security and privacy regarding the information they documented. Those that were aware of possible security issues felt limited concern because no identifying details went into eCHAT.

Patients reported that the use of eCHAT before the patient-doctor consultation sometimes had a positive effect on the patient-doctor relationship, sometimes had no effect, but never generated a negative effect. The optional use of eCHAT before the patient-doctor consultation did not appear to negatively impact patient engagement or access to their family medicine–based health care services.

**Strengths**

One strength of this study is the focus on the experience of eHealth for patients with drug use disorders. One key way to
improve patient engagement with eHealth is to make the patient experience the guiding principle in eHealth tool design [16]. The way that eHealth increases levels of patient engagement is a common theme in eHealth research [17]. Patient engagement is about creating a more active role for the patient and a more collaborative partnership between the patient and doctor, in order to create a greater protagonist role for the patient in their health care [17,18]. A systematic review exploring how eHealth improves patient engagement found that eHealth interventions generally increase the prominence of the patient’s role in their health care [17]. This matches how eCHAT helped patients communicate their situation more effectively, thereby creating a more active role for the patient and improving the collaboration with the health care provider. As patient engagement and disengagement are highly relevant factors among patients with drug use disorders, the ability of eCHAT to moderately increase patient participation and representation in health care is a promising feature of eCHAT for this vulnerable population.

Another strength of this study is that it uniquely explores the role of eHealth in the general health care needs of patients with drug use disorders, particularly in the context of family medicine. While it is already known that eHealth tools can help with the treatment of drug use disorders and may improve patient satisfaction, this shows that eCHAT could improve holistic patient-centered family medicine care for a vulnerable population of patients with drug use disorders [11,13,14]. This study showed that eCHAT helped some patient-doctor relationships to improve and did not negatively affect any patient-doctor relationships.

Our finding that eHealth tools have the potential to reduce what might be interpreted as transactional stigma—that is, shame and stigma arising as a consequence of patients confessing their failings to an authority figure—is significant for a patient population with drug use disorders. Patients with drug use disorders are a highly stigmatized and marginalized group, which can reduce their access to health care and social services [19]. If eCHAT can help reduce stigma and improve patient access, it means that eHealth can have a role in improving access to care for this vulnerable group.

This study also illuminated some other stigma-related concerns of patients with drug use disorders when it comes to engaging with eHealth. A phenomenological study of people with drug use disorders found that when patients felt they were listened to properly by nurses, they responded better to treatment programs and experienced reduced feelings of stigma [20]. The importance of being properly listened to may explain why the concerns raised by patients about the restricted answer options in eCHAT were partly offset by the doctors, who explained that they principally used eCHAT to initiate conversations with their patients.

Implementation issues meant that not many patients completed the eCHAT questionnaire separate from the study taking place, which left doctors feeling that they were limited in their ability to comment broadly on the effect of eCHAT.

Future Considerations

The challenges of eCHAT that were identified by participants have been discussed with both the family medicine clinic where the study took place and the creators of eCHAT. Regarding implementation at the family medicine clinic, the risks of upsetting patients and miscommunicating the patient story with restricted answer options make it clear that eCHAT works best as an optional process paired with, and on the same day as, the doctor-patient consultation.

Regarding the design of eCHAT, the options of voice-prompted questions for those with disabilities and open-ended questions to counterbalance concerns around restricted answers have been discussed. There are further developed versions of eCHAT that now have an introductory video that patients can watch before completing the eCHAT questionnaire, which greatly assists with clearly and accessibly communicating security and privacy risks to patients.

Limitations

While the sample size of this study is small, it uniquely explores the patient experience of an eHealth tool in a population of patients with drug use disorders in the context of their family medicine clinic. Further, the additional data from the focus group and doctor interviews serve as a useful compliment and contrast to the patient perspective.

For example, the prominent privacy and security concerns of the focus group members were in stark contrast to the perspectives of the patients. This contrast begs the question of whether the patients, as a consequence of their requiring and seeking health care, were less able to identify and raise critical concerns about potential privacy and data security issues than their more detached and independent patient advocate counterparts. It is possible that the interview setting (ie, the clinic where the patients receive care) and the interviewer (ie, a family medicine doctor from another practice) affected the response of the patient participants during the interviews. Even if this had some impact on the interview data, the reticence of patients to accentuate concerns pertaining to the use and processing of their personal data highlights the need for administrators of eHealth to clearly communicate the potential surveillance, security, and privacy risks related to the use of digital health tools, especially for those who are most vulnerable. Adequate risk communication is particularly appropriate when seeking informed consent for the use of an eHealth tool from patients who require access to health care.

Another example of how the different data worked together was that the concerns raised by patients about the restricted answer options in eCHAT were partly offset by the doctors, who explained that they principally used eCHAT to initiate conversations with their patients.

http://www.jmir.org/2020/9/e19256/
A future option for long-term evaluation of eCHAT could build on this study with qualitative analysis of the patient experience of eCHAT in vulnerable populations from multiple clinics.

Our findings suggest that further quantitative, qualitative, and mixed methods research into the experience of vulnerable patients when using other digital health tools may assist these tools in contributing to improving health care equity within communities.

**Conclusions**

eCHAT has the potential to help vulnerable patients in primary care to engage more with their doctors and reduce their sense of stigma, but attention must be paid to how consent is obtained from patients and how eCHAT is paired with the consultation. To move this forward, future research will need to explore how other eHealth tools, and how the concept of eHealth in general, affect the experience of health care for patients with drug use disorders. Understanding the situated experiences of eHealth for specific groups of vulnerable populations can help clarify aspects of design and implementation for eHealth tools that are more likely to improve patient access and equity.

Based on this study, eCHAT could be a useful eHealth intervention in a family medicine clinic for patients with drug use disorders. It has the potential to improve patient engagement and access to health care, which are crucial areas of need. However, care must be taken when implementing eCHAT to make the surveillance, privacy, and data security risks clear to patients, and emphasis needs to be placed on how eCHAT should complement, rather than replace, the face-to-face consultation with the family doctor.
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Abstract

Background: Harnessing supportive influences in close relationships is an innovative and potentially effective strategy to improve sun protection behaviors.

Objective: This pilot randomized controlled clinical trial evaluates the feasibility and impact of Sun Safe Partners Online, a web-based, couples-focused intervention to improve sun protection behavior.

Methods: A total of 75 couples reporting suboptimal levels of sun protection recruited from Facebook advertisements were randomized to receive a web-based intervention called Sun Safe Partners Online or a Generic Online Sun Safety Information intervention. Sun Safe Partners Online had 4 individual-focused modules and 4 couples-focused modules. Feasibility was assessed by study enrollment, engagement, follow-up survey completion, and intervention evaluation. Participants completed baseline and a 1-month postintervention survey assessing sun protection and exposure, along with individual and relationship attitudes about the importance of sun protection.

Results: Using Facebook as a recruitment strategy resulted in rapid enrollment and higher acceptance than for the prior telephone and print trial. The follow-up survey completion was higher in the Generic Online condition (100%) than in the Sun Safe Partners Online condition (87.2%). Engagement in Sun Safe Partners Online was high, with more than two-thirds of participants completing all modules. Evaluations of Sun Safe Partners Online content and features as well as ease of navigation were excellent. Sun Safe Partners Online showed small effects on sun protection behaviors and sun exposure on weekends compared with the Generic Online intervention and moderate effect size increases in the Sun Safe Partners Online condition.

Conclusions: This study uses a novel approach to facilitate engagement in sun protection by harnessing the influence of relationships among spouses and cohabiting partners. A couples-focused intervention may hold promise as a means to improve sun protection behaviors beyond interventions focused solely on individuals by leveraging the concern, collaboration, and support among intimate partners and addressing relationship-based barriers to sun protection.

Trial Registration: ClinicalTrials.gov NCT04549675; https://clinicaltrials.gov/ct2/show/NCT04549675

doi:10.2196/18037
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Introduction

Skin cancer is the most common cancer in the United States. An estimated 96,480 cases of invasive melanoma and 5.4 million cases of nonmelanoma skin cancer were diagnosed in 2019 [1]. Melanoma is the fifth most common malignancy in both men and women [2]. The rate of new melanoma cases has been rising by 1.5% on average each year over the last 10 years [2]. The incidence and mortality rates of non-melanoma squamous cell skin cancer are also increasing. The number of deaths caused by squamous cell skin cancer may soon be comparable to melanoma-related deaths. The rising number and per person costs of treatment for skin cancer has increased the average national annual treatment costs of skin cancer, estimated at US $8.2 billion per year [3]. On the basis of these facts, the United States Surgeon General’s Call to Action to Prevent Skin Cancer [4] emphasized that skin cancer is a serious public health concern and suggested heightened skin cancer prevention efforts, including research, surveillance, and evaluation.

The primary risk factor for skin cancer is excess exposure to UV light, and the majority of skin cancers could be prevented if people consistently engaged in sun protection [5-7]. The American Cancer Society [1] and the Skin Cancer Foundation [8] recommend minimizing exposure between daily peak hours for UV exposure, using sunscreen with a sun protection factor (SPF) of 30 or higher regularly and wearing protective clothing. Engagement in these recommendations is low. Up to 72% of US population do not use sunscreen regularly, wear protective clothing, or avoid the sun while outdoors [9,10]. Many studies have evaluated individual factors that contribute to sun protection behaviors, including demographic variables, objective risk factors, and attitudes and beliefs. For example, fewer perceived benefits of sun protection, more barriers to sun protection, and lower self-efficacy for using sun protection predict less sun protection [11-14].

The majority of sun protection interventions also focus on individuals. The potential role of the marital relationship as a motivator for sun protection is a less-studied, yet important, factor. Couples live together and typically engage in activities together. Thus, they share situations where UV exposure occurs (eg, sports events, vacations to sunny places), share sun protection equipment (eg, sunscreen bottles), and share environmental support for sun protection habits (eg, a car where sunglasses are stored). Overall, the high correlation between partners’ sun protection practices ($r$=0.5-0.6) indicates significant couple similarity with regard to sun protection [15]. In terms of marital relationship influences, couples who discuss sun protection and endorse its benefits for the other partner and their relationship are more likely to engage in sun protection [15]. The marital relationship is an important influence on sun protection, and harnessing constructive marital influences offers a promising method to improve sun protection. Although no studies have evaluated the mechanisms of marital influence on sun protection, some have examined general family influence in persons with a family history of melanoma. These studies suggest that greater family support for sun protection is associated with higher levels of sun protection, and that communication about skin cancer occurs within families, particularly between parents and their minor children [16,17]. Additionally, family-focused behavioral interventions have shown efficacy in promoting health-related behaviors, including physical activity and diet as well as sun protection habits [18-20].

When considering how marital relationships may influence health behavior, Lewis et al [21] proposed an integrative framework based on an interdependence theory and communal coping framework to explain how couples’ interactions may influence engagement in risk-reducing health behavior. This framework proposes that a strong interdependence in long-term, successful close relationships (ie, partners’ influence on one another’s behaviors and outcomes) transforms their motivations from doing what is in their self-interest (self-centered) to doing what is in the best interest of their relationship (relationship-centered). The transformation from self- to relationship-centered motivation occurs when partners ascribe health threats and subsequent health changes as having meaning for the relationship and/or their spouse. The model by Lewis et al [21-24] proposed 4 contributors to behavioral change: (1) predisposing factors of the couple (eg, individual perceptions of the health threat), (2) how much partners agree that health changes should be made together, (3) partners’ commitment to the relationship, and (4) demographic factors. When relationship-centered motivation develops, communal coping begins. Communal coping efforts consist of joint decision making (eg, discussing the change) and planning how to make the change. Communal coping efforts lead to engagement in health behavior change for both partners [21-24]. In our prior work [15], we found high couple concordance with sun protection practices ($r$=0.5) and support for the interdependence and communal coping framework. Couples who reported that they discussed sun protection and endorsed its benefits for their partner and their relationship were more likely to engage in sun protection. Taken together, this suggests that harnessing constructive relationship influences via behavioral interventions may be a promising method for improving sun protection.

In a prior study, we developed and tested a couple-focused print and telephone counseling intervention called Sun Safe Partners [25]. Content was guided by the interdependence and communal coping framework. It included the provision of mailed small media materials, a couple-focused telephone counseling call, and a mailed summary letter. Results from a small, nonrandomized trial showed that couples’ sun protection behaviors significantly increased after the intervention. We also observed increases in attitudes about the importance of one’s own engagement in sun protection for the partner, relationship, and partner-centered motivations to engage in better sun protection [25]. However, intervention uptake was low, and implementation was challenging for our enrollees; it was difficult to schedule couples for the 1-hour phone call, deliver the content, and create implementation plans to improve sun protection for both partners.

To address these challenges, we created Sun Safe Partners Online and utilized a social media recruitment strategy rather than a web-based panel strategy. The web-based intervention allowed couples to work through the content at convenient times and at their own pace without the need for an interventionist.
In addition to standard individual-focused behavior change strategies such as goal setting and planning better sun protection, Sun Safe Partners Online content targeted couple-level influences by (1) raising awareness of the partner’s skin cancer risk, (2) identifying benefits of improving sun protection for the partner and relationship, (3) helping partners learn and practice constructive communication to foster one another’s sun protection, (4) identifying ways the partner can assist in working on sun protection behavioral goals, and (5) providing home assignments to help the couple discuss sun protection and ways to support each other’s goals. Furthermore, content was added to address the risks of sun exposure to children, assess a child’s risk factors, and set sun protection goals for the child for couples who have children in the home. We chose a social media advertisement recruitment strategy to examine whether this strategy resulted in better uptake than our prior work [25].

In this study, we report on the development, feasibility, and pilot testing of Sun Safe Partners Online. In a pilot and randomized feasibility trial, we compared Sun Safe Partners Online with a Generic Sun Safety Information-Only Online condition. The study had 2 aims. The first aim was to evaluate the feasibility and acceptability of Sun Safe Partners Online as compared with the Generic Online intervention. Feasibility was measured as enrollment, retention, and intervention use. Acceptability was assessed by a self-report evaluation of both interventions. We also compared our social media recruitment approach to the web-based panel approach utilized in our previous study [25]. The second aim was to assess the impact of Sun Safe Partners Online on the primary outcomes of sun protection and sun exposure and our intervention processes, which were individual and relationship attitudes and practices about sun protection. A 1-month, postbaseline follow-up survey was administered to examine the short-term impact of the intervention.

### Methods

#### Development of Sun Safe Partners Online

Over a 10-month period, we worked with ITX Corporation to develop an interactive, online-mobile responsive (ie, can be accessed on a smartphone as well as a desk or laptop computer) web-based intervention. The web-based intervention focused on both the individual and the relationship with content divided into My Stuff (individual content) and Our Stuff (couple content). As shown in Table 1, we addressed key individual knowledge, attitudes, and behavior change constructs for sun protection as well as relationship content. Content from the original print and telephone intervention was used. We focused on individual factors drawn from Jackson and Aiken’s psychosocial model of sun protection [13]. Sun Safe Partners Online also targeted proven behavior change techniques, including goal setting, action planning, and reviewing behavioral goals.

#### Table 1. Individual- and couple-focused objectives, targeted constructs, and tasks for Sun Safe Partners Online.

<table>
<thead>
<tr>
<th>Objectives, Targeted constructs</th>
<th>Key tasks in Sun Safe Partners</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Improve attitudes and skills for better sun protection</strong></td>
<td></td>
</tr>
<tr>
<td>- Personal risk for skin cancer</td>
<td>• Increase awareness of personal risk factors for skin cancer</td>
</tr>
<tr>
<td>- Sun protection benefits</td>
<td>• Provide information about recommended sun protection</td>
</tr>
<tr>
<td>- Sun protection barriers</td>
<td>• Assess current sun protection behaviors</td>
</tr>
<tr>
<td>- Improve confidence in sun protection practices</td>
<td>• Improve awareness of benefits of sun protection</td>
</tr>
<tr>
<td>- Action planning and goal setting</td>
<td>• Assess and address personal barriers to sun protection practices</td>
</tr>
<tr>
<td></td>
<td>• Provide education about sunscreen application, sunglasses, minimizing exposure, unintentional sun exposure, and the dangers of tanning</td>
</tr>
<tr>
<td></td>
<td>• Set sun protection behavioral goals, develop plans to address barriers to change</td>
</tr>
<tr>
<td><strong>Build relationship focus and support for sun protection</strong></td>
<td></td>
</tr>
<tr>
<td>- Promote awareness of the benefits of sun protection for partner and relationship</td>
<td>• Increase awareness of how the marital relationship can foster better health practices</td>
</tr>
<tr>
<td>- Promote acceptance of partner support and influence</td>
<td>• Identify the benefits to the partner and the relationship for engaging in better sun protection</td>
</tr>
<tr>
<td>- Promote supportive relationship behaviors regarding sun protection and including partner in goals</td>
<td>• Increase awareness of partner’s skin cancer risk (phenotype and current sun protection)</td>
</tr>
<tr>
<td></td>
<td>• Increase willingness to accept influence from one’s partner</td>
</tr>
<tr>
<td></td>
<td>• Identify desired support for sun protection from the partner</td>
</tr>
<tr>
<td></td>
<td>• Understand how to provide constructive support to one’s partner</td>
</tr>
<tr>
<td></td>
<td>• Build the ability to give and accept partner’s influence for sun protection</td>
</tr>
<tr>
<td></td>
<td>• Increase understanding of constructive communication to foster better sun protection habits</td>
</tr>
<tr>
<td></td>
<td>• Include partner support for sun protection goals in goal-setting exercise</td>
</tr>
</tbody>
</table>

The program allowed couples to access the material while at home, but we did not convey the expectation that they would log in together and view the material at the same time. Rather, each partner had their own link and password to open the
intervention. In the Our Stuff modules, we designed activities that provided information about the other partner (eg, feedback about the other partner’s skin cancer risk factors) as well as home assignments that ask couples to discuss topics covered in the modules and engage in setting joint goals and support each other’s behavior change goals. Some of the activities (eg, completing quizzes) would be difficult to complete at the same time.

We developed 4 modules. Each My Stuff module included information displayed in colorful and engaging ways, tailored self-assessments (eg, Fitzpatrick skin type risk calculation, current sun protection, and sunscreen barriers), individual feedback (eg, participant’s Fitzpatrick skin type), goal-setting exercises (eg, select a goal, identify barriers, and develop strategies to address barriers), and downloadable PDF files (eg, daily sun exposure diary). In Our Stuff modules, we created novel approaches to build relationship support. Each module contained basic information (eg, benefits of improving your health for your partner and relationship, the importance of staying healthy for your spouse and relationship, and shared environments for sun protection), personalized assessments (eg, my partner’s risk factors for skin cancer, what my partner can do to help my sun protection, and how my partner can help with my sun protection goal), and couples home assignments (eg, share your sun protection goal with your partner). Our Stuff module 2 contained an animated video illustrating couples’ communication about sun protection and partner assistance in completing a sun protection goal. Sun Safe Partners Online included a separate sun protection goal summary module, where participants could review and update their goals for sun protection, sunscreen, sunglasses, sun-protective clothing, and tanning avoidance. Sun Safe Partner’s navigation page included a partner progress area, where the partner’s progress was displayed. Participants could nudge their partner to log into the website or complete content on the landing page. Table 2 contains a summary of the content and assignments for each module, and the landing page for Sun Safe Partners Online is shown in Figure 1. After the initial development, we sent Sun Safe Partners Online to 6 couples to review and provide input and comments on navigation and content. Their feedback was incorporated into the intervention. A key change was made to unlock modules. Initially, the team planned to unlock the 4 modules weekly. However, owing to participant feedback, all modules were unlocked so that participants could complete the modules at their own pace.

### Table 2. Information on content of the Sun Safe Partners Online modules.

<table>
<thead>
<tr>
<th>Modules</th>
<th>My Stuff</th>
<th>Our Stuff</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>My skin cancer risks and sun damage:</td>
<td>Upping your sun protection game together:</td>
</tr>
<tr>
<td></td>
<td>• Rationale for making changes as a couple</td>
<td>• Importance of spouse support for health behavior changes</td>
</tr>
<tr>
<td></td>
<td>• Basic information about skin cancer and sun damage</td>
<td>• Health behavior changes made in the past that benefitted the partner and/or relationship</td>
</tr>
<tr>
<td></td>
<td>• Assessment of skin cancer risk</td>
<td>• Choose relationship benefits for improving sun protection</td>
</tr>
<tr>
<td></td>
<td>• Additional risks (sunburn history, tanning)</td>
<td>• Select way that partner can help with protection goal</td>
</tr>
<tr>
<td></td>
<td>• Ways to protect yourself from the sun</td>
<td>• Homework: share sun protection goal with partner or discuss relationship benefits of better sun protection</td>
</tr>
<tr>
<td></td>
<td>• Assessment of current sun protection practices</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Set and plan a sun protection goal</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Sunscreen and sunglasses:</td>
<td>Supporting your partner’s sun protection:</td>
</tr>
<tr>
<td></td>
<td>• Homework review</td>
<td>• Understanding your partner’s skin cancer risk and current sun protection</td>
</tr>
<tr>
<td></td>
<td>• Sunscreen recommendations, UV-A and UV-B, what is sun protection factor, chemical versus physical sunscreens</td>
<td>• How to support your partner improving his/her sun protection</td>
</tr>
<tr>
<td></td>
<td>• Set a sunscreen goal</td>
<td>• Homework: Discuss skin cancer risk factors and sun protection behaviors that partners have in common/do not have in common or share your sun protection goal and make a plan about how you can help one another</td>
</tr>
<tr>
<td></td>
<td>• Sunglasses: Ask the expert, barriers to wearing sunglasses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Set a sunglasses goal</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Sun protective clothing:</td>
<td>Sun safe families (for couples who have children in the home):</td>
</tr>
<tr>
<td></td>
<td>• Homework review</td>
<td>• Phenotypic risk assessment of child who has worst sun protection</td>
</tr>
<tr>
<td></td>
<td>• Recommended types of clothing</td>
<td>• Why children are at increased risk/guidelines</td>
</tr>
<tr>
<td></td>
<td>• Unintentional sun exposure</td>
<td>• Sun safety in the home and outside the home</td>
</tr>
<tr>
<td></td>
<td>• Barriers to wearing clothing and hats</td>
<td>• Assess child sun protection behaviors</td>
</tr>
<tr>
<td></td>
<td>• Set a sun protective clothing goal</td>
<td>• Assess parent barriers for child sun protection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Setting a goal for child sun protection</td>
</tr>
<tr>
<td>4</td>
<td>Seeking shade and the dangers of tanning:</td>
<td>Involving your partner in making a change:</td>
</tr>
<tr>
<td></td>
<td>• Homework review</td>
<td>• Review of risk factors, sunscreen, sun glasses, protective clothing, and sun avoidance recommendations and how to involve your partner in the changes</td>
</tr>
<tr>
<td></td>
<td>• Dangers of tanning</td>
<td>• List benefits to partner, benefits to relationship, and what partner can do to help you make the change</td>
</tr>
<tr>
<td></td>
<td>• How to protect your skin by seeking shade</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Rating current sun protection behaviors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Set a shade or tanning goal</td>
<td></td>
</tr>
</tbody>
</table>

Goal setting: Goals from each section are imported into this section. Participants can view, add, and/or modify goals

N/A<sup>a</sup> N/A<sup>a</sup>
For the trial, consented participants were emailed a link to Sun Safe Partners Online. On the landing page, participants were instructed to complete home assignments before proceeding to the next module. As noted above, participants were instructed to move to the next module once the home assignments were completed.

**Generic Online Intervention**

The team reviewed publicly online available skin cancer and sun protection information and selected the following 4 links to send to participants as the Generic Online comparison condition: (1) The Skin Cancer Foundation’s Skin Cancer Prevention guidelines [8], (2) the Centers for Disease Control and Prevention’s information on risk factors for skin cancer [7], (3) the American Academy of Dermatology’s information on how to select an appropriate sunscreen [26], and (4) The Skin Cancer Foundation’s information on sun protective clothing [27]. Participants were emailed a link to one of the resources each week for 4 weeks.

**Participants and Procedures**

Facebook advertisements were created with Oxford Communications, an advertising company, to recruit couples for this study. The eligibility criteria were (1) both partners aged 18 to 75 years, (2) married or cohabiting with a significant other for at least one year, (3) partner #1 must be willing to provide contact information for partner #2, the (4) panel member (partner #1) and spouse responded with never, rarely, sometimes, or often to the question, “When outdoors in warm weather, how often do you protect your skin (by staying in the shade or covering your body with protective clothes or 30+ SPF sunscreen)” (those who responded with always were excluded), (5) both partners had not been diagnosed with any type of skin cancer, and (6) both partners had an email account, internet access, and phone service (cell or landline).

Enrollment procedures were as follows: first, partner #1, the person who viewed the Facebook advertisement and indicated an interest in participating, clicked on the advertisement that took partner #1 to the eligibility survey. This survey included a consent to answer screening questions. If partner #1 was eligible, this person provided contact information for their cohabiting significant other (partner #2) and himself or herself. Next, Partner #2 was emailed a link to the eligibility survey. If both partners were eligible, then a member of the study team called the couple and spoke with both partners to confirm study eligibility. The team member confirmed study eligibility and sent an electronic link to the web-based consent and survey to eligible couples. Participants followed the link to acknowledge reading the web-based consent document before proceeding to the survey.

After both partners consented and completed the survey, couples were randomly assigned to either the Sun Safe Partners Online or the Generic Online condition. The cancer center’s biostatistician created the randomization scheme Individual assignments were stored in a locked Excel file that could only be accessed by the study’s project coordinator and accessed sequentially according to completion of the baseline assessment. Couples randomized to Sun Safe Partners Online were registered on the website and were provided a unique username and password. Participants were instructed to work at their own pace, but asked to do home assignments before logging into the next module. Home assignments were exercises completed with the other partner. Couples randomized to the Generic Online intervention were emailed the initial link, with 1 of 3 additional email links sent every 5 days. Participants were enrolled from May to August 2019, with participants recruited using 4 waves of advertisements. Follow-up surveys were completed between May and November 2019.

At baseline and the 1-month follow-up, participants completed surveys assessing sun protection, sun exposure, sun protection intentions, sun protection benefits, sunscreen and clothing barriers, and self-efficacy for sun protection as well as relationship benefits, motivation, and support. At the 1-month follow-up, a treatment acceptability measure was completed. Time spent in modules was downloaded from the Sun Safe Partners Online website. Participants were paid US $25 for the baseline and US $25 for the follow-up survey.
Measures: Primary Outcomes

Sun Protection

The Sun Habits survey [28] asked participants to rate their frequency of 5 sun protection behaviors (sunscreen, hat, shirt with sleeves, long pants, and sunglasses) on warm sunny days (1=never to 5=always). Studies evaluating the validity of self-reported sun protection with weekly electronic diaries [29] and observational assessments of sun protection have reported good correspondence [30,31]. Alpha reliabilities ranged from .52 to .64.

Sun Exposure

The Sun Habits survey [28] asked participants to rate the duration of outdoor time during peak hours on weekends and weekdays over the past summer months, 1=30 min or less, and 8=more than 6 hours. Self-report measures of time outdoors have shown satisfactory agreement with observational and dosimeter methods [29].

Measures: Intervention Processes

Individual Attitudes

Three items assessed the perceived risk of skin cancer (sample item: “If I don’t protect myself from the sun, I would feel vulnerable to getting skin cancer in my lifetime”) [15,32]. Items were rated on Likert-type response scales, ranging from 1 (strongly disagree) to 5 (strongly agree); alphas ranged from .91 to .92. Nine items assessed sun protection benefits (sample item: “Regularly wearing sunscreen when in the sun would reduce my chances of getting skin cancer”); alphas ranged from .85 to .87 [13,33]. Another 9 items measured sunscreen barriers (sample item: “For me, using sunscreen when I am outside on a warm sunny day is not part of my daily routine”); alphas ranged from .78 to .87 [13,34], both on 1 (strongly disagree) to 5 (strongly agree) Likert-type scales. Barriers to wearing sun-protective clothing [11] were measured with 7 Likert-type items. Sample item: “For me, wearing sun protective clothing when I am outside on a warm sunny day interferes with my work or leisure activities,” 1 (strongly disagree) to 5 (strongly agree); alphas ranged from .82 to .95. Finally, self-efficacy for sun protection [13,33] was assessed with 9 items on confidence in performing sun protection behaviors. Sample item: “Are you confident that you can use sunscreen on every part of your body that is not covered by clothing?” rated from 1 (not at all confident) to 5 (very confident); alpha was .83 at both time points.

Relationship Attitudes

Twelve items measured the relationship benefits of sun protection for one partner and relationship. Sample item: “I can think of reasons it would be beneficial for my relationship if I engage in sun protection,” 1 (strongly disagree) to 5 (strongly agree); alphas ranged from .93 to .94 [15]. Five items assessed relationship motivations, that is, the degree to which partners perceive it is important to engage in sun protection because it is important to the other partner. Sample item: “I wear sunglasses when I go outside because it is important to my spouse that I do so,” 1 (not at all true) to 5 (very true); alphas ranged from .80 to .87 [15]. Participants rated whether they engaged in 10 support behaviors for sun protection in the past month. Sample item: “Encouraged my spouse to apply sunscreen”; alphas ranged from .73 to .81 [25]. One item assessed the degree to which participants received support for sun protection from their spouse who supported their sun protection. Sample item: “How supportive is your partner of your sun protection practices?” (1=not at all supportive to 5=very supportive) [25].

Demographics

Age, sex, education, season of year enrolled, state residing in during childhood, relationship length, and phenotypic risk were measured at baseline. Phenotypic risk was measured using the Brief Cancer Risk Assessment scale [35]. Eight items assessed risk factors for skin cancer (sample item: “What is the color of your non-sun exposed skin?”)

Intervention Acceptability, Satisfaction, and Use

At the 1-month follow-up, participants in both conditions completed a 9-item scale about the intervention they received. Sample items: “How helpful were the materials?” 1 (not at all helpful) to 7 (extremely helpful); “I learned something new from the materials/Sun Safe Partners website.” “The information was easy to understand,” and “I feel the materials were prepared with me and my partner in mind.” 1 (strongly disagree) to 7 (strongly agree). Participants also rated how much of the materials they viewed. Sun Safe Partners: “How much of the Sun Safe Partners website did you review?”; Generic Online: “How much of the materials did you review?” 1 (just the overview) to 7 (viewed it many times) [25].

Sun Safe Partner Online participants completed a measure of ease of navigation, evaluation of content and features, and overall satisfaction. Twelve items assessed ease of navigation (sample items: “The Sun Safe Partners website was easy to use” and “The Sun Safe Partners website was user friendly”); rated on a 7-point Likert scale, 1=strongly disagree to 7=strongly agree). Eight items assessed features of the Sun Safe Partners program. Sample items: “What did you think about the goal-setting features throughout the program?” and “What did you think of the homework discussions with your partner?” (1=not at all helpful to 7=extremely helpful). Four items evaluated satisfaction. Sample item: “I am satisfied with the Sun Safe Partners website,” 1 (strongly disagree) to 7 (strongly agree). The Sun Safe Partners Online website tracked logins and time in modules (eg, both partners individually in each couple).

Analytic Plan

For aim 1, in addition to basic descriptive information (eg, acceptance and survey completion rates), we compared the 2 study aims with regard to treatment evaluation. Both members of the couple participated in the study, hence the data were not independent. To handle this nonindependence, we used multilevel modeling treating dyad as the upper-level unit to compute tests of the intervention effect (Sun Safe Partners vs Generic Online). For aim 2, we adopted the same approach but in addition to the treatment condition, the fixed effect model also controlled for the person’s baseline score on the outcome. Note that because this is a pilot study, we report Cohen d effect...
sized that were computed based on the $t$ values and degrees of freedom for the condition effect from the multilevel models. Given the small data set and the goals of the pilot study, missing data were not imputed.

**Results**

**Participants**

The sociodemographic characteristics of the sample are shown in Table 3. The sample was 47.3% male and 52.3% female (there were several same-sex couples). Most (79.6%) participants were non-Hispanic White (9.5% Asian, 5.4% Black, and 3.4% Hispanic White), 88% had at least a high school certificate, the average age was 39.5 years (range 24 to 69 years), and the median relationship duration was 12 years (range 3 to 43 years). Nearly all participants (93.2%) had major medical insurance. Regarding sun exposure, 54.7% had experienced 3 or more blistering sunburns in their lifetime, and 42% had engaged in indoor tanning at least once in the past.

Table 3. Descriptive information for the study sample.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Sun Safe Partners Online</th>
<th>Generic Online intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Males</td>
<td>Females</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.9 (9.0)</td>
<td>38.2 (7.6)</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>27 (75.0)</td>
<td>31 (77.5)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>2 (5.6)</td>
<td>2 (5.0)</td>
</tr>
<tr>
<td>Hispanic White</td>
<td>4 (11.1)</td>
<td>1 (2.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (8.3)</td>
<td>4 (10.0)</td>
</tr>
<tr>
<td>Indigenous people</td>
<td>0 (0)</td>
<td>1 (2.5)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0.0)</td>
<td>1 (2.5)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (2.8)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>High school</td>
<td>6 (16.7)</td>
<td>4 (10.0)</td>
</tr>
<tr>
<td>Some college</td>
<td>9 (25.0)</td>
<td>11 (27.5)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>11 (30.5)</td>
<td>15 (37.5)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>9 (25.0)</td>
<td>10 (25.0)</td>
</tr>
<tr>
<td>Relationship length (years), mean (SD)</td>
<td>13.8 (7.6)</td>
<td>12.9 (7.8)</td>
</tr>
<tr>
<td><strong>Insurance status (yes), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood residence (sun exposure), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern latitude</td>
<td>29 (80.6)</td>
<td>29 (72.5)</td>
</tr>
<tr>
<td>Southern United States</td>
<td>1 (2.8)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Hawaii or Tropics</td>
<td>6 (16.6)</td>
<td>9 (22.5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0)</td>
<td>2 (5.0)</td>
</tr>
<tr>
<td><strong>Phenotypic risks, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair to very fair skin</td>
<td>23 (63.9)</td>
<td>31 (77.5)</td>
</tr>
<tr>
<td>Blonde or red hair</td>
<td>8 (22.2)</td>
<td>10 (25.0)</td>
</tr>
<tr>
<td>History of 6 or more sunburns</td>
<td>6 (16.7)</td>
<td>12 (30.0)</td>
</tr>
<tr>
<td>More than 10 moles</td>
<td>2 (5.6)</td>
<td>2 (5.0)</td>
</tr>
<tr>
<td>Many freckles</td>
<td>7 (19.4)</td>
<td>12 (30.0)</td>
</tr>
<tr>
<td>Burn easily</td>
<td>17 (47.2)</td>
<td>28 (71.8)</td>
</tr>
<tr>
<td>Ability to tan none or light</td>
<td>11 (30.6)</td>
<td>20 (50.0)</td>
</tr>
</tbody>
</table>
Aim 1: Feasibility and Acceptability

Recruitment and Retention

The recruitment and retention of participants is shown in the Consolidated Standards of Reporting Trials (CONSORT) diagram in Figure 2. From Facebook advertisements, 572 eligible partner #1s were identified, and links were sent by the project coordinator to partner #2 to determine eligibility. Of these 572 partners #1s, 398 partner #2s (69.5%) did not complete the eligibility screener or were ineligible, and 174 partner #2s (30.5%) were eligible. These 174 couples were contacted by phone, and 77 couples (44%) were reached and confirmed to be an actual couple. Of these 77 couples, 74 couples completed baseline surveys and were randomized to the Sun Safe Partners Online or the Generic Online intervention (n=36 couples/74 participants assigned to the Sun Safe Partners condition and 38 couples/74 participants assigned to the Generic Online condition). This yielded an acceptance rate of 42.5% (74/174 couples) of eligible couples.

Figure 2. CONSORT diagram. BL: baseline; CONSORT: Consolidated Standards of Reporting Trials; P1: Patient #1; P2: Patient #2.

Figure 2 shows the retention rate. The follow-up survey completion rate was 93.3%. However, the return rate was higher in the Generic Online condition (100%) than in the Sun Safe Partners Online condition (87.2%). Comparisons between participants who completed the follow-up with participants who did not complete the follow-up with regard to demographic characteristics, baseline individual and relationship attitudes, sun protection, and sun exposure, did not show significant differences in any of the variables.

Sun Safe Partners Online Engagement and Evaluation

Of the 78 participants randomized to Sun Safe Partners Online, a review of data collected from the website indicated that 72 (92.3%) logged into the first module. The percentage of participants who opened the first page of each module are as follows: My Stuff: module 1 (91.5%), module 2 (91.5%), module 3 (83.5%), and module 4 (78.2%); Our Stuff: module 1 (84.6%), module 2 (76.9%), module 3 (76.9%), and module 4 (75.6%). The total time spent in Sun Safe Partners Online ranged from 1.5 min to 189.2 min (median 67.5 min, mean 69.3 min, SD 47.7 min). Of the 72 participants randomized to the Generic Online intervention, 60 participants (83.3%) reported reviewing all materials at least once, and 6 reported that they glanced over it or viewed a few sections (7.3%).

Of the participants randomized to the Sun Safe Partners Online, who completed the follow-up survey, 95.5% reported completing homework discussions with their partner. Among participants who opened the first page of each module are as follows: My Stuff: module 1 (91.5%), module 2 (91.5%), module 3 (83.5%), and module 4 (78.2%); Our Stuff: module 1 (84.6%), module 2 (76.9%), module 3 (76.9%), and module 4 (75.6%).
reporting having a discussion with their partner, the most common home assignment topics that were discussed were: “Sharing my sun protection goal with my partner and how he or she can support me” (70.5%), “Making a plan about how you can help each other work on your sun protection goal” (62.8%), “Working together on building a sun safe home” (61.5%), “Discussing the benefits to your relationship, partner, and family of adopting better sun protection” (60.3%), and “Discussing skin cancer risk factors and sun protection habits that my partner and I have in common and do not have in common” (60.3%). Intervention acceptability is shown in Table 4.

Both interventions were evaluated positively. However, Sun Safe Partners Online had significantly higher ratings than the Generic Online intervention on helpfulness, learning something new, being valuable, being interesting, and being prepared with the couple in mind, making it easier to talk to the partner about better sun protection, and fostering an understanding of why it is helpful for the relationship and spouse to engage in better sun protection. Sun Safe Partners Online was also rated highly on ability to navigate it and its content. Videos, interactive quizzes, and homework assignments were rated positively. Positive aspects noted in open-ended questions were as follows: “interesting videos,” “like connection with my partner,” and “examples of how to talk to my husband about sun protection.”
Table 4. Feasibility and acceptability of Sun Safe Partners Online and Generic Online intervention.

<table>
<thead>
<tr>
<th>Intervention acceptability</th>
<th>Sun Safe Partners (n=67), mean (SD)</th>
<th>Generic Online (n=72), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was helpful</td>
<td>6.10 (1.08)</td>
<td>5.60 (1.27)</td>
<td>2.01 (70)</td>
<td>.048</td>
</tr>
<tr>
<td>Contained valid information</td>
<td>6.55 (0.70)</td>
<td>6.39 (0.99)</td>
<td>1.06 (70)</td>
<td>.29</td>
</tr>
<tr>
<td>Learned something new</td>
<td>6.34 (1.04)</td>
<td>5.69 (1.33)</td>
<td>2.64 (70)</td>
<td>.01</td>
</tr>
<tr>
<td>Information was valuable to me</td>
<td>6.31 (0.93)</td>
<td>5.57 (1.37)</td>
<td>2.94 (68)</td>
<td>.005</td>
</tr>
<tr>
<td>Information was interesting</td>
<td>6.24 (1.00)</td>
<td>5.51 (1.34)</td>
<td>2.87 (68)</td>
<td>.005</td>
</tr>
<tr>
<td>Length of time to review it was sufficient</td>
<td>5.57 (1.56)</td>
<td>5.40 (1.50)</td>
<td>0.44 (70)</td>
<td>.66</td>
</tr>
<tr>
<td>Prepared with me and my partner in mind</td>
<td>6.30 (1.10)</td>
<td>5.32 (1.51)</td>
<td>3.80 (69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Made it easier to talk to my partner about better sun protection</td>
<td>6.27 (1.25)</td>
<td>5.43 (1.42)</td>
<td>3.16 (70)</td>
<td>.002</td>
</tr>
<tr>
<td>Helped me understand why it was helpful for our relationship and why my spouse has to protect our skin from the sun</td>
<td>6.43 (1.06)</td>
<td>5.52 (1.33)</td>
<td>3.77 (70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sun Safe Partners Online navigation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to use</td>
<td>6.58 (0.68)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Simple to use</td>
<td>6.56 (0.77)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>User friendly</td>
<td>6.53 (0.75)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Required fewest steps possible to accomplish what I wanted to do</td>
<td>5.92 (1.33)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Flexible</td>
<td>6.29 (0.98)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Using it was effortless</td>
<td>6.09 (1.12)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Learned to use it quickly</td>
<td>6.52 (0.83)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Easy to remember how to use it</td>
<td>6.57 (0.72)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Easy to learn to use it</td>
<td>6.54 (0.84)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Quickly became skillful</td>
<td>6.43 (0.93)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Sun Safe Partners Online satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied with it</td>
<td>6.45 (0.82)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Would recommend to a friend</td>
<td>6.22 (1.18)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Works the way I want it to</td>
<td>6.28 (0.93)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Feel the need to have it</td>
<td>5.70 (1.43)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Features of Sun Safe Partners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun protection content</td>
<td>6.31 (1.00)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Videos</td>
<td>5.73 (1.58)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Home assignments for couple</td>
<td>5.93 (1.25)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Quizzes</td>
<td>6.30 (1.13)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Links between partner answers</td>
<td>6.17 (1.02)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Reminder to login</td>
<td>6.01 (1.28)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Goal-setting feature</td>
<td>5.76 (1.46)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

N/A: not applicable.

**Aim 2: Impact of Sun Safe Partners Online Versus Generic Online Intervention on Outcomes**

The descriptive statistics for baseline and follow-up as a function of condition as well as t tests testing the condition effect and Cohen d estimating the condition effect are presented in Table 5. As the levels of sun exposure on weekdays were quite low (33% reported 30 min or less on weekdays vs only 3% reported 30 min or less on weekends), we focused on weekend sun exposure as the sun exposure outcome.
Table 5. Comparisons of the Sun Safe Partners Online with the Generic Online intervention on outcomes and relationship and individual factors.

<table>
<thead>
<tr>
<th>Outcomesa</th>
<th>Sun Safe Partner Online</th>
<th>Generic Online</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, mean (SD)</td>
<td>Follow-up, mean (SD)</td>
<td>Baseline, mean (SD)</td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun Protection Behaviors</td>
<td>2.84 (0.67)</td>
<td>3.19 (0.73)</td>
<td>2.79 (0.60)</td>
</tr>
<tr>
<td>Weekend sun exposure</td>
<td>3.58 (1.59)</td>
<td>2.84 (1.33)</td>
<td>3.54 (1.58)</td>
</tr>
<tr>
<td>Intervention processes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relationship factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relationship benefits</td>
<td>4.39 (0.66)</td>
<td>4.66 (0.52)</td>
<td>4.01 (0.71)</td>
</tr>
<tr>
<td>Relationship motivation</td>
<td>1.93 (0.72)</td>
<td>2.54 (0.96)</td>
<td>1.73 (0.72)</td>
</tr>
<tr>
<td>Support provided</td>
<td>4.33 (0.94)</td>
<td>4.59 (0.67)</td>
<td>4.06 (1.14)</td>
</tr>
<tr>
<td>Support received</td>
<td>4.45 (0.84)</td>
<td>4.47 (0.87)</td>
<td>3.94 (1.17)</td>
</tr>
<tr>
<td>Individual factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun protection intentions</td>
<td>4.35 (1.13)</td>
<td>5.35 (1.09)</td>
<td>4.00 (1.03)</td>
</tr>
<tr>
<td>Perceived risk</td>
<td>4.27 (0.94)</td>
<td>4.47 (0.94)</td>
<td>4.01 (0.96)</td>
</tr>
<tr>
<td>Sun protection benefits</td>
<td>4.37 (0.74)</td>
<td>4.76 (0.53)</td>
<td>4.17 (0.69)</td>
</tr>
<tr>
<td>Sunscreen barriers</td>
<td>2.74 (0.73)</td>
<td>2.39 (0.87)</td>
<td>2.90 (0.69)</td>
</tr>
<tr>
<td>Clothing barriers</td>
<td>3.41 (1.12)</td>
<td>3.07 (1.24)</td>
<td>3.74 (0.97)</td>
</tr>
<tr>
<td>Sun protection efficacy</td>
<td>3.29 (0.88)</td>
<td>3.64 (0.83)</td>
<td>3.14 (0.87)</td>
</tr>
</tbody>
</table>

aAt baseline, Sun Safe Partners Online (n=76) and Generic Online (n=72). At follow-up, Sun Safe Partners Online (n=72). The t tests for follow-up differences as a function of condition were computed using multilevel modeling controlling for baseline score. Degrees of freedom for these tests ranged between 64 and 72 across the variables.

Sun Safe Partners Online showed small-to-moderate size effects on sun protection behaviors and sun exposure on weekends as compared with the Generic Online intervention. Sun Safe Partners Online also showed small-to-moderate size effects on relationship benefits and support provided to the partner. The small-to-moderate effect sizes for individual factors suggested that participants in Sun Safe Partners Online increased sun protection intentions and benefits.

**Discussion**

Engagement in Sun Safe Partners Online was high, with the vast majority of participants using it, and more than two-thirds of participants completing all modules. Online delivery may have allowed couples to engage in the program at convenient times and places, at their own pace, and when they were together.

Using Facebook as a recruitment strategy resulted in rapid recruitment. Higher acceptance rates were observed (43%) relative to our prior telephone and print trial (22.4%) [25], which used a Qualtrics online panel recruitment. Compared with a Qualtrics panel, Facebook users may also have a preference for online interventions, which could explain the higher acceptance rate. Facebook is also a networking platform that may have yielded participants who placed a higher premium on a relationship-based intervention. It would be informative to see if samples recruited through general internet advertising or offline means would be as engaged with the Sun Safe Partners Online intervention as the current sample derived from Facebook. Follow-up survey completion was also high, although the return rate was lower in the Sun Safe Partners Online condition than in the Generic Online condition. Perhaps the participants from Facebook expected to be engaged for a shorter period of time, and thus, some of them felt they had devoted enough time to the study when completing the Sun Safe Partner Online intervention. Still, follow-up in the Sun Safe Partners Online condition was still high (87%), reducing concerns that loss to follow-up would create substantial selection biases.

Compared with the Generic Online intervention, Sun Safe Partners Online showed small magnitude increases in sun protection behaviors and sun exposure on weekends. However, it should be noted that there were increases in sun protection and reductions in sun exposure in the Generic Online intervention. This was encouraging and suggests that the provision of basic sun protection and skin cancer risk information to participants may motivate some increase in sun protection behaviors. However, these changes must be interpreted with caution. Owing to a very small sample, we avoided significance testing, and the effect size may be imprecise, as noted in the published advice on interpreting pilot studies [36,37]. The results hold promise due to Sun Safe Partners Online’s differential impact on relationship factors. Although both interventions showed increases in participants’ ability to view sun protection from a relational perspective, there were moderate-sized increases in the Sun Safe Partners Online condition and small magnitude effects for Sun Safe Partners Online on relationship motivations and support for the spouse’s sun protection. The results support the framework by
Lewis et al [38]. These findings are corroborated by the fact that participants reported supportive behaviors to help their partner adopt sun protection behaviors. In terms of individual factors, there were medium effect sizes in favor of Sun Safe Partners on sun protection benefits and intentions, but there were no differential effects on sunscreen barriers, barriers to wearing sun-protective clothing, and perceived risk. Overall, the pattern of findings implies that Sun Safe Partners Online had an impact on the relationship constructs as intended. However, a fully powered randomized trial is needed to provide inferential tests on the effectiveness of Sun Safe Partners Online [36,37].

A comparison with our previous noncontrolled clinical trial in which Sun Safe Partners involved a tailored counseling call as well as print materials [25] illustrates some important points about Sun Safe Partners Online. In our prior study, we reported a larger effect size for sun protection behaviors (Cohen $d=1.29$) at the 6-month follow-up than the effect size for sun protection behaviors in this trial (Cohen $d=0.36$) at the 1-month follow-up. However, these 2 effect sizes are not directly comparable in the sense that the effect size from this study compares baseline to follow-up differences between the intervention and control groups, and the effect size from the previous study compared only differences between baseline and follow-up for the intervention group (ie, there was no control). We recomputed both effect sizes using data from only those individuals in the intervention group who completed both waves of data collection. On the basis of these data, we again found that the current web-based study produced a much smaller overtime effect size (Cohen $d=0.43$ vs Cohen $d=1.41$). There are several possible explanations for this difference. First, the mean baseline score on sun protection behaviors for the study was considerably higher (mean 2.88, SD 0.70) than in the previous study (mean 2.47, SD 0.47). Thus, these differences may reflect sampling. A second potential explanation for this finding is that the prior intervention was more intensive, and because all individuals participated in the counseling call, the intervention dose was more consistent.

Although both interventions were positively evaluated, Sun Safe Partners Online was rated as more helpful, valuable, and interesting than the Generic Online intervention. Participants felt that it was prepared for the couple, it was viewed as promoting the ability to talk to one’s spouse about better sun protection, and it was seen as fostering an understanding of why it is helpful for the relationship and spouse to engage in better sun protection. Participants felt Sun Safe Partners were easy to navigate, and their unique features were positively evaluated. These features may have increased partners’ engagement with the program and collaboration on homework, and made it more likely to impact relationship factors than the Generic Online intervention.

These conclusions should be considered in light of the study limitations. Data collection spanned the late summer through the winter months. For participants who resided in southern climates, the follow-up occurred in a warm, sunny time frame; however, for participants who resided in nonsouthern climates, follow-up occurred in the early fall when UV levels decreased. Thus, sun protection behaviors may not have been as useful among those residing in nonsouthern climates. Second, nearly 80% of the participants were non-Hispanic Whites. Thus, the sample size was not as diverse as the general population. However, skin cancer is far more prevalent among non-Hispanic Whites, especially those with highly sun-sensitive skin, so the sample undoubtedly contained a large number of high-risk participants, the key target population. Finally, our participants may have been more motivated to improve sun protection behaviors than the general population because they volunteered for an intervention on this topic.

This study leveraged a novel approach to facilitating engagement in sun protection by harnessing the relationship between spouses and cohabiting partners. A couple-focused intervention may hold promise as a way to improve sun protection behaviors by leveraging the concern, collaboration, and support among intimate partners and addressing relationship-based barriers to sun protection. Participants felt Sun Safe Partners Online was valuable, and most participants completed all of the modules. On the basis of the outcome of our pilot study, a fully powered trial with a larger, more diverse sample and a longer follow-up time frame is warranted to evaluate the efficacy of Sun Safe Partners Online, which has the potential in its web-based format to be scaled up to a larger population of adults at risk for skin cancer.
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Abstract

Background: Hearing aid (HA) use is known to improve health outcomes for people with hearing loss. Despite that, HA use is suboptimal, and communication issues and hearing-related activity limitations and participation restrictions often remain. Web-based self-management communication programs may support people with hearing loss to effectively self-manage the impact of hearing loss in their daily lives.

Objective: The goal of the research is to examine the short- and long-term effects of a web-based self-management Support Program (SUPR) on communication strategy use (primary outcome) and a range of secondary outcomes for HA users aged 50 years and older.

Methods: Clients of 36 HA dispensing practices were randomized to SUPR (SUPR recipients; n=180 HA users) and 34 to care as usual (controls; n=163 HA users). SUPR recipients received a practical support booklet and online materials delivered via email over the course of their 6-month HA rehabilitation trajectory. They were encouraged to appoint a communication partner and were offered optional email contact with the HA dispensing practice. The online materials included 3 instruction videos on HA handling, 5 videos on communication strategies, and 3 testimonial videos. Care as usual included a HA fitting rehabilitation trajectory only. Measurements were carried out at baseline, immediately postintervention, 6 months postintervention, and 12 months postintervention. The primary outcome measure was self-reported use of communication strategies (3 subscales of the Communication Profile for the Hearing Impaired [CPHI]). Secondary outcome measures included self-reported personal adjustment to hearing loss (CPHI); use, satisfaction and benefit of HAs and SUPR (use questionnaire; International Outcome Inventory for Hearing Aids [IOI-HA], Alternative Interventions [IOI-AI]); recommendation of HA dispensing services; self-efficacy for HA handling (Measure of Audiologic Rehabilitation Self-Efficacy for Hearing Aids [MARS-HA]); readiness to act on hearing loss (University of Rhode Island Change Assessment adapted for hearing loss [URICA-HL]); and hearing disability (Amsterdam Inventory for Auditory Disability and Handicap [AIADH]).

Results: Linear mixed model analyses (intention to treat) showed no significant differences between the SUPR and control group in the course of communication strategy use (CPHI). Immediately postintervention, SUPR recipients showed significantly higher self-efficacy for advanced HA handling than the controls, which was sustained at 12 months (MARS-HA; mean difference immediately postintervention: 5.3, 95% CI 10.3 to 0.4; P=.04). Also, SUPR recipients showed significantly greater HA satisfaction than controls immediately postintervention (IOI-HA: 0.3, 95% CI 0.09 to 0.5; P=.006), which was sustained at 12 months, and
Introduction

Hearing loss is highly prevalent among older adults. Approximately one-third of adults aged 65 years or over have a disabling hearing loss [1]. Importantly, hearing loss is known to be associated with various negative health outcomes including falls [2], loneliness and depression [3-5], incident dementia [6,7], and even mortality [8,9]. The main clinical rehabilitation option for people with hearing loss is the provision of hearing aids (HAs) [10]. Although there is evidence that HA use can reverse negative effects [11-15], a substantial proportion of HA owners, estimated at 3% to 24%, never wear them [16-21]. Others still experience problems in their daily lives when wearing them [22]. Underlying reasons for such negative experiences include limited social support [23], low acceptance of hearing loss [24], problems with the devices [24-26], and poor use of supporting communication skills [22] (ie, strategies to enhance communication such as speechreading and reducing distance to the speaker). These reasons suggest that hearing rehabilitation should not be limited to HA fitting alone but also support users in addressing their residual hearing-related activity limitations and participation restrictions, while taking into account their personal and external contextual factors [27,28].

There are several educational communication programs providing support in these domains. They teach HA users knowledge and skills to effectively self-manage the multidimensional impact of hearing loss—for instance, by providing information about hearing, teaching communication strategies, or counseling to support better coping with the consequences of hearing loss [22,29-34]. While some programs proved to be effective in terms of HA benefit and use of communication strategies, their long-term effects are largely unknown [10]. Moreover, none of them were widely implemented in hearing health care practices [35], mainly because of limited resources [36] and high costs [28]. Delivery of communication programs via eHealth holds great promise because it potentially allows for providing services at the intensity that the patient prefers, automatized delivery with limited efforts for health care professionals, and wide reach, thereby ultimately improving (cost-) effectiveness and access to hearing care [37].

An example of a recently developed effective e-support program is the multimedia educational program c2HEAR [32]. This is based on reusable learning objects, which are short interactive videos covering information on HA handling, communication strategies, and adaptation to wearing HAs. They are delivered through DVD for television, over the internet, or on the PC [32]. The program was tested in a sample of first-time HA users attending the Nottingham Audiology Service (part of public hearing care in the United Kingdom) and appeared successful in improving HA use and practical HA skills. Another example is the effective web-based program by Malmberg et al [31], who evaluated it in Swedish general clinical practices among experienced HA users. Their program included online reading material combined with home training on hearing, HAs, and communication strategies and an online peer discussion forum. The program yielded improved communication skills [31]. It is crucial to test web-based support programs in these types of real-world, clinical care settings that are accessed by most of the adults with hearing loss seeking hearing care.

We recently developed a web-based self-management educational support program for adult HA users and their communication partners called SUPR (short for SUpport PRogram), to be offered within the HA dispensing care setting as an addition to a regular HA fitting trajectory. The home education program by Kramer et al [33], an intervention successful in improving communication strategy use and quality of life at 6-month follow-up, lies at the foundation of SUPR. The aim of our study was to evaluate the short term (ie, immediately postintervention) and the long term (ie, up to 12 months postintervention) effectiveness of SUPR on the use of communication strategies and a range of secondary outcomes compared with HA fitting alone. For that purpose, we performed a large-scale cluster randomized controlled trial (cRCT) including clients of one of the major HA dispenser chains in the Netherlands (Schoonenberg HoorSupport). The design of the cRCT has been described elsewhere [38]. The main hypothesis was that HA users receiving SUPR would improve their use of communication strategies (primary outcome) and improve several secondary outcomes (see Methods), while HA users receiving HA fitting without additional support would not. Furthermore, we hypothetized that the effects would be larger for first-time than for experienced HA users as was also observed for the home education program [33].
Methods

Study Design

The study was conducted and reported according to the Consolidated Standards of Reporting Trials (CONSORT) statement for cRCTs [39]. This study had a 2-arm cRCT design with the HA dispensing practice (henceforth: practice) as the unit of allocation. Cluster randomization was preferred over individual randomization to minimize the risk of contamination. The sample size calculation had indicated that 70 practices should participate in the study. Participating practices were prestratified by level of urbanization (located either in relatively rural or urban areas). Within both strata, a statistician randomized practices to either the intervention or control arm. The randomization sequence was generated by the statistical software R (R Foundation on Statistical Computing) with random permutation in blocks of size 4 with a fixed seed. Thirty-four practices were allocated to the control arm and 36 to the intervention arm.

Participants, HA dispensers (henceforth: dispensers), and researchers were aware of the practices’ and participants’ trial arm allocation. Participants and dispensers could not be blinded due to the nature of the intervention. Researchers could not be blinded because they administered all questionnaires to the participants, including the International Outcome Inventory (IOI), which revealed trial arm allocation. Additionally, researchers actively monitored the uptake of SUPR for the purposes of the process evaluation (submitted), also revealing arm allocation. The study was approved by the Dutch Institutional Review Board of the VU University Medical Center Amsterdam (IRB00002991; FWA number: FWA00017598) and registered [ISRCTN77340339].

Setting and Participants

Participants were recruited between February and September 2016 by the dispensers or their supporting staff of the participating practices. They informed each potentially eligible client about the study when clients were about to enter an HA trial period. Interested clients received an information package. The package contained information on the general study aims and group allocation (SUPR or control). No details about the trial arm allocation. The study was approved by the Dutch Institutional Review Board of the VU University Medical Center Amsterdam (IRB00002991; FWA number: FWA00017598) and registered [ISRCTN77340339].
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able to check if participants had clicked on the email links to the educational videos.

Clients were invited to share their opinion regarding their HAs and SUPR by replying to emails 12 and 16 for optional contact with the practice customer contact service.

Figure 1. Stills of the SUPR educational videos: (1) testimonial video in which peers talk about their experiences with hearing loss; (2) instruction video on cleaning and maintenance of hearing aids; (3) video on how to apply effective communication strategies in a group setting; (4) instruction video on using assistive listening devices; (5) video on how to apply effective communication strategies in a one-to-one conversation; and (6) instruction video on how to insert hearing aids.

Clients were advised to assign a communication partner and involve them during the HA fitting trajectory and SUPR. The communication partner could sign up to receive the SUPR emails on behalf of their loved one if they did not own an email account. Clients were encouraged to watch the videos together with their communication partner. Communication partners were encouraged to write down their goals and experiences with the HAs of their loved ones in the practical support booklet.

Outcomes
All outcomes were collected via online questionnaires at baseline (t0: before the HA trial period), immediately postintervention (t1: 6 months after the HA purchase), 6 months postintervention (t2), and 12 months postintervention (t3). The outcomes were measured at all time points except for the ones that did not apply at t0 (ie, HA use—participants had not yet obtained their HAs).

Primary Outcome
The primary outcome was use of communication strategies as measured by 3 subscales of the Dutch Communication Profile for the Hearing Impaired (CPHI; maladaptive behaviors, verbal strategies, nonverbal strategies) [41,42]. Scores range from 1 to 5. The Dutch CPHI has a clear factor structure, and the subscales have good reported internal consistency (Cronbach alpha coefficients, henceforth alphas, between .81 and .86) [43].

Secondary Outcomes
Table 1 presents an overview of all secondary outcomes and the time points at which they were measured.
Table 1. Secondary outcomes measures (ranges) and time points.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>t0</th>
<th>t1</th>
<th>t2</th>
<th>t3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal adjustment to hearing loss (CPHI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-acceptance (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance of loss (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress and withdrawal (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional response (HHDI; 0-4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy for HA handling (MARS-HA)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic (0-100)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced (0-100)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HA use (IOI-HA; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HA pattern (use questionnaire; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HA rehabilitation outcomes (IOI-HA)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HA rehabilitation outcomes and SUPR rehabilitation outcomes (IOI-HA and IOI-AI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefit (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual activity limitations (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual participation restrictions (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact on others (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recommendation of the services of the HA dispensing practice (1-10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Readiness to act on hearing loss (URICA-HL)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation (problem denial; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contemplation (problem awareness; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparation (information seeking and need for professional guidance; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action (healthy behavior acquisition or modification; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance (sustained healthy behavior; 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Readiness (16-80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Committed action (5-37)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported hearing disability (AIADH)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distinction of sounds (0-24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auditory localization (0-15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligibility in noise (0-15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligibility in quiet (0-15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detection of sounds (0-15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

*CPHI: Communication Profile for the Hearing Impaired.  
HHDI: Hearing Handicap and Disability Inventory.  
HA: hearing aids.  
MARS-HA: Measure of Audiologic Rehabilitation Self-Efficacy for Hearing Aids.  
IOI-HA: International Outcome Inventory for Hearing Aids.  
IOI-AI: International Outcome Inventory for Alternative Interventions.  
URICA-HL: University of Rhode Island Change Assessment adapted for hearing loss.
Psychosocial measures were assessed in two ways. First, personal adjustment to hearing loss was measured using 3 other subscales of the Dutch CPHI [41,42] (Table 1). The scales have good reported internal consistency (all alphas >.85) [43]. Second, the section emotional response of the Hearing Handicap and Disability Inventory (HHDI) was used [44]. As no psychometric information was available for this scale, we investigated the internal consistency in the current data set, which appeared good (alpha=.80).

Self-efficacy for HA handling was measured using the scales of the Measure of Audiologic Rehabilitation Self-Efficacy for Hearing Aids (MARS-HA; Table 1) [45]. The MARS-HA has a clear factor structure, and the scales showed reasonable to good internal consistency (alphas .67 to .88) [45].

HA use was measured in two ways. First we used the use item of the validated IOI-HA scale [46,47]. Each item (including the use item) can be used separately [47]. Second, we used one item of the use questionnaire as developed by Laplante-Lévesque et al [48].

HA rehabilitation outcomes were measured using 2 items of the IOI-HA [46,47] for both the control and SUPR group (Table 1). The remaining rehabilitation outcomes were measured using 6 items of the IOI-HA for the control group and the IOI for Alternative Interventions (IOI-AI) for the SUPR group (Table 1) [49]. Comparing the item scores between the groups allowed us to compare rehabilitation outcomes (ie, comparing HA outcomes for the controls and SUPR rehabilitation outcomes for the SUPR group). The IOI-AI has good psychometric properties and individual items can be used [47,50] (and compared to their counterpart items of the IOI-HA) [49].

Recommendation of the services of the practice was measured using the question: “How likely is it that you would recommend the services of the practice to other people (family, friends, colleagues)?”

Self-reported hearing disability was measured using the 5 subscales of the Amsterdam Inventory for Auditory Disability and Handicap (AIADH) [51,52] (Table 1). The AIADH has a clear factor structure, and each subscale has good reported internal consistency (alphas .75 to .91) [52].

The Dutch version of the University of Rhode Island Change Assessment adapted for hearing loss (URICA-HL) [53] was used to assess participant readiness on 5 stages of change (Table 1). In addition to the stage scores, the composite readiness score (contemplation + action + maintenance scores – precontemplation) and the committed action score (action–contemplation) were calculated [54]. Laplante-Lévesque et al [54] found a clear factor structure for the stages and reported good internal consistency (all alphas >.76).

Statistical Analysis

Sample Size

The required sample size was calculated separately for first-time and experienced HA users. To detect a clinically meaningful effect of 0.67 [55] on the communication strategies CPHI subscale maladaptive behaviors (ie, the subscale with the smallest clinically meaningful effect) in first-time HA users (power 80%, significance level 5%, intracluster correlation coefficient [ICC] .01), two first-time HA users from each of the 70 practices would be needed in the analysis. To detect a clinically meaningful effect of 0.4 in experienced HA users (power 80%, significance level 5%, ICC .01), 3 clients from each practice would be needed in the analysis. As we anticipated a 20% loss to follow-up and a 30% recruitment rate, 4 first-time and 5 experienced clients were aimed to be recruited per practice.

Data Analysis

A statistical analysis plan was written and agreed upon before data analysis was started. Note that although we originally planned to use the overall summed score of the AIADH [38], it was agreed that the 5 subscale scores would provide a more detailed insight. In addition, measuring HA use objectively via HA data logging was not feasible as it turned out that these data were not collected as part of standard procedures in the practices.

Independent samples t tests, Mann-Whitney U tests, and chi-square tests were used to determine whether client characteristics were similarly distributed across the experimental conditions. Linear mixed models with fixed effects for group, time, and their 2-way interaction (ie, time*group), and random intercepts for subjects and practices were used to test differences in the course of the outcomes (t0 to t3) between the groups. Post hoc analyses based on the estimated fixed effects were carried out in case significant group differences in the course in outcomes were found to assess at which time points these occurred. For outcomes assessed at t1 to t3, we also examined whether there was a significant difference between the groups at t1 to determine the immediate posttreatment effect. To illustrate, in case of a statistically significant group difference at t1, a nonstatistically significant interaction term would indicate that this group difference was maintained at t2 and t3. In contrast, a statistically significant interaction term would indicate that this group difference changed (ie, either disappeared or worsened). Nonnormality was checked for all outcomes and data were transformed when necessary. Potential confounders (client characteristics) were examined for all outcomes and added as (fixed) covariates to the model in case they were differently distributed (P<.05) across groups at t0. Subgroup differences, using 3-way (time*group*type of client) interaction terms, were performed to check whether any intervention effects differed between first-time and experienced clients.

Main analyses were performed on the principle of intention to treat (ITT). A per protocol analysis was additionally performed including SUPR recipients who had clicked through to a video on communication strategies and personal adjustment from at least two emails and controls who did not receive any SUPR emails. Bonferroni corrections for multiple testing were applied for the primary outcome (3 subscales) and for the post hoc analyses (3 follow-up measurements), such that a P<.016 (0.05/3) was considered to indicate a statistically significant group difference. For all secondary outcomes, a P value of <.05
was considered statistically significant. In case significant group differences were found at t1, t2, or t3, mean differences between the mean values in the SUPR and control group were reported along with their 95% confidence interval and P value. Because a linear mixed model gives unbiased results in the presence of missing data, imputation of missing outcomes was not considered. Thus, clients were included in the analyses if they had provided data at one time point at least. Analyses were carried out using SPSS Statistics version 26 (IBM Corp).

Results

Study Population

Figure 2 displays the flow of first-time and experienced clients through the study. Between February and September 2016, 1107 (739 first-time and 368 experienced) clients in the intervention arm and 1169 (809 first time and 360 experienced) clients in the control arm were invited to participate in the study. The number of invited clients is an estimation based on the reported numbers of invited clients of the practices complying with the protocol to report this.

Figure 2. Flow of participants through the study. *Per practice, an unknown number of respondents was invited to participate due to some dispensers' noncompliance with the protocol to report this. The number of invited clients is an estimation based on the reported numbers of invited clients of the practices complying with the protocol to report this.
In total, 248 clients (across 35 practices in the SUPR arm) and 252 clients (34 practices in the control arm) enrolled for the study and consented to participate. Of these, 180 and 163 clients were included in the ITT analysis, respectively. Loss to follow-up was 2.8% (5/180) in the SUPR arm and 8.0% in the control arm (13/163). Sixty-three clients in the SUPR arm and 161 controls were included in the per protocol analysis.

Table 2 presents the baseline characteristics of the participants. The number of participants in each practice ranged from 1 to 11 (mean 5). Of the total sample, 60% (206/343) were male (mean age 68.1 [SD 8.5] years), and mean pure-tone hearing loss was 43.7 (SD 11.1) decibels Hearing Level. The characteristics for SUPR and control participants were similar, as were the outcomes at baseline ($P > .05$), indicating that correction in the analyses due to significant group differences was not required.

### Table 2. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>SUPR group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>n=180</td>
<td>n=163</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>108 (60)</td>
<td>98 (60)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>68.1 (8.4)</td>
<td>68.2 (8.7)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>n=177</td>
<td>n=158</td>
</tr>
<tr>
<td>Married</td>
<td>130 (73)</td>
<td>111 (70)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>9 (5)</td>
<td>8 (5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>24 (14)</td>
<td>14 (9)</td>
</tr>
<tr>
<td>Divorced</td>
<td>7 (4)</td>
<td>16 (10)</td>
</tr>
<tr>
<td>Single, never married</td>
<td>7 (4)</td>
<td>9 (6)</td>
</tr>
<tr>
<td>Living situation, n (%)</td>
<td>n=177</td>
<td>n=158</td>
</tr>
<tr>
<td>Living together with other people</td>
<td>144 (81)</td>
<td>122 (77)</td>
</tr>
<tr>
<td>Living alone</td>
<td>33 (19)</td>
<td>36 (23)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td>n=177</td>
<td>n=157</td>
</tr>
<tr>
<td>Low</td>
<td>38 (22)</td>
<td>28 (18)</td>
</tr>
<tr>
<td>Middle</td>
<td>123 (70)</td>
<td>110 (70)</td>
</tr>
<tr>
<td>High</td>
<td>16 (9)</td>
<td>19 (12)</td>
</tr>
<tr>
<td>Paid job, n (%)</td>
<td>n=177</td>
<td>n=158</td>
</tr>
<tr>
<td>Yes</td>
<td>39 (22)</td>
<td>38 (24)</td>
</tr>
<tr>
<td>No</td>
<td>138 (78)</td>
<td>120 (76)</td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td>n=177</td>
<td>n=158</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>162 (92)</td>
<td>149 (94)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (9)</td>
<td>9 (6)</td>
</tr>
<tr>
<td>Better ear average hearing loss in dB HL$^a$, mean (SD)</td>
<td>43 (11.7)</td>
<td>44.5 (10.5)</td>
</tr>
<tr>
<td>Bilaterally fitted hearing aids (ie, two ears)$^b$</td>
<td>132 (89)</td>
<td>126 (89)</td>
</tr>
</tbody>
</table>

$^a$dB HL: decibels hearing level averaged across 1, 2, and 4 kilohertz.

$^b$Measured via the t1 questionnaire (n=291).

### Primary Outcomes

#### Intention to Treat and Per Protocol Analysis

The ITT analysis showed no statistically significant ($P \geq 0.016$) group differences in the course of communication strategy use (Table 3). The per protocol analysis showed no significant ($P \geq 0.016$) group differences either (Table 3). There were no differences in effects between first-time and experienced clients.
Table 3. Descriptive statistics and results of the linear mixed models on communication strategy use (Communication Profile for the Hearing Impaired; primary outcome).

<table>
<thead>
<tr>
<th>Communication strategy use sub-scales and group</th>
<th>T0 n</th>
<th>mean (SD)</th>
<th>T1 n</th>
<th>mean (SD)</th>
<th>T2 n</th>
<th>mean (SD)</th>
<th>T3 n</th>
<th>mean (SD)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention to treat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maladaptive behaviors</td>
<td>SUPR group</td>
<td>167</td>
<td>4.4 (0.5)</td>
<td>149</td>
<td>4.6 (0.4)</td>
<td>130</td>
<td>4.6 (0.4)</td>
<td>128</td>
<td>4.6 (0.4)</td>
</tr>
<tr>
<td></td>
<td>Control group</td>
<td>152</td>
<td>4.4 (0.6)</td>
<td>142</td>
<td>4.5 (0.5)</td>
<td>129</td>
<td>4.5 (0.6)</td>
<td>126</td>
<td>4.6 (0.5)</td>
</tr>
<tr>
<td>Verbal strategies</td>
<td>SUPR group</td>
<td>167</td>
<td>2.2 (0.6)</td>
<td>149</td>
<td>2.3 (0.7)</td>
<td>130</td>
<td>2.3 (0.7)</td>
<td>128</td>
<td>2.3 (0.7)</td>
</tr>
<tr>
<td></td>
<td>Control group</td>
<td>152</td>
<td>2.3 (0.7)</td>
<td>142</td>
<td>2.2 (0.7)</td>
<td>129</td>
<td>2.2 (0.7)</td>
<td>126</td>
<td>2.3 (0.7)</td>
</tr>
<tr>
<td>Nonverbal strategies</td>
<td>SUPR group</td>
<td>167</td>
<td>2.9 (0.8)</td>
<td>149</td>
<td>3.0 (0.9)</td>
<td>130</td>
<td>2.9 (0.9)</td>
<td>128</td>
<td>2.9 (0.9)</td>
</tr>
<tr>
<td></td>
<td>Control group</td>
<td>152</td>
<td>3.0 (1.0)</td>
<td>142</td>
<td>2.9 (0.9)</td>
<td>129</td>
<td>2.9 (0.9)</td>
<td>126</td>
<td>2.9 (0.9)</td>
</tr>
</tbody>
</table>

| Per protocol                                   |      |           |      |           |      |           |      |           |           |
| Maladaptive behaviors                          | SUPR group | 60  | 4.4 (0.5) | 56  | 4.6 (0.4) | 54  | 4.5 (0.5) | 46  | 4.6 (0.4) | .92       |
|                                               | Control group | 151 | 4.4 (0.6) | 141 | 4.5 (0.5) | 128 | 4.5 (0.6) | 125 | 4.6 (0.5) |           |
| Verbal strategies                              | SUPR group | 60  | 2.2 (0.6) | 56  | 2.3 (0.8) | 54  | 2.4 (0.9) | 46  | 2.3 (0.8) | .11       |
|                                               | Control group | 151 | 2.3 (0.7) | 141 | 2.2 (0.7) | 128 | 2.2 (0.7) | 125 | 2.3 (0.7) |           |
| Nonverbal strategies                           | SUPR group | 60  | 2.8 (0.9) | 56  | 2.9 (0.9) | 54  | 2.9 (1.0) | 46  | 2.9 (0.9) | .06       |
|                                               | Control group | 151 | 3.1 (1.0) | 141 | 2.9 (0.9) | 128 | 2.9 (0.9) | 125 | 2.9 (0.9) |           |

P value for difference in the course of the outcomes between groups (interaction term time*group). A P value of <.016 was considered statistically significant.

Secondary Outcomes

Intention to Treat Analysis

There were no differences in secondary outcomes between first-time and experienced clients unless stated otherwise. The results for the psychosocial outcomes are presented in Table 4. There were no statistically significant group differences in the course of these outcomes (P≥.05).

The results on self-efficacy for HA handling are presented in Multimedia Appendix 1. A statistically significant (P<.05) group difference in self-efficacy for basic HA handling over time (time*group: P=.01) was observed. However, post hoc analyses showed no statistically significant (P≥.016) differences at the follow-up measurements. Immediately postintervention, the self-efficacy for advanced HA handling scores were significantly (P<.05) higher for the SUPR group than for the control group (5.3, 95% CI 0.3-10.4; P=.04). This effect was sustained at 6- and 12-month follow-up (time*group P=.56, so P≥.05).

Multimedia Appendix 2 shows the results for HA use. Immediately postintervention, the SUPR group had significantly (P<.05) greater HA use compared with the controls (mean difference 0.3, 95% CI 0.02 to 0.5; P=.03). This group difference was not maintained at 6- and 12-month follow-up (time*group P=.008, so P<.05). There was a statistically significant group difference neither immediately postintervention nor in the course of the outcome HA use pattern.

The results of the IOI-HA and IOI-AI item scores are also presented in Multimedia Appendix 2. Note that the IOI-HA items on satisfaction and quality of life were assessed both for SUPR and control groups. Immediately postintervention, HA satisfaction was significantly (P<.05) greater in the SUPR group than in the controls (mean difference 0.3, 95% CI 0.09 to 0.5; P=.006). This group difference was maintained at 6- and 12-month follow-up (ie, time*group P=.05, so P≥.05). There was no significant group difference in the course of quality of life. When examining the IOI outcomes in which HAs were directly compared with SUPR, there were significant (P<.05) group differences in favor of the controls immediately postintervention on satisfaction with the intervention (mean difference –0.6, 95% CI –0.9 to –0.4; P<.001), benefit experienced from the intervention (mean difference –1.0, 95% CI –1.3 to –0.8; P<.001), and quality of life (mean difference –0.4, 95% CI –0.7 to –0.2; P<.001). These effects were maintained at 6- and 12-month follow-up (time*group P=.30, time*group P=.24, and time*group P=.41, respectively, so...
In other words, controls experienced greater levels of satisfaction, benefit, and quality of life resulting from their HAs than the SUPR recipients did with the SUPR program. There were no significant group differences when comparing the IOI-HA and IOI-AI item residual activity limitations, residual participation restrictions, and impact on others.

### Table 4. Descriptive statistics and results of the linear mixed models on personal adjustment (Communication Profile for the Hearing Impaired) and emotional response (Hearing Handicap and Disability Inventory; secondary outcomes).

<table>
<thead>
<tr>
<th>Psychosocial outcomes and group</th>
<th>T0</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal adjustment to hearing loss</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-acceptance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUPR group</td>
<td>167</td>
<td>4.2(0.7)</td>
<td>149</td>
<td>4.4(0.6)</td>
<td>129</td>
</tr>
<tr>
<td>Control group</td>
<td>152</td>
<td>4.2(0.8)</td>
<td>142</td>
<td>4.4(0.7)</td>
<td>128</td>
</tr>
<tr>
<td>Acceptance of loss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUPR group</td>
<td>167</td>
<td>3.6(0.7)</td>
<td>149</td>
<td>3.9(0.8)</td>
<td>129</td>
</tr>
<tr>
<td>Control group</td>
<td>152</td>
<td>3.5(0.8)</td>
<td>142</td>
<td>3.9(0.8)</td>
<td>128</td>
</tr>
<tr>
<td>Stress and withdrawal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUPR group</td>
<td>167</td>
<td>3.5(0.7)</td>
<td>149</td>
<td>3.9(0.7)</td>
<td>129</td>
</tr>
<tr>
<td>Control group</td>
<td>152</td>
<td>3.5(0.9)</td>
<td>142</td>
<td>3.9(0.8)</td>
<td>128</td>
</tr>
<tr>
<td>Emotional response</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUPR group</td>
<td>167</td>
<td>1.3(0.7)</td>
<td>149</td>
<td>0.9(0.7)</td>
<td>127</td>
</tr>
<tr>
<td>Control group</td>
<td>151</td>
<td>1.4(0.8)</td>
<td>140</td>
<td>1.0(0.8)</td>
<td>126</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value for difference in the course of the outcomes between groups (interaction term time*group). A P value of <.05 was considered statistically significant.

Multimedia Appendix 3 displays the results on recommendation of the practice services, readiness to act on hearing loss, and self-reported hearing disability. A significant (P<.05) group difference over the course of the URICA-HL action score (time*group: P=.01) was found. However, the post hoc analyses indicated no statistically significant (P=.016) group differences at the follow-up measurements. A significant (P<.05) interaction for type of HA client was found for the URICA-HL committed action score (P=.03). A significant (P<.05) group difference was found for experienced clients (time*group P=.001), while for first time clients there was no difference (P=.46). However, post hoc analyses showed no statistically significant (P=.016) group differences for the experienced clients on the committed action scores at the follow-up measurements. No significant group differences were observed for the other URICA scales or self-reported hearing disability.

### Per Protocol Analysis

In total, 35.0% (63/180) of clients in the SUPR group were included in the per protocol analysis as they had clicked through to a video on communication strategies and personal adjustment from at least two emails. Almost all control clients (98.8%) (161/163) were included in the per protocol analysis; only 2 controls had received SUPR (due to an administrative error). Differences between ITT and per protocol analysis were observed for some outcomes. First, contrary to the significantly better self-efficacy for advanced HA handling and HA use observed for the SUPR group in the ITT analysis, the per protocol analysis did not reveal any significant (P≥.05) group differences immediately postintervention (P=.23 and P=.052, respectively). Second, contrary to the ITT analysis, there was no significant (P≥.05) difference in the course of the action scores (time*group P=.21). Next, contrary to the absence of a difference on HA use pattern found in the ITT analysis, the per protocol analysis showed a significant (P<.05) group difference immediately postintervention, such that the SUPR group had a more stable pattern in HA use than controls (−0.4, 95% CI −0.7 to 0.04; P=.03; a lower score indicated a more stable pattern in HA use). This effect was sustained at 6- and 12-month follow-up (time*group P=.92, so P≥.05). Fourth, contrary to the ITT analysis, there was no significant (P≥.05) group difference in quality of life resulting from using the intervention immediately postintervention (P=.052). Last, similar to the ITT analysis, the significant group difference on satisfaction with the intervention and benefit experienced from the intervention was also found in the per protocol analysis. However, contrary to the ITT analysis, the per protocol analysis showed statistically significant (P<.05) different effects for first-time and experienced clients. For both outcomes, a long-term effect was observed for experienced clients (similar to the ITT analysis). For new clients, the effect was only observed at 6- and 12-month follow-up and not immediately postintervention.

### Discussion

#### Principal Findings

Using a cRCT design, we evaluated the effectiveness of SUPR, a web-based self-management support program provided as an...
address this. However, further research should consider valuable because a recently published systematic review indicated that there is no evidence of interventions showing any improvements on HA use on the short, medium, or long term [10]. The evidence was judged as limited because the majority of previous studies had nonpowered small sample sizes (limiting the occurrence of statistically significant differences) or were carried out in nonrepresentative samples (ie, military veteran populations). The SUPR study can thus be regarded as an important addition to the existing body of evidence. Moreover, the per protocol analysis revealed a significant positive effect of SUPR on HA use stability in the long term, indicating a more stable HA use pattern (ie, the same number of hours of HA use every day) among SUPR participants than among controls. The absence of a long-term improvement in HA use may imply that without support like SUPR, HA clients may tend to fall back and be left to full self-management. This underlines the importance of having follow-up support after clients have completed SUPR to increase the likelihood of extending the effects to the long term.

It has been argued that more frequent or more stable HA use does not automatically imply more satisfaction with HAs [56] and that HA use (in hours) alone cannot be viewed as an indicator of successful HA use [57]. From this perspective, it is interesting to see that we not only found increased HA use in SUPR recipients, but also significantly greater HA satisfaction than the controls postintervention. This shows that the increase in hours of use indeed coincided with greater HA satisfaction. This study demonstrated that the SUPR group had a significantly higher score of 5.3 points (95% CI 0.3 to 10.4; scored on a scale from 0 to 100) on the advanced HA handling self-efficacy scale directly postintervention than controls that lasted up to 12 months later. Both groups seemed to perform at ceiling on the basic HA handling self-efficacy scale, suggesting that during appointments dispensers already ensured clients became skilled in basic HA handling (ie, HA and battery insertion and removal, HA cleaning and maintenance). This was also stated by Ferguson et al [32], who found similar ceiling effects. Although the instruction videos mostly focused on basic rather than advanced HA handling skills, watching them might have increased clients’ confidence in their ability to also handle more advanced skills, like troubleshooting or naming the model of a particular HA. We are uncertain about the clinical meaning of a difference of 5.3 points, however. Further research should address this.

Bennett et al [58] found that most problems HA owners experienced were related to HA management including HA use, handling, and ongoing care and that these had the greatest impact on HA success. SUPR improving HA clients’ confidence in their ability to manage their HAs can thus be considered an encouraging finding. Other work by Bennett et al [59] showed that HA management can be classified according to two overarching themes: the device and the person. The results of our study suggest that SUPR is successful in improving HA management concepts related to the device (HA maintenance and repairs, daily HA use, advanced HA knowledge) but not for HA management related to the person (learning to come to terms with HAs, communication strategies, working with a clinician). This is further discussed below.

Previous studies have shown that both individual and group auditory rehabilitation interventions can effectively increase communication strategy use [22,31,33,60] both in the short- and long term. A plausible explanation for the absence of an effect in this study may be related to the video-watching rates as reported in our process evaluation study (submitted). Whereas up to 37% of the participants in the intervention arm had watched the instruction videos, only 7% to 16% had watched the videos on communication strategies and personal adjustment. Not engaging with web-based interventions as was intended is a well-known problem in intervention effectiveness research [61,62]. The per protocol analysis still showed no effects on communication strategy use, but it must be noted that the sensitivity analysis was most likely underpowered (SUPR n=60, care as usual n=151). We intended to perform the per protocol analysis with clients who had clicked on more than two video links, but this resulted in samples too small to allow a meaningful statistical analysis.

An alternative explanation for the absence of a communication strategy use or personal adjustment effect may be related to the setting in which SUPR was provided. Given that the HA dispensing setting is a primary care one, mainly focusing on HA fitting and dispensing, clients may not have expected or been ready for receiving educational videos. Such type of rehabilitation may better fit in specialized (ie secondary or tertiary) hearing health care settings. Kramer et al [33] chose a tertiary setting to provide their home education program, resulting in improved communication strategy skills.

Control group participants reported significantly greater benefit, satisfaction, and quality of life because of their HAs (IOI-HA) than SUPR participants reported for SUPR (IOI-AI). This suggests that HAs were viewed as more impactful than SUPR. In a way, this is not surprising, since HAs can be considered as a basis. They amplify sounds and may thus improve listening ability and thereby quality of life [63]. It is the combination of the two (HAs and additional support) that may be most beneficial [10]. Also, it is important to consider that HAs have a long history (more than a century) of development while the development of (web-based) support programs is still in its infancy. There is much to learn still to further refine communication programs to ensure they fit clients’ needs and have a larger impact.
The URICA questionnaire outcomes conflicted with what was expected both in the direction of the effect and changes over time and were therefore difficult to interpret. We expected the SUPR group to show an increase in the action scores, while in fact the follow-up scores were lower than baseline in both groups. Differences in interpretation of what taking action meant to someone may have occurred between participants but also within participants over time (as the intervention might have influenced what taking action was) causing invalid measurements. This is further discussed in Meijerink et al [40].

Strengths and Limitations
This was the first audiological rehabilitation study implementing and evaluating a web-based self-management support program on such a large scale and in a real-life HA dispensing setting. The large sample size, use of a robust RCT design, and outcome assessment at the short, medium, and long term can be considered unique in our research field. Given these strengths, the study tackles most of the limitations mentioned in a recent meta-analysis on intervention studies to improve HA use [10]. Including 70 clusters across the Netherlands and purposefully sampling for spread in degree of rural/urban areas minimized imbalance across treatment groups and increased the generalizability of the findings to the Dutch real-world practice. Nevertheless, there are a number of limitations.

First, while we did reach our targeted sample size for the first-time clients, we did not for the experienced clients due to recruitment difficulties. The limited number of experienced clients may have resulted in nonsignificant differences in effects between first-time and experienced clients. A second limitation is that clients had to provide consent for study participation while knowing their group allocation. This may have affected clients’ willingness to participate in the study and introduced selection bias. Unfortunately, it was not possible to prevent this because randomizing the practices after obtaining clients’ consent would have delayed the intervention period by 7 months until clients had provided their consent. This was deemed unacceptable given the real-life character of the study. A third limitation was that participating clients, dispensers and researchers could not be blinded. This may have introduced bias. Possibly, clients who were aware of receiving SUPR may have responded more favorably compared to controls, while controls being aware of receiving standard care only may have sought alternative treatments (which would have increased the likelihood of contamination). We attempted, however, to prevent controls from seeking access to SUPR by reducing the amount of information given about SUPR content and by offering controls SUPR after study completion. A fourth limitation is that we initially aimed to measure HA use using data logging in order to measure HA use objectively, but this appeared unfeasible. Hence, all outcomes were self-reported, possibly resulting in overreporting of HA use [18,48]. Finally, behavior change was expected at multiple levels, and therefore many outcomes were evaluated. This increased the likelihood of finding statistically significant results by chance. We therefore applied Bonferroni corrections for the primary outcomes and the post hoc analyses but not for the secondary outcomes. It should be noted that there is debate among statisticians as to when multiple outcomes should be corrected for [64,65]. Using a Bonferroni correction for all outcomes is too strict by some as it would increase the chance for false negatives [66].

Conclusions
While the popularity of web-based platforms to complement HA fitting is rising [30-32], high-quality evidence (ie, assuring external validity and power) to show the long-term benefits of eHealth in HA rehabilitation is still lacking [37]. This study is a valuable addition to the existing evidence for such platforms in hearing health care. While SUPR did not significantly enhance the use of communication strategies, this study provides evidence for the effectiveness of SUPR to improve self-efficacy for HA handling and HA satisfaction in the long term and HA use in the short term. Given that the effects were mainly found in the HA handling domain, this study indicates that an intervention offering web-based instructions is a promising addition to the services provided by dispensers. Further research is needed to evaluate if adjustments to SUPR will lead to a higher adherence of clients in following the intervention to improve the (long-term) effectiveness of communication strategy use and other psychosocial outcomes.
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Abstract

Background: Neonatal intensive care unit (NICU) history, combined with systemic inequities for mothers of nondominant cultures and mothers who are socioeconomically disadvantaged, places infants at an extraordinary risk for poor developmental outcomes throughout life. Although receipt of early intervention (EI) is the best single predictor of developmental outcomes among children with and at risk for early developmental delays, mothers and infants with the greatest needs are least likely to receive EI. Mobile internet-based interventions afford substantial advantages for overcoming logistical challenges that often prevent mothers who are economically disadvantaged from accessing EI. However, the bridge from the NICU to a mobile internet intervention has been virtually unexplored.

Objective: This study aims to examine progression flow from NICU exit referral to an early mobile internet intervention to increase EI access and promote parent mediation of infant social-emotional and communication development.

Methods: Three NICUs serving the urban poor in a Midwestern city were provided support in establishing an electronic NICU exit referral mechanism into a randomized controlled trial of a mobile internet intervention for mothers and their infants. Measurement domains to reflect the bridge to service included each crucial gateway required for navigating the path into Part C EI, including referral, screening, assessment, and intervention access. An iterative process was used and documented to facilitate each NICU in establishing an individualized accountability plan for sharing referral materials with mothers before their NICU exit. Subsequent to the referral, progression flow was documented on the basis of a real-time electronic recording of service receipt and contact records. Mother and infant risk characteristics were also assessed. Descriptive analyses were conducted to summarize and characterize each measurement domain.

Results: NICU referral rates for EI were 3 to 4 times higher for open-shared versus closed-single gatekeeper referral processes. Of 86 referred dyads, 67 (78%) were screened, and of those screened, 51 (76%) were eligible for assessment. Of the 51 assessment-eligible mothers and infants, 35 dyads (69%) completed the assessment and 31 (89%) went on to complete at least one remote coaching intervention session. The dyads who accessed and engaged in intervention were racially and ethnically diverse and experiencing substantial adversity.
Conclusions: The transition from the NICU to home was fraught with missed opportunities for an EI referral. Beyond the referral, the most prominent reason for not participating in screening was that mothers could not be located after exiting the NICU. Stronger NICU referral mechanisms for EI are needed. It may be essential to initiate mobile interventions before exiting the NICU for maintaining post-NICU contact with some mothers. In contrast to a closed, single point of referral gatekeeper systems in NICUs, open, shared referral gating systems may be less stymied by individual service provider biases and disruptions.
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Introduction

Background

Low infant birth weight, requiring neonatal intensive care unit (NICU) treatment, places infants at high risk for a host of detrimental outcomes, including cognitive, language, and social delays and disabilities, which often persist into adulthood [1-3]. The discharge from a NICU is a stressful transition in which the responsibilities for around-the-clock care of a fragile infant shift from a NICU medical team to parents. This transition is particularly burdensome for mothers who often experience the bulk of responsibility for infant care [4]. A central challenge of this transition is to connect families with early intervention (EI) services.

Parent participation in EI services is the single best predictor of developmental outcomes for children with and at risk for developmental disabilities identified during the first year of life [5,6]. EI can support parents in recognizing and responding sensitively to subtle cues of infants with developmentally immature social signaling systems, which is foundational for establishing social interaction, feeding, and sleeping routines that promote infant regulation and social communication competency development [7]. By large, however, the reach of EI services that target parent practices to support early social-emotional and communication competencies is extremely limited relative to societal needs [6,8,9]. Moreover, substantial inequities persist in EI access. Infants whose mothers are socioeconomically disadvantaged and of nondominant cultures are disproportionately over-represented in NICUs in the United States [10] because of historically driven systemic and structural inequities [11]. However, Part C service systems disproportionately serve White, middle-income, and upper-middle-income families [12].

In contrast to White infants in the United States, African American infants with special needs are five to eight times less likely to be referred for EI services [12]. They are also more likely to receive lower-quality care in NICUs because of both structural and interpersonal racism [11]. Structural barriers such as low-paying, unstable work with unpredictable hours without paid leave or quality childcare can deplete mothers’ physical, psychological, and social resources for parenting a newborn in general and for engaging in the NICU in particular [13,14]. Implicit bias faced by these mothers within the medical system [15] can exacerbate maternal stress, shown to continue long after the NICU experience [16], and undermine mothers as central change agents of their infants’ development and well-being. As social determinants of health, these inequities threaten infant development by compromising maternal functioning and parenting practices. Moreover, it is possible that these inequities lessen the willingness of mothers to connect with future intervention services [17], delay intervention access, and decrease mothers’ opportunities to access and benefit from EI to improve infant developmental outcomes.

Recognizing the substantial impact of systematic gaps in access to timely intervention, Child Find efforts emphasize the need to identify, locate, and assess all infants with developmental delays, particularly those who are poor and of nondominant culture [6]. Unfortunately, published research on Child Find efforts, which are crucial for receiving EI services, tends to reflect a striking absence of representative samples of these families [6]. Published studies that systematically examine crucial junctures at which mothers either progress toward or fall off the pathway from NICU referral to EI access are also lacking. To obtain EI subsequent to NICU exit, mothers must successfully navigate crucial gateways that bridge the NICU experience to EI service receipt. These gateways include referral, screening, assessment, and intervention access [18], each of which must be navigated successfully to obtain EI. Early systemic barriers to intervention include failure to provide supported referrals, lack of routine developmental monitoring and screening, and insufficient reach of public awareness campaigns about the relevance of EI for infants and toddlers and their families [6,18]. The cost of home visiting intervention programs is particularly prohibitive because of state budget crises that often result in the rationing of state-funded home visiting services [9,19]. When home visiting programs are available, the barriers to parent engagement include unpredictable work schedules; shift work outside the 9 to 5 workday; transient housing; and living with relatives, friends, or landlords who are gatekeepers to the home and unamenable to home visits [20].

Mobile internet interventions, particularly those with remote coaching, afford substantial advantages for overcoming logistical challenges that often prevent mothers who are poor and of nondominant culture from accessing EI [20]. The advantages of mobile internet interventions include around-the-clock accessibility to program content, greater ease and flexibility in scheduling and rescheduling remote visits, less stigma, and greater parental autonomy to select and share video-recorded interactions at any time of day for the purpose of obtaining EI support [20]. Although advantages for mobile interventions are known to exist, the bridge from a NICU exit referral to a mobile internet intervention has been virtually unexamined in published studies.
Objectives
To increase equitable EI access, the purpose of this paper is to examine progression flow from a NICU exit referral to an early mobile internet intervention to promote parent mediation of infant social-emotional and communication competency development.

The progression flow on the bridge from the NICU to EI access is viewed within a randomized controlled pilot study of a mobile internet intervention with remote coaching designed to strengthen parent practices, which scaffold infant social-emotional and communication competencies. To illuminate the junctures at which mothers connect with or disconnect from progressing from the NICU to EI, we address the following questions: (1) What NICU referral structures impede or facilitate referral to intervention? For example, the diffusion literature suggests that when responsibility for action is shared across multiple members of a group, it can result in reduced outcome monitoring, a reduced sense of individual agency, and diffusion of responsibility and action [21]. (2) Among mothers referred for intervention, what is the screening rate, and what are the identified reasons for failure to screen? (3) Among mothers screened, what is the assessment completion rate, and what are the identified reasons for failure to assess? (4) Among mothers and infants assessed, what is the rate of intervention initiation and completion of the core intervention? and (5) What are the demographic and risk characteristics of mothers who traverse the bridge from NICU referral to intervention access? We hypothesize that when mothers are supported through each gateway on the bridge from the NICU to EI, the resultant internet-based intervention sample will be diverse with regard to demographic and risk characteristics.

Methods
Procedures
Our mobile internet intervention study procedures, from a NICU exit referral to a mobile intervention, provide a unique framework for examining progression flow through the crucial junctures that mirror the Part C EI system gateways: referral, screening, assessment, and intervention [18]. After institutional review board approval, recruitment efforts focused on 3 Level 3 NICUs serving the urban poor in a Midwestern city. These NICUs were selected because they were part of a medical conglomerate with similar characteristics that included a centralized geographic location in the urban core within 2 square miles of one another, similar annual admission rates, and a racially and ethnically diverse patient population, including those who lack insurance and the ability to pay. Through an iterative process, the research team conducted a series of meetings with each NICU team to generate a referral accountability plan, which was documented by the research team and provided to the NICU team for review and revision until the NICU team confirmed that their plan was complete and accurate. Each NICU-generated plan specified the NICU personnel who would share referral information with mothers, collect cards that mothers signed indicating their interest in being contacted by the study team, send electronic referrals to the research team, and respond to a biweekly prompt to provide an electronic referral update. Electronic referral update reports included the number of eligible mother-infant dyads in the NICU during the most recently completed referral period, the number of mothers with whom referral information was discussed, the outcome of each referral discussion, barriers to referral, and identified solutions. The research team provided referral materials to each NICU, which included service provider posters with mother and infant eligibility criteria to remind and prompt providers to refer all eligible mothers, a mobile intervention study letter to be shared by providers with mothers, a mother interest card for mothers to grant permission for study team follow-up, and a script for providers to use when sharing referral materials and collecting mother interest cards. An electronic NICU referral mechanism was established for NICU service providers to connect mothers and their low-birth-weight infants to a randomized controlled trial of a mobile internet intervention.

Referral criteria included biological or adoptive mothers, living in the metropolitan area of the NICU, who spoke English and whose infants at birth weighed <2500 g, were at least 24 weeks’ gestational age, were no more than 5 months corrected gestational age at NICU exit, and who were not diagnosed with hydrocephalus, bronchopulmonary dysplasia, or beyond a grade 3 intraventricular hemorrhage. Referral criteria were established to avoid potential study burden for mothers of infants who were experiencing acute medical crises, including a high risk for NICU return or intensive care unit (ICU) entry. NICU teams were encouraged to refer all eligible mothers and infants in addition to any and all other service referrals such that all referred mothers were free to participate in existing community service referrals as usual without exclusion.

On receipt of each electronic referral, the research staff recorded the date of referral, referral source, and referral contact information into a project database. Research staff mailed consent forms to referred mothers and contacted them by phone to (1) confirm referral eligibility criteria, (2) review and discuss the consent form, and (3) determine whether mothers viewed themselves as able and willing to engage in the intervention study. Mothers who could not be reached by phone because of a disconnected number or failure to connect after at least five attempts were sent a letter encouraging mothers to contact the study team if interested in the program. Mothers’ perceived ability to participate in the study was determined on the basis of their negative responses to a brief structured interview question in which mothers were first informed of personal situations that should be prioritized over intervention study participation, such as homelessness, shelter residence, inpatient mental health or substance abuse treatment, or a major physical or mental illness requiring intensive treatment such as schizophrenia, cancer, or HIV/AIDS. Mothers were then asked whether they were experiencing one or more of these situations or any other situation that could interfere with their ability to participate in the intervention study. An affirmative response was exclusionary and met the criteria for intervention study ineligibility. For mothers who were screened eligible and agreed to participate in the study, an in-home assessment visit was scheduled. All contact attempts, the outcome of each contact attempt, the eligibility screening outcome, and the scheduled assessment date were recorded in the project database.
Assessment

Informed consent was obtained at the onset of a 2-hour, in-home assessment visit. Electronic questionnaires were completed by mothers on the web via Qualtrics entry on an iPad (Apple Inc) to provide information about demographics and maternal and infant risk characteristics. The Measurement Domains and Measures Section provides a full description of the measurement domains and measures. Assessments were conducted by research assistants who had obtained at least a bachelor’s degree in education, human development, or psychology and had at least 2 years of intervention research experience conducting in-home assessments and mobile intervention protocols with mothers and infants. Assessors were trained and observed to implement the assessment protocol with fidelity before data collection. The assessment details are also provided in the Measurement Domains and Measures section.

Mobile Intervention

Following assessment, mothers were randomized to 1 of 2 mobile internet interventions with identical structures. For both groups, the number of sessions and structural components of each session included (1) a web-based self-directed learning program through video-based teaching with check-in questions and provision of immediate corrective feedback, (2) an action plan outlining daily activity practice (homework) based on session content, (3) parent-recorded video and secure upload of session skill practice during interaction with her infant, and (4) a video-based coach call to coview the parent-recorded video of interaction with her infant [20]. For both intervention groups, meaningful access to a mobile internet intervention was operationalized as (1) mothers’ completion of an in-home intervention session in which mothers were fully guided and scaffolded to interact with each mobile intervention component (ie, video modeling content, review questions, action plan, video creation, and coach call) and (2) mothers’ completion of each of the above content components of the remote intervention session with on-demand scaffolding provided through messaging, phone, or video call.

At the in-home intervention orientation visit, all mothers were given an iPhone with unlimited data, text, and call plan. They were granted entry into a 12-sesion mobile internet intervention. Coaches used a demonstration video to introduce mothers to the mobile intervention, use the mobile phone features, and navigate through the first mobile intervention session. Coaches verbally scaffolded mothers’ use of each session component by providing the phone and materials to the mother and serving as a guide on the side when mothers navigated through the entire first session, including the coach call procedures.

After the first session with coach guidance and full scaffolding, mothers autonomously completed the second intervention session with on-demand remote coach scaffolding between and during coach calls. The demand context for the coach response included (1) questions from the mother and (2) coach electronic monitoring of mothers’ progress or nonprogress through intervention session components and feedback to celebrate mothers’ successes and address barriers to progress. We expected that this meaningful access support in the first 2 sessions would increase the probability of mothers’ continued progress in completing the remaining 10 remote sessions.

Measurement Domains and Measures

The measurement domains included the following: (1) challenges and solutions to referral of mothers and infants from the NICU, (2) mother and infant progression flow from the point of referral through the point of intervention access, and (3) maternal and infant demographics and risk characteristics.

Challenges and Solutions

Challenges and solutions to referral of mothers and infants from the NICU were documented by research assistants based on a review of biweekly NICU referral reports, follow-up discussion of barriers and solutions with NICU teams, and recorded events observed by the research team, such as changes in the NICU personnel, NICU referral strategy changes, and reported beliefs of the NICU personnel about referral.

Progression Flow Data

Progression flow data included records of electronic referrals and documentation of attempted screening calls, completed screening calls, screening outcomes, assessments scheduled, electronic recorded time stamp of assessment completion, intervention session completion, and recorded time of coach call completion.

Demographics

Demographic information included data on mother and infant age (years and months, respectively), ethnicity, race (based on federal reporting categories), mothers’ educational level (multiple categories ranging from less than high school to postgraduate), no significant other relationship status, annual household income (6 categorical ranges), and number of children and adults in the household.

Maternal and Infant Characteristics

Maternal and infant risk characteristics included maternal financial strain and depression, infant time in the NICU, birth weight in ounces for calculation of very low birth weight status, months premature, corrected gestational age, infant social-emotional development concerns, and social-emotional behavior challenges (see Measures section below). Financial strain was measured using a 9-item questionnaire with a 5-point Likert-type scale for difficulty paying bills, money left over after paying bills, and money availability for necessities and other activities [22]. Maternal risk for postpartum depression was assessed using the Postpartum Depression Screening Scale (PDSS) [23]. The PDSS is a 35-item Likert-type self-report instrument that demonstrates strong sensitivity and specificity for postpartum depression in the 15 months after childbirth [24]. It has adequate psychometrics for mothers of infants in NICUs [25].

Infant social-emotional development was assessed using Ages & Stages Questionnaires: Social Emotional (ASQ-SE) screening tool [26]. This brief screener of social emotional functioning demonstrates high internal consistency with an overall α of .82 [27].
Infant social-emotional behavior concerns were assessed with the Devereux Early Childhood Assessment for Infants (DECA-I) scale [28]. The DECA-I is a 33-item behavior rating scale that assesses child protective factors central to the social and emotional health and resilience of infants from 1 to 18 months. This norm-referenced measure, with demonstrated adequate reliability and validity [29], provides a cutoff score for social-emotional behaviors in the concern range.

Results

To address the first research question, “What NICU referral approaches impede or facilitate referral from the NICU to a mobile EI?” we provide a brief description of the NICU site referral processes and referral rates as well as a summary of identified factors that impeded or facilitated referral. The established referral processes for each NICU site, as noted above, were identical with regard to the content of printed referral material for NICU personnel and mothers, inclusion and exclusion criteria for referral, electronic referral mechanism, and biweekly NICU referral prompting and reporting. However, there were systematic differences in the ways that each NICU self-selected to engage NICU personnel in their referral approach and to adhere to their established referral plan. Sites 1 and 2 established a single gatekeeper as a point of referral from the NICU to the intervention. In both cases, the gatekeeper was the social worker responsible for patient discharge. This individual also responded to biweekly prompts for site referral accountability reporting. Hence, we refer to Sites 1 and 2 as a closed, single gatekeeper approach. In contrast, Site 3 established an open, shared referral approach in which the NICU psychologist shared referral materials with all nursing and social work staff and encouraged conversations between staff and mothers about the referral materials, including whether mothers had seen the materials, what questions they had about the referral, if they had already expressed interest in referral to learn about the intervention, or would like to be referred to learn about the opportunity. The NICU psychologist also engaged in conversations with mothers about study referral and served as the contact for responding to biweekly accountability prompts and reporting.

The 3 NICU sites referred to a combined total of 86 mothers and their infants for mobile intervention, with Site 1 contributing 43 referrals (50% of the referral sample) within a 24-month period, Site 2 contributing 17 referrals (20% of the referral sample) within a 12-month period, and Site 3 contributing 26 referrals (30% of the referral sample) within a 6-month period. Sites were added sequentially such that the referral window length varied with a 24-month referral window for Site 1, a 12-month window for Site 2, and a 6-month referral window for Site 3. As noted above, the annual census of Level 3 NICUs was similar. Examination of mean quarterly referral rates in Figure 1 shows that Sites 1 and 2 had a much lower mean quarterly rate of 4.2 and 3.4 referrals per quarter, respectively, in contrast to Site 3 with 13 referrals per quarter.

Figure 1. Quarterly referral rates by NICU referral site. NICU: neonatal intensive care unit; SW: software.

A review of the referral documentation yielded several factors associated with lower versus higher quarterly referral rates. These included the NICU self-selected referral approach and adherence to site-generated referral plans. In contrast to the open, shared referral structure, the closed single gatekeeper referral sites demonstrated the lowest quarterly referral rates and less adherence to their site-generated referral plan. Examples of challenges to adherence included the inability to refer as planned because of personnel issues such as illness, unpredictable staffing patterns, and staff turnover. Another challenge to adherence was provider belief that referral is best governed by provider clinical judgment rather than the principle of universal referral of all eligible infants and mothers. In contrast, the open, shared referral site demonstrated stronger adherence to the referral plan, which yielded the highest referral efficiency rates of the 3 sites.

Herein, we address research questions 2 to 4 pertaining to the junctures at which mothers and their infants either fall away from or progress through the crucial sequential gateways of screening, assessment, and intervention access on the path from referral from the NICU to early mobile intervention engagement. As displayed in Figure 2, 86 mothers referred from the NICU for mobile intervention, 67 (78%) were screened. Seven mothers (8%) declined to be screened and 12 mothers (14%) could not...
be reached for complete phone screening. The most common reasons for failure to contact included incomplete or inaccurate referral contact information, phone disconnection, and returned mail. Of the 67 mothers screened, 51 (76%) were eligible for assessment. Of the 51 screened eligible, 10 mothers (20%) could either not be contacted to schedule an assessment or could not be assessed because of a family move or infant complications requiring ICU or other hospitalizations, 6 (12%) declined assessment, and 35 mothers (69%) and their infants initiated assessment.

Figure 2. Mean quarterly referral rate.

Of the 35 mothers who initiated the assessment, 1 mother died and another moved before initiating intervention. The remaining 33 mothers initiated intervention, with 31 mothers completing at least one remote coaching session. After initiating the intervention, reasons for failure to complete at least 1 remote session included a maternal death and 1 mother moving to an undisclosed location to escape neighborhood and partner violence. Of the 35 mothers assessed, 31 (89%) meaningfully accessed intervention by completing at least one intervention session with a remote coaching call. Examination of intervention access and engagement patterns showed that there were no significant differences between the intervention groups. On average, mothers completed 9.18 intervention sessions (all core content). The modal number of sessions completed was 12, which constituted all possible sessions.

Finally, we describe the demographic and risk characteristics of mothers and their infants who accessed the intervention. It was anticipated that when mothers were supported at each gateway, the resultant intervention sample would be ethnically and racially diverse. In addition, we expected the sample to reflect a high level of need relative to socioeconomic stressors and distress. We first examined demographic and risk characteristics by intervention group, which resulted in the finding of no significant between-group differences in any of the mother-infant demographic or risk characteristics. Hence, sample characteristics are presented for the combined intervention groups in Table 1. The sample was racially and ethnically diverse, with 55% (18/33) infants identified by their mothers as Black and 21% (7/33) identified as Latinx. The sample that accessed and engaged in the intervention was highly vulnerable. The majority of mothers were experiencing significant psychosocial stressors.

For the majority (81%), income was at <300% of the Federal Poverty Guideline, with 50% of the sample at or below 100% of the Federal Poverty Guideline. Relative to financial strain, 92% of mothers reported “not enough or barely enough” money left at the end of the month after paying bills. The majority did not have a college degree, and nearly half (43%) had not graduated from high school. More than half of the mothers were experiencing significant symptoms of depression and reported no significant other relationship. More than one-third of infants obtained scores classified in the concern range for social-emotional development and behavior on the ASQ-SE and the DECA-I Toddler, respectively.
### Table 1. Sample demographics and risk characteristics of the mobile intervention access sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maternal</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD); range</td>
<td>27.03 (5.49); 17.67 to 38.00</td>
</tr>
<tr>
<td>Race/ethnicity, %</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>52</td>
</tr>
<tr>
<td>Latinx</td>
<td>21</td>
</tr>
<tr>
<td>Maternal education (&lt;college degree), %</td>
<td>88</td>
</tr>
<tr>
<td>Income, %</td>
<td></td>
</tr>
<tr>
<td>≤100% federal poverty level</td>
<td>50</td>
</tr>
<tr>
<td>101%-300% federal poverty level</td>
<td>31</td>
</tr>
<tr>
<td>&gt;300% federal poverty level</td>
<td>19</td>
</tr>
<tr>
<td>Relationship status (no significant other)</td>
<td>52</td>
</tr>
<tr>
<td>Significant depressive symptoms(^a) (&gt;PDSS(^b) clinical cutoff)</td>
<td>58</td>
</tr>
<tr>
<td><strong>Infant</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (female), %</td>
<td>49</td>
</tr>
<tr>
<td>Race/ethnicity, %</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>55</td>
</tr>
<tr>
<td>Latinx</td>
<td>21</td>
</tr>
<tr>
<td>Birth weight</td>
<td></td>
</tr>
<tr>
<td>Mean (SD); range, g</td>
<td>1859.04 (988.20); 510.29 to 4053.98</td>
</tr>
<tr>
<td>Extremely low, %</td>
<td>18</td>
</tr>
<tr>
<td>Very low, %</td>
<td>24</td>
</tr>
<tr>
<td>Low, %</td>
<td>39</td>
</tr>
<tr>
<td>Non-LBW(^c) complication, %</td>
<td>18</td>
</tr>
<tr>
<td>Prematurity level (months), mean (SD); range</td>
<td>1.60 (1.13); −0.72 to 3.48</td>
</tr>
<tr>
<td>Time in NICU(^d) (months), mean (SD); range</td>
<td>1.36 (1.15); 0.16 to 4.70</td>
</tr>
<tr>
<td>Chronological age at pre (months), mean (SD); range</td>
<td>4.01 (2.33); 0.45 to 10.32</td>
</tr>
<tr>
<td>Gestational age at pre (months), mean (SD); range</td>
<td>2.43 (2.26); −0.72 to 8.74</td>
</tr>
<tr>
<td>Social-emotional functioning(^a)</td>
<td>39% ASQ-SE(^e) developmental concern; 36% DECA(^f) behavioral concern</td>
</tr>
</tbody>
</table>

\(^a\)To establish significant symptoms of maternal depression, infant social-emotional developmental functioning concern, and behavioral concern, established clinical cutoff scores were used for the PDSS total depression score, ASQ-SE, and DECA, respectively.

\(^b\)PDSS: Postpartum Depression Screening Scale.

\(^c\)LBW: low birth weight.

\(^d\)NICU: neonatal intensive care unit.

\(^e\)ASQ-SE: Ages & Stages Questionnaires: Social Emotional.

\(^f\)DECA: Devereux Early Childhood Assessment.

## Discussion

The 3 referring Level 3 NICUs of similar annual census size and located within 2 square miles of one another demonstrated different levels of referral efficiency. In contrast to the closed, single gatekeeper referral approach of 2 NICUs, the shared, open referral approach of the third NICU resulted in higher referral efficiency. In addition, the shared, open NICU referral approach was associated with fewer reported disruptions in implementing their plan to discuss mobile intervention referral information with all eligible mothers. Within the closed single gatekeeper referral approach, the transition from the NICU to home was fraught with missed opportunities for EI referral. Not only were single gatekeeper NICUs more likely to report that their plans for referral were more often disrupted because of external factors such as unanticipated changes in staffing plans, but they also more often reported that they did not discuss referral information with mothers who they did not think would
be interested in referral. This suggests that having a closed single
gatekeeper referral system may be more susceptible to the bias
of a single person’s judgment, which leads to missed
opportunities for referral. In contrast, an open shared process
involving multiple potential points of referral may afford more
protection against individual bias that disrupts referral to EI. It
is of interest to note that our approach to identify a NICU point
of contact to interact with the study team and maintain oversight
for the transfer of all internal NICU referrals was informed by
the dissemination and implementation literature. This indicates
the crucial role of identifying and engaging champions to
support the establishment of implementation procedures [30].
Although each of our NICU points of contact self-identified as
a champion of NICU referral into EI, only 1 of the 3 NICU
points of contact provided an operational demonstration of
championing as evidenced by actionable activities such as (1)
communicating a shared responsibility of all NICU team
members to engage in conversations with mothers about
the importance of EI and (2) encouraging repeated and redundant
opportunities for mothers to consider their own readiness to act
on a referral for EI. It is likely that this type of operationalization
of champions may play a crucial role in protection against the
diffusion of responsibility within open, shared referral gating
systems.

After referral, the most common reason for mothers and their
infants to fall off the path toward intervention was that they
could not be contacted after leaving the NICU. Hence, for some
mothers, it may be important to conduct screening and
assessment in the NICU to establish mobile intervention contact
before the transition home. Several factors likely contributed
to the inability to contact mothers after their transition home.
In addition to the most commonly documented reasons, which
included incomplete referral contact information and family
mobility, another factor likely to have interfered with contact
was an exacerbation of maternal distress that may have
interfered with their ability to respond to contact attempts. The
transition from the NICU to home is well documented as a time
of heightened distress above and beyond the notable stress of
NICU experience for many mothers [4]. To promote engagement
in EI, it may be important for some mothers to establish
supportive intervention contact, which can buffer against
transition stress before the transition from the NICU to home.

Most screened eligible mothers and their infants (69%) selected
to participate in and engaged in assessment, and 89% of those
assessed went on to meaningfully engage in the mobile
intervention. The fact that mothers completed, on average, at
least 9 sessions, constituting all the core content, and that the
modal pattern was the completion of all 12 content sessions is
noteworthy. In contrast, home visiting studies of parenting
interventions have consistently documented the concerning
finding that, on average, approximately half of intended mothers
receive any intervention and that the average amount of
intervention received is, on average, only 25% of what was
intended [29]. Intervention initiation and engagement in our
mobile intervention sample were substantially higher. Moreover,
this mobile intervention sample was racially and ethnically
diverse and experienced significant psychosocial stressors.
Hence, it is possible to engage mothers of nondominant culture
and their infants who are experiencing a host of psychosocial
stressors in a mobile EI program. However, there’s a need to
establish stronger NICU referral mechanisms to EI.

Limitations
The limitations of this research include a small convenience
sample restricted to descriptive methods. In this small
convenience sample, documented barriers to referral pertained
to NICU referral characteristics. We did not have access to the
NICU-level data about potential infant factors that could have
influenced NICU health provider referral and/or parental
acceptance of referral to EI. Our examination of maternal
responses, in terms of moving toward or falling away from the
path to intervention access, was conducted within an intervention
study wherein resources, including ongoing training and support,
were consistently applied to reinforce intervention research staff
to prioritize and sustain outreach efforts in the face of substantial
maternal and infant adverse experiences. Part C EI programs,
especially with regard to resources for ongoing staff training
and support, are often strained. Hence, the transferability of
effective outreach strategies to facilitate maternal movement
from referral to intervention access must take into account
resource differences and work toward efforts to increase training
and support resources within Part C EI programs if we are to
succeed in reaching mothers and infants most in need.

Implications for Future Research
Future studies should include NICU patient population-level
data to examine infant characteristics that may be associated
with referral provision and referral acceptance. To elucidate
solutions for overcoming referral barriers within the NICU,
future research needs to be conducted within NICUs to
determine what factors in an open-gating system are associated
with higher rates of referral such that these can be
experimentally implemented and studied to increase effective
and efficient referral practices. Subsequent research needs to
be conducted with larger samples of NICUs to explicate
characteristics of intervention referral champions and their
operational execution of engaging NICU teams in processes
that promote universal referral, characterized by broad, repeated,
and redundant contact opportunities for referral. Dissemination
and implementation of best practices identified from such
research are crucial for improving equitable referrals such that
all parents with infants in the NICU are provided opportunities
to enter the first gateway on the path to accessing needed
intervention, regardless of race, ethnicity, and income. Beyond
NICU referral optimization, the resource infrastructure within
Part C EI programs warrants closer examination with regard to
the mechanisms that optimize or jeopardize family engagement
at every crucial juncture on the pathway from referral to
intervention access.
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Abstract

Background: Guided cognitive behavioral self-help is a recommended first-line treatment for eating disorders (EDs) such as bulimia nervosa (BN) or binge eating disorder (BED). Online versions of such self-help programs are increasingly being studied in randomized controlled trials (RCTs), with some evidence that they can reduce ED symptoms, although intervention dropout is variable across interventions. However, in-depth research into participants’ experiences and views on the acceptability of web-based interventions is limited.

Objective: This is a qualitative process study of participants’ experiences of everyBody Plus, a web-based cognitive behavioral intervention, integrated into a large RCT to aid the interpretation of the main trial’s results. To our knowledge, this is the first such study in digital intervention for EDs research to include real-time feedback into the qualitative analysis. This study aims to build upon the emerging literature by qualitatively exploring participants’ experiences of a web-based intervention for BN and BED.

Methods: Participants were those who took part in the UK arm of a larger RCT investigating the efficacy of the everyBody Plus intervention. Reflexive thematic analysis was completed on 2 sources of data from the online platform: real-time feedback quotes provided at the end of completing a module on the platform (N=104) and semistructured telephone interview transcripts (n=12).

Results: Four main themes were identified. The first theme identified positive and negative user experiences, with a desire for a more customized and personalized intervention. Another theme positively reflected on how flexible and easy the intervention was to embed into daily life, compared with the silo of face-to-face therapy. The third theme identified how the intervention had a holistic impact cognitively, emotionally, interpersonally, and behaviorally. The final theme was related to how the intervention was not a one size fits all and how the perceived usefulness and relevance were often dependent on participants’ demographic and clinical characteristics.

Conclusions: Overall, participants reported positive experiences with the use of the everyBody Plus web-based intervention, including flexibility of use and the potential to holistically impact people’s lives. The participants also provided valuable suggestions for how similar future web-based interventions could be improved and, in the context of EDs, how programs can be designed to be more inclusive of people by encompassing different demographic and clinical characteristics.

(J Med Internet Res 2020;22(9):e17880) doi:10.2196/17880
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**Introduction**

**Background**

In many countries, the digitalization of health care services is a key strategic objective. For example, in England, the National Health Service (NHS) Long Term Plan emphasizes the need to make better use of data and digital technology in the NHS and to improve access to digital tools and services [1]. Recommendations to enable NHS staff to make the most of such innovative technologies are made in a recent independent report and a supplementary report on the Digital Future of Mental Healthcare [3]. In this context, it was argued that digital therapies could provide evidence-based stand-alone self-help or combined mental health interventions for service users.

In eating disorders (EDs), a growing number of studies have assessed the efficacy of eHealth and mobile health (mHealth) interventions [3-5], especially the use of structured cognitive behavioral online self-help interventions for individuals with bulimia nervosa (BN) or binge eating disorder (BED) [6]. There is some evidence that such interventions are able to reduce ED symptoms compared with waiting-list control, but comparisons with more traditional book-based self-help or face-to-face therapy are as yet relatively rare [7].

To understand people’s experiences of utilizing such web-based interventions more fully, qualitative data can be used to inform the design of complex interventions [8]. However, to date, few such studies are available. A systematic review and metasynthesis of self-help interventions for EDs [9] identified only four studies that used qualitative methodology to understand people’s experience of web-based interventions. Through meta-ethnography, six concepts related to users’ experiences of the programs were synthesized. Intervention-related factors included anonymity and privacy, accessibility and flexibility, and guidance. User-related factors included agency/autonomy, self-motivation, and expectation/attitude. These revealed some unique advantages of computer-based interventions, namely, the neutrality and the machine-like properties of the computer that shield the participants from other users and their online therapists or coaches. This is in contrast to potentially emotionally hotter face-to-face therapy, where patients might feel judged. There was a sense of increased fluidity as to where and when users could access the intervention, which required greater motivation. Health care professionals were seen as a guide, coach, or facilitator rather than a therapist. Some users viewed web-based interventions as a first step toward recovery, which might need to be supplemented with face-to-face therapy. An additional study on the views of people with EDs on online self-help interventions agrees with this point (Yim et al, unpublished data, 2020).

The Technology Acceptance Model is a framework to help understand users’ adoption and acceptance of information technology. This model posits that a potential user’s intention to use a technology and their actual usage behavior is based on the perceived usefulness and ease of use [10]. These factors have not been examined in depth in most clinical trials that focus on the efficacy of web-based interventions in EDs. Qualitative studies, especially if integrated into large-scale randomized controlled trials (RCTs), can enhance our understanding of any contextual factors as well as facilitators and barriers that influence an intervention’s acceptability, efficacy, and scalability [11]. However, in many RCTs that report on qualitative process data, these are published only after study outcomes are known, which has the potential for confirmation bias when interpreting the process data [12].

**Objectives**

This study is a qualitative process evaluation of an ongoing pragmatic two-country (Germany and the United Kingdom), multiscrat RCT that examines the efficacy of an 8-session, guided, internet-based cognitive behavioral intervention (everyBody Plus) in adult women with BN, BED, and other specified feeding or eating disorder with binge eating (International Standard Randomised Controlled Trial Number [ISRCTN] Registry number: 12608780). Figure 1 shows a collage consisting of screenshots of the intervention. The intervention was administered to individuals who were seeking treatment or currently waiting for face-to-face outpatient treatment, aiming to bridge the waiting time. The UK arm of the intervention was developed to closely match the German program equivalent, which had been adapted from Student Bodies before the translation and editing of the English trial intervention content. Student Bodies was previously shown to be effective in reducing ED symptoms in RCTs of young women with subthreshold eating disorders [13,14]. The high usability of Student Bodies for EDs had previously been demonstrated in a mixed methods study of 9 users with usability ratings of 83.1 out of 100 [15]. In the UK trial, the main adaptations included updates on the layout of the program, replacing lengthy text passages with explanatory videos, and including written and audio testimonials of fictitious participants. Each session took approximately 1 hour to complete. Further details on the intervention and the trial can be found in the protocol [16]. The expected follow-up completion was in May 2020, followed by quantitative analysis of the RCT. Importantly, the process data are reported before completion, as recommended by Oakley et al [12].

The aims of this study are as follows:

- Explore participants’ experiences of the everyBody Plus web-based intervention
- Add to and complement the future quantitative RCT findings
- Add to the emerging literature on people’s experiences of web-based interventions for BN and BED
Figure 1. A collage of screenshots of the everyBody Plus intervention.

Methods
The reporting of this study followed the Consolidated Criteria for Reporting Qualitative Research (COREQ) [17].

Participants and Procedure
A total of 341 adult females were recruited into the larger RCT (ISRCTN Registry number: 12608780) from June 2016 to May 2019. Of these, 227 were from the United Kingdom. The mean age of these participants was 30.7 years (SD 10.8), and their mean self-reported BMI was 31.4 kg/m$^2$ (SD 13.8). The UK participants were recruited through 15 NHS Foundation Trusts, through national and regional ED charities (Beat, South Yorkshire Eating Disorders Association, and National Centre for Eating Disorders), and through King’s College London email circulars and social media and word of mouth (for details of the RCT inclusion and exclusion criteria, please refer to the study by Vollert et al [16]). All the UK participants (N=113) allocated to the intervention condition were eligible to participate in this study in 2 different ways. First, if they had completed at least one module on the platform (n=104), their real-time feedback quotes were extracted from the platform. At the end of each module, participants were asked “Did you find this session useful?” and “We would love to hear your opinion of this session, both positive and negative comments!” where they could provide feedback. A further avenue for feedback was the group forum under the thread Session 8: Review. Informed consent was obtained before the commencement of their participation in the RCT. Ethical approval for the RCT was obtained from the UK Health Research Authority (reference no. 16/NW/0888).

In addition, all 113 UK participants allocated to the intervention were invited to take part in a telephone interview to discuss their experiences about the intervention via email and messaging on the online platform, where further informed consent was obtained from those who decided to participate. The analysis involved UK participants only, as the language differences hindered the ability to conduct an integrated analysis. A total of 12 participants (aged between 21 and 60 years; mean 42.2, SD 13.8; mean BMI=32.7, range 19.9-50.6) consented and took part between June and August 2018. Those who did not take part did not provide any reason. Moreover, 9 interview participants completed all 8 intervention modules, 1 completed 7 modules, and the remaining 2 completed 5 and 6 modules. For clarity, Figure 2 shows the participant breakdown of this study within the larger RCT.

A semistructured interview guide was devised for the purpose of the study, which included questions on expectations, acceptability, content, and user experiences (UX; Multimedia Appendix 1). The topic guide was devised with reference to similar studies [18] and the Technology Acceptance Model [10]. Interviews were conducted over the phone by the first author SY, and the duration ranged from 20 to 60 min. No incentive was given for interview participation. Interviews were audio recorded with the participants’ permission. Field notes were made during the conversations to include the interviewer’s thoughts but were not used in the analysis.
Data Analysis
Real-time participants’ quotes on the intervention platform and interview transcripts were transcribed verbatim by the first author SY. The two sets of data were combined and analyzed together and not linked by participants. The data were entered into NVivo software (QSR International, version 12) for analysis. Although the real-time feedback offered a naturalistic perspective of participants’ experiences of the intervention with minimal influence of the study team, the interview transcripts allowed a more in-depth, elaborate perspective for analysis. Reflexive thematic analysis (TA) was chosen for analysis [19] because it is theoretically flexible and is useful for a relatively large set of data. The analysis broadly followed 6-step process by Braun and Clarke (2013) [20]: SY led the data extraction and transcription. First, SY familiarized herself with the data. The data were coded inductively with a mix of latent and semantic coding. Initial themes were generated after coding all transcripts, following which the codes were refined. A thematic framework was then developed and discussed with author US with illustrative examples for clarification and refinement. A critical realist approach was adopted [19], based on the idea that a real world exists but meanings are constructed and influenced by context. Although both in-session feedback and interviews rendered a relatively large sample for qualitative research, we did not aim for data saturation or complete analysis of data but instead focused on conceptual rigor [21]. We also did not include frequencies or percentages in our analysis following the guidance from Braun and Clarke [22], as the frequency of similar responses might not determine the value or relevance to the research question. Similarly, the frequency count might not be appropriate, as we could not assume the meaning of the absence of certain themes among some participants’ responses. As this approach is regarded as a big Q philosophically and procedurally, in contrast with small q versions of TA [23], multiple coders are not necessary in this approach.

Service User Involvement
All 113 participants were invited to review the paper through the intervention platform. Two participants expressed interest in reviewing. The paper was sent via encrypted email, and the feedback was positive in general. They indicated that the paper was easy to read. The results and limitations sections were subsequently modified in response to the feedback. For example, the timing of the process study was noted as a limitation for not being able to capture how the intervention facilitated or hindered the subsequent face-to-face therapy.
Reflexivity

The first author, SY, was aware of her multiple roles in the trial as a study coordinator, as one of the online therapists, and as an interviewer. Although this might help develop trust and closeness, as some participants had electronic contact with her during the trial, this relationship might bring bias when interviewing participants. To reduce bias, possible themes and preconceptions were discussed with the wider team. Author EB conducted interviews with the participants for whom SY was assigned as their online therapist.

Figure 3. Coding tree. ED: eating disorder.

Results

Overview of Themes

Four themes were identified, including (1) tailoring user journey, (2) a flexible and everyday intervention, (3) reflections about their ED recovery, and (4) not a one size fits all (Figure 3). We describe these themes using the illustrative samples below. Please see Multimedia Appendix 2 for a detailed and comprehensive set of quotes.

Tailoring User Journey

This theme was closely related to the design and UX of web-based interventions in which participants expressed a strong desire for a more tailored, personalized user journey. A varied usage pattern was shown: although some participants used the program whenever they had time, on the go, or whenever they received a reminder, other participants went through the program at dedicated times.

The participants had a mixed UX. Some considered the interface easy to navigate and technical issues were minimal, whereas others pointed out the less user-friendly aspects. For example, one participant said on the group discussion forum:

*I also found the UX really bad. It’s like eating a lovely biscuit that has sand in it. It doesn’t matter how lovely the biscuit is, the sand ruins it.* [Group forum, GF]

Sessions were seen as too lengthy (each session could take around an hour to finish), especially for those with poor concentration. For some, self-identified perfectionist tendencies meant that the tasks became “stressful to try to absorb” or even overwhelming to cope with.

Two subthemes were identified: (1) customization and (2) personalization. Customization allows users to adapt features according to their preferences. One of the features was notifications or reminders. In general, participants welcomed the email notifications reminding them, for example, to complete self-monitoring diaries or be notified when a new message was received. Nevertheless, participants seemed to prefer to be given the option to adjust the frequency (eg, daily or weekly) and the type of notifications (eg, text or email) to suit their needs:

*(The) programme should fit around the user more, rather than the user having to fit around the programme.* [GF]

Currently, the program allows the adjustment of the frequency of the reminders and has the option to switch off the notifications. However, there was no SMS notification, and participants could not adjust the receiving time of the notifications.

Personalization was another common factor influencing the UX. Participants appreciated the use of multimedia such as text, pictures, and audio to suit different learning styles. In addition, many participants wished for a bookmark or personal route functionality, where they could immediately access the page they last visited, as the sessions were long and too cognitively demanding to finish in one go. A participant contended:
I don’t like about the user-friendliness is that if I close the page partway through, even if I do an intermediate save, next time I open the session in a new window I must start from the beginning and click through all the pages to where I previously was. [In-session feedback, SF]

Participants showed different preferences regarding the type of technical device used. Different motivational factors were at play when using mobile phones or laptops. Mobile phones seemed to be suited for doing the program while on the go:

When I am out, I don’t take my laptop with me...my phone, I will just bring my phone...that I can just log in and do the main thing, like the diary, symptom tracker, get hold of people, so it does definitely help having an app. [P9, interview, I]

Using the intervention on a mobile phone might also be more private, especially in households where a laptop was shared among the family members. However, an advantage of using a laptop was to allow a space to reflect, as users may easily get distracted when doing the program on the go. For example, a user said:

...going onto a laptop and doing some kind of regular, some sort of like a class or something, actually made it, gave it a bit more weight, made it feel like I was taking it a bit more seriously, so I personally found doing it via a laptop would probably be better in terms of my level of engagement. [P9, I]

Furthermore, an issue highlighted by participants was that the mobile version did not include all the intervention materials:

I don’t think you could access it on your mobile in the same way, it was just stripped. You have to go onto the computer to do some of it. [P7, I]

A Flexible and Everyday Intervention

The online nature of the program made it easy to embed the intervention into their everyday lives:

I found sometimes during therapy though, it became like a silo, separate from your normal life. Whereas this, because it became part of your normal life, you could think about it, think about reflecting on aspects of your life, whilst you is it almost. [P7, I]

They were able to flexibly go over the notes whenever and as many times as they wanted to (eg., “I often struggle to remember things discussed during therapy sessions”). The idea of engaging with the program on an ongoing basis through the program content and diary logging, reflecting on oneself regularly, also created a sense of continuity of self-improvement. For example, as participant 11 put it:

And I think, what I like about it, because you’re doing these diaries weekly, you are working on yourself all the time.

However, despite the advantages of the guided self-help intervention being online, additional downloadable or offline materials were still preferred by some participants. In this way, they could go through the materials at their own pace; otherwise, the process might become “too quick” and “difficult” (P5, I).

Reflections About Their ED Recovery

Many participants described the helpfulness of the program (eg., “Lots of info. A lot to take in. Helpful reflection and realisation.”) in relation to 4 broad areas: (1) cognitive, (2) emotional, (3) interpersonal, and (4) behavioral aspects.

Cognitively, the program helped them gain new understanding and insights about their ED. One participant said:

I didn’t realise an ED was related to black and white thinking, to me that was part of my other diagnosis (borderline personality disorder), I didn’t realise it impacts my eating at all. [P9, I]

Some mentioned specific program elements as helpful, for instance:

I can see that I have changed my attitude to exercise...now it is about contributing to more mental health and physical wellbeing... [P6, I]

Nevertheless, some thought that the program did not offer any new information. Others thought it was still important to be reminded even though they were aware of the information:

I have seen and done some of these things before but they are equally valuable and need to be returned to again and again. I realise how obsessed I have been and still am to a degree with my body and how shame and disgust still rule me even though I have spent most my life with eating issues. [IF]

Emotionally, participants mentioned being better at regulating their difficult emotions and gaining self-confidence and acceptance. One person described “feeling comfortable in her own skin now, which was an odd feeling” (P9, I). In relation to interpersonal relationships, one participant thought she had learned to deal with people’s comments about her instead of resorting to binge eating, and some mentioned being able to participate in social situations that involved food, such as family meals.

The practical techniques introduced in the program, such as the use of a reflection diary, mindfulness, and carrying out behavioral experiments, were seen as useful by some participants in affecting behavioral changes. Specific targeted behaviors included having fewer binge eating episodes as well as examining and reducing avoidance behaviors. For example, P3 said:

I ended up having like 6 weeks which I haven’t binged at all, which was a massive achievement to me.

Participants appreciated the action-oriented nature of the program:

I found that quite helpful, because you are putting it into practice. You are not just reading, you are doing something. [P1, I]

Not a One Size Fits All

Participants’ attitudes to and views of perceived usefulness and relevance of the program content were mixed. They also showed
different engagement styles in the group discussion forum. As P2 noted:

*People have different pasts and some have been struggling for years and years, and for some of them it’s a wake-up call...knowing that this isn’t best for all.*

Participants were in different stages of recovery, and their EDs were maintained by different factors. It could be difficult for a program to be “geared around different people, different levels, identifying the balance” (F3, I).

Participants held a spectrum of attitudes toward engaging with the program as well as communicating with their online therapist. Several participants pointed out that the delay in receiving help from the NHS prompted them to try other forms of support:

*Yeh, I’m one of the lucky ones, because if not I’d still be waiting, you know its 14 months, I waited for any kind of help and you know and that’s a long time without help and I can see why people with eating disorders whichever one it is, end up, you know, doing silly stuff, self-harming or committing suicide, it’s because you’ve just got no one to help.* [P12, I]

To some participants, the intervention felt like a “God-sent,” to “help kickstart things again” (P4, I). Some held a curious stance, wanting to try something new:

*I just really wanted to do it, you know, it was something I hadn’t heard about before and just really wanted to do it.* [P11]

Others held a more ambivalent or skeptical view. Some participants hoped for more intensive and face-to-face help, especially those who considered themselves as “very, very, seriously unwell.” P10 also argued that as the program was intended for people who were on the waiting list for therapy, knowing that she would be receiving therapy soon, she “didn’t invest in the programme a lot,” but instead she was just “reading, ticking the box, that kind of thing.”

Divergent attitudes were also held regarding the therapist-user interaction. It was acknowledged that although this form of intervention helped reduce the power imbalance between the user and the therapist and kept users accountable and on track, the flip side was that the remoteness of the therapist-patient interaction diminished the trust in and the sense of *human-ness* of the therapist. To illustrate, some participants mentioned that they did not feel like a patient when accessing the program:

*I think that power imbalance when you are in therapy, almost keeps you with that eating disorder, whereas this doesn’t because I found it quite empowering, because I was in control, I could have clicked on this module or not, take the information or not, but it was different for me.* [P7, I]

On the other hand, other participants found the online therapist difficult to relate to as they did not know who they were. Although some expected to receive some *expert help* even though it was not an *in-depth therapy*, they were doubtful about the therapist’s qualifications and wondered if:

*It was a very clever algorithm because the responses were very packed and formulaic...Maybe it’s something about online that it’s very hard to kind of set up that relationship...I admit it must as well be it’s been hard for me to get past my own prejudices.* [P2, I]

In relation to the program content, the difference in the perceived relevance and usefulness of the program was further complicated by issues around intersectionality, such as gender, discrimination, prejudice, and disability. P2 felt the program did not capture the complexity of the issue, and the program needed to “acknowledge that society impacts on women in different ways, and different people experience it in different ways.” Comorbidity also influenced participants’ ability to work on the program. For example, P1 said that it is not that easy for her to take the learnings onboard when her mood was low, and she felt depressed.

In particular, participants who were older (over 50 years) and those living in larger bodies felt they were not well served by the program, as reflected in the examples, case studies, and exercises. One user commented:

*I feel the course has been totally dismissive of any problems that come with obesity. It is not represented in any of the examples given, any questions asked or any exercises offered...A lot of it seems based on the idea that we should just accept our body. Well, I'm currently walking past posters from Cancer Research telling me that OBESITY is one of the largest causes of cancer, and I'm meant to ignore that in favour of feeling good about my body, am I?” [SF]

The other example was shown in the case studies, where people with BED did not find that the case studies resonated with them or saw the photos used as being *glamorized* and not *authentic* but *imaginary*. Participants who were older felt that the program seemed to target a younger audience, a participant expressed that “there was no elderly women in the pictures in the program” For example, P7 expressed the following:

*It seems slightly more geared towards younger women than older women, say those little videos and everything...Getting old with an eating disorder is a different challenge in itself...I think I hear things about women my age with an eating disorder, it always feels a little bit like it’s been written off, like there's no hope after a certain age if you have it for a certain amount of time that it will be with you for life.*

The series of mirror exposure exercises in the program exemplified the issue about the relevance of the program to some extent. Some mentioned that those exercises were clearly geared toward people with normal weight. That said, most participants found the mirror exercises challenging, although some found them useful in boosting self-confidence and self-acceptance. A user (P9, I) mentioned “at the end of the day, anything that’s worthwhile isn’t gonna be easy.” Furthermore, some participants felt that attractiveness was overemphasized in the program. Users disagreed with the focus...
and felt they did not “give a damn about the media portray(al)
of what an ideal body shape or weight is” (SF). Others did find
the focus on external factors useful. For example, a user
mentioned that it made her realize how her “distorted body
image was in many ways the by-product of a distorted beauty
ideal” and that recognizing that this was part of a long
socialization process gave her a degree of comfort.

Participants who found the program unrelated and not very
useful shared reflections on its potential to exacerbate unhelpful
or distressing thoughts and behaviors. A user posted on the
platform:

I had become very depressed and had begun to think
about self-harming as a way of relieving the tension
and anxiety I was feeling. I realised a lot of that was
coming from the exercises we had been doing as part
of the programme, and my frustrations with the
programme. [GF]

One interviewee decided to stop doing the program. However,
there were also participants who found the program
comprehensive and “didn’t appear to have anything lacking”
(P4, I) and found the case studies engaging and useful.

The inability to relate to the program was also shown in the
group discussion forum, acting as a barrier to engagement. Some
participants did not feel included or that they fitted in the forum
due to having different perceptions of their issues or not wanting
to upset others. A user said:

I am not a big girl, I am a normal size, I am trying to
join in a conversation about how you feel about how
you look when you know that there are people out
there, that battling harder in a way, because they are
so large. I just couldn’t feel I could do it, so it’s
difficult when there’s being such different from other
people using the forum. [P4, I]

A myriad of engagement styles on the group forum was
displayed. Some people used the forum to support others and
be supported, which helped them to feel less alone (P11, I).
Other users described being a lurker in the group, reading others’
messages as opposed to being actively engaged. For instance,
one of them mentioned that this was not for her and that she
never wanted to participate in anything by writing or asking for
support (P10, I).

Discussion

Principal Findings

In line with the stated aims of our study, namely, to understand
participants’ experience of the everyBody Plus web-based
intervention, to add to and complement future quantitative RCT
findings, and to add to the emerging literature on people’s
experience of web-based interventions for BN and BED, our
TA generated 4 themes:

1. Tailoring the user journey: users had mixed feedback
regarding the UX and the design of the program and
expressed that the web-based intervention should be both
customized and personalized.

2. A flexible and everyday intervention: the program’s online
nature favored flexibility and continuity to embed the
program into daily lives.

3. Reflections about their ED recovery: participants reported
positive impacts of the program from a cognitive, emotional,
interpersonal, and behavioral perspective.

4. Not a one size fits all: attitudes regarding the program
content (case studies and the group forum included),
usefulness, and relevance were divergent. In particular,
participants who were older and had a larger BMI held more
negative views.

Many of the comments encompassed within these themes speak
to more than 1 of our 3 study aims. We discuss the findings
from each of the themes in the following paragraphs.

In relation to theme 1, the UX of the program, concerns over
lengthy content alongside a lack of a bookmark function to track
users’ progress, reduces the perceived ease of use, as postulated
in the Technology Acceptance Model. These findings highlight
the need for using in-depth service user involvement in
co-designing interventions before embarking on clinical RCTs.
For example, Graham et al [24] argued for the importance of
design research methods (eg, think-aloud protocol, ethnography,
and user testing) in the development of web-based interventions
for EDs. In this study, some of the problems identified here
with UX could perhaps be prevented if a formal UX study had
been carried out before the RCT; yet, due to aligning with the
German version of the intervention and time constraints, a prior
study was not done. Although we did not conduct a formal
usability study here, our participants’ comments suggest a much
more mixed usability experience than that found by Nitsch et
al [15]. This may be because in the Nitsch et al [15] study,
participants were women aged 18-25 years with an interest in
improving body image and reducing disordered eating behaviors,
who were recruited via the internet or social media and who
were reimbursed for participating in the study. Thus, their views
may not fully reflect those of people with clinical EDs included
here. A limitation here was that the mobile version did not
include all the intervention materials that were accessible on
the laptop or desktop version; thus, we could not firmly draw
any conclusion on the perceived relative merits of mobile or
web versions. However, the analysis reflects that rather than
designing an intervention as either mobile-first or on the web,
a hybrid approach could be adopted. Participants pointed out
the different nature and usage patterns of mobile phones and
laptops. The findings of this study echo a previous study by
Morrison et al [25]—they found that the mobile app content
was typically used on-the-go and browsed for shorter periods.
Different elements of the program could be augmented on
mobile or laptop versions, and the choice should be promoted,
which also includes having an option to download the materials
or have an offline reading. Participants’ feedback about the
laptop version, making them take the intervention more seriously
and allow them more space for reflection, matches the findings
of Deninson et al [26]. These authors reported that apps were
seen as more disposable rather than a long-term commitment.
Although convenience is an important factor for adoption in
digital health intervention [15], it seems that for sustained
engagement, the benefits of using a laptop need to be considered,
especially when the program materials are complex and require active reflection.

In relation to theme 2, the flexibility of the web-based program transcends geographical and time restrictions, indicating an advantage of this form of intervention delivery, as previously noted in other qualitative studies (refer to the review by Yim and Schmidt [9]). A further advantage is the ease with which the intervention is integrated into people’s daily lives. As the therapy time is not scheduled, flexibility allows participants to access the intervention at any time, including when they are struggling with their symptoms. Completing a weekly symptom diary also gives a momentum to work on making psychological and behavioral changes. This advantage has not been mentioned in previous studies on web-based interventions for EDs. Andreassen et al [27] described a changing spatial configuration of intervention delivery from clinical spaces into domestic spaces in eHealth and postulated that this might make the difficulty more pronounced at home. In the current context, perhaps the change in therapy space is beneficial as users could reflect and access support while living it. This supports the concept of agency synthesized in the meta-ethnography by Yim and Schmidt [9], where users have more control over the therapy and hence their recovery.

Findings from theme 3, namely, participants’ reflections on their EDs are broadly consistent with meta-analysis by de Vos et al [28] regarding the criteria for ED recovery. In addition to ED symptom reduction, participants mentioned psychological, behavioral, and interpersonal changes. These reflections seem to be more comprehensive than themes identified in previous studies such as improvements in bulimic symptoms [29] and changes in ED symptoms [30], thereby increasing the perceived usefulness of the program. Indeed, the impact of EDs goes beyond cognitions and behaviors, with individuals with EDs experiencing interpersonal difficulties [31] and difficulties in emotional regulation [32]. Hence, the results of this study suggest that this web-based program has the potential to encompass a more comprehensive approach and to enable people to make holistic changes and improvements in their lives.

In relation to the fourth and last theme, similar to previous qualitative studies (refer to the review by Yim and Schmidt [9]), very heterogeneous attitudes and feedback were found. The dialectic of anonymity and safety versus remoteness and the robotic quality of web-based interventions highlights the idea that the computer can be perceived as a shield and buffer, yet could also be hard for participants to relate to. This was compounded by the complexity of the diverse engagement patterns in the group forum. Our previous study on people with EDs’ and their carers’ views on online self-help discussed the importance of interaction among participants and the community formed in the group discussion forum to break the isolation (Yim et al, unpublished data, 2020). However, this study reveals a more complex picture. We show the risk of further pushing people away due to not being able to identify with others in the group or fear of receiving unhelpful comments. Such findings are similar to qualitative studies on group cognitive behavioral therapy for EDs, whereby participants also commented on the composition of groups and how feeling different from others can interfere with how supported they feel [33]. The division was particularly felt among users of different body sizes and the extent to which they engaged in compensatory behaviors. This raises questions around how a supportive community could be formed as well as how group forums could be moderated to foster inclusivity of people with different characteristics.

**Strengths and Limitations**

To our knowledge, this qualitative study is the first process study within a larger RCT that included both in-session feedback and interviews in the analysis of a digital intervention for EDs. The incorporation of real-time feedback from all participants (N=104) was a key strength, ensuring representativeness and generalizability of our findings. However, the sample size of the interview component of the study (n=12) was small, and the interviewees were not fully representative of the whole sample in some aspects, as they were older and a high proportion had completed the full intervention when compared with the 36.3% (41/113) intervention completion rate of the UK sample in the RCT. When considering its limitations, themes relating to how the program facilitated or hindered face-to-face therapy were not generated. It would be useful to understand how the program might be synergistic or in conflict with the therapists’ approaches when participants were off the waiting list, as the intervention was intended to bridge the waiting time between referral and face-to-face treatment. One should be cautious that the results of this study were based on data from the UK participants in the everyBody Plus trial only and may not fully represent the experiences of people from other countries using the everyBody Plus intervention in different cultural or health care contexts or those of people using other web-based interventions for EDs. Additionally, this program was designed for adult females, and the scope of feedback excludes the experiences and views of male users of web-based interventions. Nonetheless, this study raises several important implications for the RCT and for research into eHealth for EDs in general.

**Implications for Future Research and Practice**

**Implications for Digital Interventions for EDs in General**

Research on intervention efficacy and effectiveness needs to consider the program layout and usability, and design research methods [24] should be adopted before any large-scale RCT to minimize technical issues affecting intervention uptake and adoption. Participants’ different preferences for mobile or laptop use suggest that instead of designing for either eHealth or mHealth, programs should be designed as a hybrid, giving users a choice. Some features that are more routine and can easily be done on the go, such as self-monitoring diaries, could be designed as mobile-first.

Clinically, this, like other web-based interventions that may be used while people are waiting for face-to-face therapy, shows potential for increasing access and preparing people for therapy through teaching cognitive behavioral principles and helping them reflect on their thinking and behaviors. Clinicians need to be aware of and monitor people’s motivations, explaining the purpose of the program as a treatment intervention in its own right, to avoid people treating this as a tick-box exercise knowing that they have already secured face-to-face therapy sessions.
In addition, our findings cast doubts on the possibility of designing a program that is inclusive of and speaks to the full range of people with binge eating–related issues. Another issue any web-based program needs to consider is the potential harm group forums may pose to people who do not identify with others in the groups, as found here. Future research and design of web-based programs may want to consider using more tailored group forums, depending on key clinical characteristics. For instance, having separate forums for those who do and do not use compensatory behaviors, such as self-induced vomiting, could allow participants to feel more included and make the forums more relevant to their specific needs.

**Implications Specific to everyBody Plus and the RCT**

For the everyBody Plus intervention specifically, the results reveal the need for future iterations to improve the UX. The Technology Acceptance Model identified *ease of use* as a factor for technology adoption. Improving the UX will be paramount to increase adoption and adherence. In the version used in this study, there was no way for participants to return to the page they last visited or to bookmark information. As the modules were perceived as long, the bookmarking function was important. The mobile version needs to be improved as some of the training materials are accessible only via a laptop or desktop computer.

At the time of writing this paper, the main findings from the trial in relation to the clinical outcomes are yet unknown. Although the main analyses of the RCT (from which the present data are drawn) are prespecified in the trial protocol [16], qualitative data such as those presented here may offer ideas for additional, more exploratory (moderator) analyses and offer a nuanced understanding of reasons explaining the attrition rate in the main intervention.

**Conclusions**

In conclusion, this study has highlighted what participants find helpful and positive about this web-based intervention and provided suggestions for improvements to the future design of such interventions. This will help inform and complement the upcoming analysis of the RCT to allow us to better draw conclusions on the next steps for the web-based intervention. Ultimately, these findings also generate insights for interested parties when designing and evaluating complex digital health interventions.
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Abstract

Background: Refugees have an increased risk of developing mental health problems. There are insufficient psychosocial care structures to meet the resulting need for support. Stabilizing and guided imagery techniques have shown promising results in increasing traumatized refugees' emotional stabilization. If delivered via audio files, the techniques can be practiced autonomously and independent of time, space, and human resources or stable treatment settings.

Objective: This study aimed to evaluate the self-practice of stabilizing and guided imagery techniques via digital audio files for traumatized refugees living in a reception and registration center in Germany.

Methods: From May 2018 to February 2019, 42 traumatized refugees participated in our study. At T1, patients received digital audio files in English, French, Arabic, Farsi, Turkish, or Serbian for self-practice. Nine days later, at T2, a face-to-face interview was conducted. Two months after T2, a follow-up interview took place via telephone.

Results: At T2, about half of the patients reported the daily practice of stabilizing and guided imagery techniques. At follow-up, the average frequency of practice was once weekly or more for those experiencing worse symptoms. No technical difficulties were reported. According to T2 and follow-up statements, the techniques helped the patients dealing with arousal, concentration, sleep, mood, thoughts, empowerment, and tension. The guided imagery technique “The Inner Safe Place” was the most popular. Self-practice was impeded by postmigratory distress factors, like overcrowded accommodations.

Conclusions: The results show that self-practice of stabilizing and guided imagery techniques via digital audio files was helpful to and well accepted by the assessed refugees. Even though postmigratory distress factors hampered self-practice, “The Inner Safe Place” technique was particularly well received. Overall, the self-practiced audio-based stabilizing and guided imagery techniques showed promising results among the highly vulnerable group of newly arrived traumatized refugees.

(J Med Internet Res 2020;22(9):e17906) doi:10.2196/17906
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Introduction

With a prevalence rate of approximately 40%, mental health is a major problem for refugees in their host country [1]. Posttraumatic stress disorder (PTSD) is one of the most commonly reported mental health issues [1,2]. Multiple studies support trauma exposure approaches like narrative exposure therapy, trauma-focused cognitive behavioral therapy (CBT), and eye movement desensitization and reprocessing to address PTSD symptoms in the refugee population [1,3,4]. However, displaced people face many obstacles limiting preconditions for trauma exposure therapy, such as frequent reallocation, uncertainty regarding their asylum application outcome as well as financial, intercultural, and language barriers upon arrival [5]. Furthermore, a premature trauma confrontation should be avoided [6]. Hence, providing traumatized refugees with initial stabilizing treatment may be very helpful until the refugees’ surroundings are sufficiently stable for trauma confronting treatment approaches.

Evidence is growing that stabilization techniques positively affect refugees’ mental health [7-9]. In this context, stabilizing and guided imagery techniques in line with Reddemann [10] are promising treatment approaches for adult and minor refugees with PTSD in individual and group therapy approaches [11-14]. The use of stabilizing and guided imagery techniques seems helpful in securing an initial emotional stabilization even under unstable conditions [13,14]. However, all face-to-face therapeutic interventions with refugees face problems of language heterogeneity and the need for space, time, and human resources. Given the fact that online self-help interventions are almost as effective as face-to-face interventions [15,16], modern media with app- and web-based alternatives offer possibilities to bridge these barriers impeding traditional face-to-face psychotherapy.

Web- and app-based studies in health-related areas have increased significantly in recent years. Systematic reviews show positive results from web- and app-based interventions [17-21]. Especially for patients with trauma-related disorders, web-based CBT [22-28], coping strategy programs [29,30], as well as computer games to re-consolidate traumatic intrusive memories [31,32], have been shown to have promising effects in reducing trauma symptoms [33]. Further, app-based self-help interventions using image- and audio-based formats show encouraging effects on distress, PTSD, and depression symptoms [16,34-37]. Therefore, digital psychosocial interventions are a promising approach for asylum seekers and refugees.

This study builds on earlier studies using stabilizing and guided imagery techniques in newly arrived refugees [13,14] to evaluate traumatized refugees’ self-practice of stabilizing and guided imagery techniques via digital audio files using in-depth qualitative analysis. Our research questions were the following: (1) What kind of practicing behavior is shown? (2) Which technical difficulties are reported? (3) What clinical effects do the patients achieve through stabilizing and guided imagery techniques via digital audio files? (4) What difficulties are reported in the self-practice of the techniques via audio files? In previous studies, the guided imagery technique called “The Inner Safe Place” has played a key role [11,12], yet little is known about the experiences with this technique. Hence, we have additionally focused on the question of (5) experiences specific to the guided imagery technique, “The Inner Safe Place.”

Methods

Participants and Study Design

We conducted a prospective, descriptive study using qualitative semistructured interviews. The setting was the refugee state registration and reception center “Patrick Henry Village” (PHV), Heidelberg-Kirchheim, Germany. At the PHV, the University Hospital of Heidelberg, in cooperation with physicians in private practice, operates a medical and psychosocial walk-in clinic [38,39]. Between the end of May and early December 2018, refugees who sought help in the psychosocial walk-in clinic [38] and met our study’s inclusion criteria were referred to treatment with the audio-based stabilizing and guided imagery techniques. Due to follow-up interviews conducted two months later, the overall study period (recruitment and follow-up) was from May 2018 until February 2019. Inclusion criteria were a diagnosis of PTSD, access to a personal smartphone for digital audio file delivery, and fluency in speaking and understanding of one of the following languages: English, French, Arabic, Farsi, Turkish, or Serbian. Exclusion criteria were substance addiction, current psychosis, and age under 18 years. All participants had applied for asylum in Germany or were in the process of applying during the intervention.

Procedure and Ethics

When indicated, the psychiatrists and psychotherapists of the psychosocial walk-in clinic recommended treatment with the audio-based stabilizing and guided imagery techniques to patients and made a face-to-face appointment for an introductory session. During the introductory session (T1), the patients first were asked to complete a baseline measurement via a tablet. Afterward, the psychologist discussed psychoeducational issues with the patients and informed them of the content of the audio files and the aim of stabilizing and guided imagery techniques. Then, the psychologist and the patients practiced the stabilizing and guided imagery techniques together once using the audio files and subsequently discussed the effects and difficulties of each technique. Finally, the audio file was transferred to the patient’s phone in the appropriate language. The introductory session lasted approximately two hours. The booster session (T2) took place nine days later and particularly focused on counseling and feedback regarding difficulties in practicing the techniques using audio files. Since the focus of this study was put on the self-practice of stabilizing and guided imagery techniques using the provided audio files, no further guided practice sessions were undertaken. An interview was conducted with each patient at the end of the session. Two months after T2, the patients were contacted again by phone and interviewed for a second time (follow-up). Three attempts were made to reach the patients for follow-up interviews. If necessary, a telephone or face-to-face translator was involved during the introductory session and the booster session. Figure 1 provides an overview of the study procedure.
Audio Files

The audio file consisted of three parts, namely (1) mindful breathing, (2) the body scan, and (3) the guided imagery technique “The Inner Safe Place,” which are described in more detail elsewhere [13,14]. The audio files were available in English, Arabic, Farsi, French, Turkish, and Serbian (spoken by about 80% of the refugee population in the PHV). Before, the text material of the techniques had been translated by professional interpreters and translators into the respective language and then digitally recorded by native speakers. Except for the Arabic version, all versions were narrated by a female native speaker. The audio files and written instructions are available free of charge [40]. If desired, a printed instruction booklet is also available for a nominal fee.

Psychometric Baseline Assessment (T1)

Prior to the introductory session (T1), a baseline measurement including the Primary Care PTSD Screen for DSM-5 (PC-PTSD-5) [41], the two-item Patient Health Questionnaire (PHQ-2) [42], the short version of the General Anxiety Disorder questionnaire (GAD-2) [43], the Self-Assessment Manikin scale (SAM) [44], and the distress thermometer of the Refugee Health Screener-15 (RHS-15 distress thermometer) [45] were used to assess participants’ mental distress.

The PC-PTSD-5 [41] assesses PTSD symptoms via a list of different trauma events and five binary questions (0 = “no” and 1 = “yes”) on re-experiencing, avoidance, physical reactions, emotional numbness, and trauma-distorted feelings of guilt and blame [41]. With a total score between 0 and 5, individuals with a score ≥3 are identified as patients with probable PTSD. The PC-PTSD-5 shows good sensitivity (.93), acceptable specificity (.85), and good acceptance by patients [46].

The PHQ-2 [42] assesses major depression via two items on anhedonia and depressed mood. Both items are rated on a scale of 0 (not at all) to 3 (nearly every day) and give a total score of 0 to 6. The PHQ-2 shows good construct validity (r from 0.67-0.87), good internal consistency (α=.83) [47]. An overall cut-off score at ≥3 provides a sensitivity of .61 to.87 and specificity of .86 to .92 for major depression in primary care and medical outpatients [42,47,48].

The GAD-2 [43] assesses anxiety disorders via two items on anxiousness and worrying. The GAD-2 ranges from 0 (not at all) to 3 (nearly every day) with a cut-off score of ≥3. The GAD-2 shows a sensitivity of .89 and specificity of .83 for generalized anxiety disorder [43,49]. Internal consistency reliability is acceptable (α=.83) [50].

The SAM [44] is a nonverbal, cross-cultural rating scale [51] widely used for diverse groups of patients, such as for traumatized patients or refugees [52-55]. The individual can choose between five manikin pictures representing the present affective state on the dimensions valence (sad to happy), arousal (excited to calm), and dominance (weak to strong) [53].

The RHS-15 [45] was developed specifically for refugees and asylum seekers. It comprises 14 symptom items that can be answered on a 5-point Likert-Scale. A “distress thermometer” assesses perceived distress on a visual analog scale ranging from 0 to 10. The RHS-15 authors define a screening as positive with a cut-off score set at ≥2 for the symptom items or ≥5 if the distress thermometer is used. The RHS-15 distress thermometer can be used independently and has a good sensitivity (.81-.95) and specificity (.86-.89) [45].

Semistructured Qualitative Interviews

We used qualitative, semistructured interviews to obtain data illuminating the participants’ experiences with the audio files and audio-based stabilizing and guided imagery techniques. The semistructured interviews comprised key questions, which were followed by probing questions; for further details, clarifying questions could be added. Multimedia Appendix 1 shows the interview guidelines and key questions.

Quantitative and Qualitative Data Analysis

Quantitative statistical analysis was carried out by using the Statistical Package for the Social Sciences program version 24 [56]. Demographic variables and baseline characteristics were analyzed using descriptive statistics (frequencies, means, and standard deviations). The qualitative interviews were digitally recorded and transcribed verbatim by independent co-workers using the guidelines for interview transcription presented in Mayring [57]. Statements regarding the refugees’ practicing behavior were analyzed descriptively. The other research questions were analyzed with the software MAXQDA [58] following the principles of inductive content analysis described by Mayring [57]. Here, sentences are identified as the most basic units of meaning [59], summarized into relevant categories, and further grouped into main themes. The categories and main themes were subsequently discussed to reach
consensus or to be adjusted if required [57]. The T2 and follow-up statements have been summarized to facilitate presentation; noteworthy differences between T2 and follow-up interviews are explicitly highlighted.

**Results**

**Sample Characteristics**
A total of 83 patients attending the psychosocial walk-in clinic in PHV were referred to treatment with audio-based stabilizing and guided imagery techniques. Of these, 42 patients (50%) attended the introductory session (T1). All patients attending the introductory session consented to participate. They were aged between 19 and 51 years (mean 33.67, SD 8.3). All patients were invited to attend a booster session nine days later. The booster session (T2) was attended by 19 of 42 patients (45%). Reasons for non-attendance were reallocation (n=7, 17%), self-initiated departure from PHV (n=4, 10%), conflicting appointments (n=2, 5%), as well as reported as inactive (n=1, 2%), hospital stay (n=1, 2%), and imprisonment (n=1, 2%). We do not know why the remaining 7 (17%) patients did not attend. For the follow-up interviews, we attempted to contact as many of the 42 patients as possible. We were unable to reach 18 patients (43%) owing to inactive or incorrect phone numbers, while 7 (17%) patients were not successfully contacted after three attempts. In total, we conducted follow-up interviews with 19 of the participating patients (45%). Table 1 shows the sample characteristics for the total sample of 42 patients attending at least the first session.
Table 1. Sociodemographic characteristics and measurement at baseline for all participants (N=42).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>17 (40)</td>
</tr>
<tr>
<td>Region of origin, n (%)</td>
<td></td>
</tr>
<tr>
<td>Middle East</td>
<td>23 (55)</td>
</tr>
<tr>
<td>Balkan Peninsula</td>
<td>3 (7)</td>
</tr>
<tr>
<td>North Africa</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Sub-Sahara Africa</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Medication, n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Antidepressant</td>
<td>27 (64)</td>
</tr>
<tr>
<td>Neuroleptics</td>
<td>3 (7)</td>
</tr>
<tr>
<td>No information</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Religion, n (%)</td>
<td></td>
</tr>
<tr>
<td>Christianity</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Islam</td>
<td>30 (72)</td>
</tr>
<tr>
<td>Judaism</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Questionnaire scores, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Primary Care PTSD(^a) Screen for DSM-5(^b)</td>
<td>3.93 (0.84)</td>
</tr>
<tr>
<td>PHQ-2(^c)</td>
<td>3.87 (1.57)</td>
</tr>
<tr>
<td>GAD-2(^d)</td>
<td>4.12 (1.56)</td>
</tr>
<tr>
<td>SAM(^e)</td>
<td></td>
</tr>
<tr>
<td>Valence</td>
<td>4.05 (1.10)</td>
</tr>
<tr>
<td>Arousal</td>
<td>2.79 (1.60)</td>
</tr>
<tr>
<td>Dominance</td>
<td>2.98 (1.12)</td>
</tr>
<tr>
<td>RHS-15(^f) thermometer</td>
<td>7.21 (2.22)</td>
</tr>
</tbody>
</table>

\(^a\)PTSD: posttraumatic stress disorder.
\(^b\)DSM-5: Diagnostic and Statistical Manual of Mental Disorders, 5th Edition.
\(^c\)PHQ-2: Two-item Patient Health Questionnaire.
\(^d\)GAD-2: General Anxiety Disorder questionnaire.
\(^e\)SAM: Self-Assessment Manikin scale.
\(^f\)RHS-15: Refugee Health Screener-15.

Psychometric Baseline Assessment (T1)
The baseline scores for PTSD, depression, anxiety disorders, perceived distress, and affective state are presented in Table 1. On average, the patients reported four trauma experiences (mean 4.02, SD 1.71, range 1-7). The most frequently reported traumatic events were experiencing torture (27/42, 64%), being physically or sexually assaulted or abused (25/42, 60%), being imprisoned (23/42, 55%), seeing someone being killed or seriously injured (23/42, 55%), experiencing a war (20/42, 48%), and losing a loved one through homicide or suicide (16/42, 38%). Except for one patient, all patients confirmed three trauma symptoms and fulfilled the criteria of a possible PTSD according to the PC-PTSD-5. Furthermore, 28 (66%) patients reported suffering from four to five different PTSD symptoms. Additionally, 30 patients (71%) fulfilled the criteria of major depression, and 32 patients (76%) displayed symptoms of a generalized anxiety disorder. Furthermore, 38 patients (90%) scored positive on emotional distress assessed by the RHS-15 distress thermometer.
Table 2: Statements regarding the self-practice behavior of stabilizing and guided imagery techniques.

<table>
<thead>
<tr>
<th>Variables</th>
<th>T2(^a)</th>
<th>Follow-up(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of practice, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3/day</td>
<td>4 (21)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>1/day</td>
<td>6 (31)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2-4/week</td>
<td>5 (26)</td>
<td>6 (31)</td>
</tr>
<tr>
<td>1/week</td>
<td>2 (11)</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Stopped</td>
<td>2 (11)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>Techniques were experienced as, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helpful</td>
<td>14 (74)</td>
<td>11 (58)</td>
</tr>
<tr>
<td>Partly helpful</td>
<td>3 (16)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>Not helpful</td>
<td>2 (11)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Most helpful technique, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breathing</td>
<td>4 (21)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Body Scan</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Guided imagery</td>
<td>10 (53)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>No statement</td>
<td>4 (21)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Place for self-practice(^c,d), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Room</td>
<td>14 (82)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Outside</td>
<td>5 (29)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>No statement</td>
<td>3 (18)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Time of self-practice(^c,d), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morning</td>
<td>9 (53)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Daytime</td>
<td>9 (53)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Evening</td>
<td>8 (47)</td>
<td>9 (60)</td>
</tr>
<tr>
<td>If symptoms were perceived</td>
<td>0 (0)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>No statement</td>
<td>4 (24)</td>
<td>2 (13)</td>
</tr>
</tbody>
</table>

\(^a\)N=19 patients, who attended the booster session (T2), interviews held face to face directly after the booster session.
\(^b\)N=19 patients who were available via telephone two months after the booster session (follow-up), interviews conducted via telephone.
\(^c\)These sections only include the answers of patients practicing the techniques: T2 n=17, follow-up n=15.
\(^d\)Multiple answers were possible.

Results of the Inductive Content Analysis of the Interviews (T2 and Follow-Up)

We identified and coded 344 single statements from the T2 interviews and 334 single statements from the follow-up interviews. From these codes, we created twelve categories, which were then summarized into four main themes. Examples of each category are shown in Multimedia Appendix 2.

The Audio File as a Tool for Self-Practice (68 Codes)

In the T2 interviews, the patients gave feedback regarding the audio files at the technical and content levels.

Technical Difficulties With the Audio Files (38 Codes)

Most patients (n=15, 79%) denied any technical difficulties with the audio files, while 4 (21%) patients reported technical difficulties largely in connection with their smartphone. One patient could not listen to the audio file because his smartphone was stolen, and another’s smartphone broke. One patient reported difficulties in retrieving the audio file on his smartphone. The fourth patient received the audio file via e-mail because his smartphone was unable to connect with the other device for transferring the audio file in the introductory face-to-face session.
Structure of the Audio Files (30 Codes)
Most of the patients stated that the voice and speed of the speech felt comfortable and natural for them. Some patients shared that they memorized the instructions. One patient remarked that the entire audio file might be too long as he sometimes falls asleep before the audio file has finished. Another appreciated the audio files but said it was not comparable to face-to-face contact with a therapist. Furthermore, some patients said that they were unable to follow the instruction of closing their eyes as it caused them discomfort.

Effects of Audio-Based Stabilizing and Guided Imagery Techniques (187 Codes)
The patients described stabilizing and guided imagery techniques via audio files as valuable for the relief of several clinical symptoms.

Arousal (44 Codes)
Most of the patients stated that stabilizing and guided imagery techniques helped them to feel more relaxed and calm immediately after practicing as well as in the long-term. One patient reported being able to regulate his heartbeat better. Others felt more comfortable with practice, both mentally and physically. Some patients noticed that they felt less stressed in the long run, which motivated them to continue practicing.

Tension and Sleep (38 Codes)
Most of the patients stated that stabilizing and guided imagery techniques helped them to reduce body tension immediately after practice. Some felt less pain in the lower back or neck. One patient shared that the techniques helped her with breathing because the tension and stress around her neck had improved. The patients further stated improved sleep during the night and a reduction in feelings of hardly ever getting a good night’s sleep or merely a few hours of sleep. In follow-up interviews, some patients highlighted feeling as if they had more physical energy for their everyday lives.

Thoughts and Concentration (50 Codes)
At T2, most of the patients stated that the techniques helped them to focus on the here and now. Ten patients mentioned improvements in their concentration in the short- and long-term, such as when going to German language classes. Some mentioned feeling less forgetful than before or remembering more things than before. Some patients shared that they were able to escape from the problems of their everyday life while practicing the techniques. At follow-up, they frequently mentioned that they had fewer negative thoughts, fewer worries, and more positive thoughts compared to before practicing the techniques.

Mood and Empowerment (55 Codes)
Most patients stated feeling pleasure and relief during self-practice. Some reported feeling better while practicing the techniques, and others reported being in a good mood after practicing. One patient said that he felt increased inner freedom during the practice of the techniques; others felt renewed hope. Additionally, some patients reported feeling revitalized after practicing at follow-up. Three patients mentioned that they were able to get closer to and communicate better with other people.

One participant said that he started going into town and engaging in small talk. One patient also reported feeling greater confidence.

Difficulties With the Audio-Based Stabilizing and Guided Imagery Techniques (110 Codes)
Patients reported internal and external challenges with self-practice of the stabilizing and guided imagery techniques.

Accommodation Situation (40 Codes)
The patients struggled with the living conditions in their current accommodation and reported feeling very uncomfortable. For most patients, it was difficult to cohabit with so many different people. Many patients said there was no space for them to calm down and use the techniques. If they were a family, the entire family shared one room without time and space to oneself; some shared with their children and had to take care of them. Many reported difficulties because of the very noisy environment on top of the lack of privacy.

Lack of Concentration (34 Codes)
The patients said it was difficult for them to concentrate on the instructions and remain focused. Several patients mentioned that recurring and painful thoughts, like worries about family members in their home country, the asylum procedure, or fear of persecution, would distract them. Others remarked that memories of bad events or periods sometimes came to mind during self-practice. Some patients stated they were so depressed and withdrawn that they did not want to practice or listen to anything.

Only Short-Term Relief (36 Codes)
Several patients indicated difficulties in accepting that the relief from the stabilizing and guided imaging techniques was only temporary. Some of the patients stated that, at the outset, they had too-high expectations of the long-lasting effect of the techniques. One patient reported feeling disappointed because he still felt burdened by symptoms despite having practiced the techniques. The patients mentioned that they sometimes felt that the techniques did not affect their well-being because they were unable to combat the problems they faced every day.

Appraisal of the Guided Imagery Technique “The Inner Safe Place” (71 Codes)
Containing statements about positive and negative effects during practice as well as on its content, the guided imagery technique “The Inner Safe Place” was a central aspect within the participants’ statements.

Positive Effects of the Guided Imagery Technique (23 Codes)
The participants said that they appreciated the guided technique “The Inner Safe Place.” They described this technique as most helpful, liked, particularly positive, and stabilizing as it occasionally allowed them to be far away from their worries during practice. They felt a sense of freedom and security during this technique. One patient reported that he still felt safe three hours after having practiced “The Inner Safe Place.” Another said he felt he had regained some hope through this technique.
Difficulties With the Guided Imagery Technique (32 Codes)

Patients also described various difficulties while practicing “The Inner Safe Place.” The patients reported that they felt so comfortable imagining an inner safe place that they immediately felt burdened or even sad when they returned to reality. Some patients mentioned that it was difficult for them to visualize a place in their mind’s eye. Another patient said that their inner safe place had shattered. The patients found that “The Inner Safe Place” technique could not always protect them from distractions and recurring thoughts during practice.

Content Statements Regarding the Guided Imagery Technique (16 Codes)

The patients shared some of their inner safe places with us. Some chose to be alone in their inner safe place, while others imagined having their family or friends there with them. If they had imagined themselves there alone, they usually thought of places in nature, like a beach, the ocean, or grassy plains. One patient said that he thought of Germany for his inner safe place, while another patient reported seeing himself cooking in a kitchen. Three patients reported imagining themselves either in their future or back in their childhood.

Discussion

Principal Findings

This study aimed to investigate the self-practice of stabilizing and guided imagery techniques via digital audio files in newly arrived refugees living in a state registration and reception center. The qualitative results show that the self-practice of audio-based stabilizing and guided imagery techniques can help traumatized individuals experience symptom relief in the early stages of arrival in their host country. Although some difficulties in practicing the exercise were reported, “The Inner Safe Place” was perceived as the most helpful technique in delivering positive inner images and feelings. However, self-practice of audio-based stabilizing and guided imagery techniques require a high degree of self-motivation and commitment from affected refugees. Finding such motivation and commitment may sometimes be overtaxing in light of impeding internal factors, such as lack of concentration, or postmigratory stressors, like lacking privacy in the accommodations.

Concerning aspects of the user application, the patients’ statements indicate that using audio files is feasible and practicable. Issues only arose because of device problems. Various studies have described that the majority of refugees own a smartphone, yet not everyone in this group has access to the internet [60]. In the current study, the audio file was transferred to the patient’s smartphone via USB cable or Bluetooth. The MP3 format appears to be a robust and simple format available offline for everyone. In a study by Zehetmair et al [14] assessing stabilizing and guided imagery techniques in a group setting, participating refugees voiced a desire for instructions to facilitate practicing the techniques between the face-to-face group sessions. By developing an audio-based approach in this study, every participant always had the technique instructions with them. The files are available for download [40].

Examining the participants’ practicing behavior, we found that 52% of the patients described the daily (to several times daily) self-practice of the stabilizing and guided imagery techniques at T2. However, the statements indicated a decreasing tendency of self-practice and more flexible use of the audio files at follow-up. On the one hand, this may be explained by the high degree of self-motivation and commitment the self-practice of the techniques requires of the highly burdened patients causing them to abate over time. Furthermore, the booster session could also have been perceived as a monitoring element, so they may have practiced more before T2 than after when they practiced at their own accord without an anchoring/monitoring session. Nevertheless, at follow-up, still 52% of the patients practiced the stabilizing and guided imagery techniques frequently, with statements ranging from daily to several times a week.

The qualitative results of the T2 and follow-up interviews showed that audio-based stabilizing and guided imagery techniques were able to alleviate the symptoms associated with mental stress. The participating refugees described changes in arousal levels, mood and empowerment, thoughts and concentration, as well as sleep and tension. Perceived symptom changes through the practice of stabilizing and guided imagery techniques immediately after practice or over time are consistent with other outcomes [13]. Several studies encourage the use of stabilizing and guided imagery techniques in traumatized patients: for example, increases in conscious action (eg, consciously change the attention focus) and decreases in hyperarousal, emotional numbness, and perceived stress have been shown [61,62]. These changes lead to an experience of improved situation control and self-efficacy [10,61,63]. According to Reddemann [63], the combination of self-calming elements and elements of internal process recognition increases internal stabilization.

Nevertheless, the participants described external and internal impeding factors for the self-practice of stabilizing and guided imagery techniques via audio file. Newly arrived refugees are faced with problems such as frequent reallocation, uncertainties regarding their asylum application, as well as uncertainties about social, cultural, or future-related aspects. Moreover, refugees in refugee camps report inhuman living conditions, forced passivity, and waiting, all of which exacerbate their feelings of a lack of control regarding their current situation [64-66]. Accordingly, the patients in our study reported that the stabilizing and guided imagery techniques provided them with short term symptom relief but were unable to offer any solutions for their overwhelming and stressful everyday life’s problems. Furthermore, our participants were not only preoccupied with worries about the present and future but also described experiencing trauma-related symptoms, which often made it difficult for them to stay focused or engage in the techniques. Although the audio files were designed to promote stabilization and distressing memory distancing, we cannot rule out that participants may be triggered by hearing the language of their home country, which is often strongly associated with trauma. Despite the high burden of traumatic symptoms, patients reported they were able to consciously shift the focus of their thoughts to the techniques.
“The Inner Safe Place” was considered the most helpful technique by the majority of patients. It helped patients experience positive feelings of security, hope, well-being, and freedom. These emotions are particularly meaningful and soothing for traumatized refugees who have been subjected to persecution, imprisonment, and torture [67,68]. Several of them were able to transfer the resulting positive feelings to their present situation. This ability can motivate the refugees to continue practicing the respective techniques. Guided imagery techniques aim at eliciting positive feelings that traumatized individuals often are unable to feel by creating an inner image that contrasts the traumatic re-experience imagery and is available in situations of overwhelming emotions and thoughts [10]. This further can facilitate self-distancing from the traumatic experiences and the associated symptoms of emotional overload and intrusions [69]. However, participants also reported encountering some difficulties with the technique as the positive inner images often clashed harshly with their realities in the present. On the one hand, this highlights that the patients were able to engage in the technique and felt comfortable at their imaginary inner place; on the other hand, it also underpins the effect of post migratory stressors by contrasting their current living situation in a state registration and reception center with the place they had imagined for themselves.

Limitations
This study has several limitations. First, the study relies on self-reports regarding both the questionnaire assessment as well as the qualitative interviews. Therefore, a tendency towards compliant or socially desirable behavior or answers cannot be ruled out. Nevertheless, we conducted 38 interviews (19 at T2, 19 at follow-up) with n=27 of the total sample of 42 patients participating in the study, which is sufficient to achieve saturation for main themes in heterogeneous populations [70]. Second, the patients were of different ages, education, and country of origin. This heterogeneity limits the generalizability of our results but also reflects the realities of the sample group. Third, the PHV psychosocial walk-in clinic’s psychiatrists and psychotherapists recommended treatment with audio-based stabilizing and guided imagery techniques to N=83 refugees and asylum seekers. The study included 42 patients who took part in the study and attended the introductory session (T1), equivalent to a dropout rate of 50%. Unfortunately, we do not have any information about the reasons for non-attendance. However, among other reasons, logistical barriers, like reallocation to different accommodations, scheduling conflicts, missing the appointment, as well as treatment enrollment barriers, such as treatment-related insecurities and fears or symptom- and anticipated outcome-related motivational issues may be possible explanations. Additionally, there was a high dropout rate of 55% between T1 and T2. As already experienced in previous studies [13,14,71], the registration and reception center presents a research setting that is inherently afflicted by frequent reallocation and high dropout rates. The high dropout rate limits the generalizability of our results and can further have facilitated the occurrence of the selection bias. Fourth, we cannot neglect that there might have been other circumstances that affected the patients’ symptom load. So, even though the patients attributed symptom changes to the self-practice of the techniques, psychopharmaceutic or other stabilizing effects cannot be ruled out. Nevertheless, the positive effect attribution leads to increased commitment and motivation to continue practicing the techniques. Fifth, the impact of the respective narrators’ voice characteristics (male, female, etc) was not further assessed in this study. However, none of the patients reported difficulties related to the narrator’s voice but rather gave positive feedback regarding the audio file narration during their interviews. However, we cannot rule out that some patients might have encountered problems with the specific voice narrating their audio file.

Conclusions
This study explored refugees’ perspectives on the self-practice of stabilizing and guided imagery techniques via digital audio files after they arrived in a state registration and reception center. The stabilizing and guided imagery techniques via audio files proved to be a practical and effective tool for self-help regardless of the patient’s country of origin or ethnic background. In sum, the participants reported more positive effects than difficulties with the audio-based stabilizing and guided imagery techniques. They described effects on cognitive, emotional, physical, and empowerment levels; difficulties encountered were associated with internal impeding factors, such as lack of commitment, concentration, and only experiencing short-term relief, or external hindering factors, such as lack of privacy in their accommodations. Particularly the use of “The Inner Safe Place” technique was reported to produce pleasant and self-calming feelings. However, the experience sometimes stood in stark contrast to the patients’ daily reality, making it difficult for some patients to cope with the difference. Overall, the qualitative data presented show promising results for the use of audio-based stabilizing and guided imagery techniques in this sample group.
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Abstract

Background: There is a need to develop interventions to reduce the risk of dementia in the community by addressing lifestyle factors and chronic diseases over the adult life course.

Objective: This study aims to evaluate a multidomain dementia risk reduction intervention, Body Brain Life in General Practice (BBL-GP), targeting at-risk adults in primary care.

Methods: A pragmatic, parallel, three-arm randomized trial involving 125 adults aged 18 years or older (86/125, 68.8% female) with a BMI of ≥25 kg/m² or a chronic health condition recruited from general practices was conducted. The arms included (1) BBL-GP, a web-based intervention augmented with an in-person diet and physical activity consultation; (2) a single clinician–led group, Lifestyle Modification Program (LMP); and (3) a web-based control. The primary outcome was the Australian National University Alzheimer Disease Risk Index Short Form (ANU-ADRI-SF).

Results: Baseline assessments were conducted on 128 participants. A total of 125 participants were randomized to 3 groups (BBL-GP=42, LMP=41, and control=42). At immediate, week 18, week 36, and week 62 follow-ups, the completion rates were 43% (18/42), 57% (24/42), 48% (20/42), and 48% (20/42), respectively, for the BBL-GP group; 71% (29/41), 68% (28/41), 68% (28/41), and 51% (21/41), respectively, for the LMP group; and 62% (26/42), 69% (29/42), 60% (25/42), and 60% (25/42), respectively, for the control group. The primary outcome of the ANU-ADRI-SF score was lower for the BBL-GP group than the control group at all follow-ups. These comparisons were all significant at the 5% level for estimates adjusted for baseline differences.
Achieving this requires developing pragmatic interventions that encourage them to make appropriate lifestyle changes.

To bring about risk reduction and implement current guidelines for dementia risk and promoting behaviors protective against dementia will contribute to preventing cognitive decline, reducing the overall risk of dementia, and lowering depressive symptoms [15,16]. Interventions that reduce the risk of dementia are therefore likely to also reduce the risk of other chronic diseases and promote healthy aging. In relation to cognition, prevention and delay of cognitive impairment will also benefit individuals and reduce health service usage [5-7]. To afford a greater chance of producing detectable changes during study time frames, the dementia research community has increasingly focused on multidomain interventions that address multiple risk factors simultaneously [8]. Alzheimer disease (AD) is the most common cause of dementia. Reviews of cohort studies have found that a similar set of risk factors is associated with AD and all-cause dementia [3]. Among individuals with high risk factor burden, cognitive decline can be reduced (and possibly reversed) by cardiovascular risk reduction, by increasing activities that stimulate and protect the brain, including cognitive [9], social [10], and physical activity [11], and by an appropriate diet [12,13]. Dementia and cardiovascular diseases share cardiometabolic and lifestyle risk factors [4]. Both cardiovascular disease and dementia risk reduction can be achieved by smoking cessation; increasing physical activity; adopting a healthy diet; reducing abnormally high blood pressure and cholesterol in midlife; and managing major depression, overweight or obesity in midlife, and diabetes if present [14]. Altogether, the literature supports the view that multidomain interventions aimed at reducing cardiometabolic risk and promoting behaviors protective against dementia will contribute to preventing cognitive decline, reducing the overall risk of dementia, and lowering depressive symptoms [15,16].

To bring about risk reduction and implement current guidelines on dementia risk reduction [17], there needs to be long-lasting behavioral changes in multiple areas. Moreover, strategies are required to identify adults with risk factors for dementia and to encourage them to make appropriate lifestyle changes. Achieving this requires developing pragmatic interventions that could be implemented in existing health or community settings [18,19] and using techniques such as goal setting, decreasing barriers to change, improving self-monitoring, increasing access to information, and maintaining motivation [20,21]. Therefore, this randomized controlled trial (RCT) investigated whether lifestyle management programs that offer not only health-promoting information but also practical behavior change techniques that can be implemented in daily life can reduce dementia risk.

**Objectives**

Assessment of cardiovascular risk factors is common in primary care, as is lifestyle advice. General practice is therefore a setting where the need for dementia risk reduction interventions may be identified and where interventions may be prescribed [22]. Studies have been conducted in a primary care setting with older adults to address the management of cardiovascular risk factors [23,24] to reduce the risk of dementia. However, the current program is the first of its kind to provide interventions to adults (aged ≥218 years) in the primary care setting, addressing both cardiovascular and lifestyle risk factors of dementia. Specifically, the objectives of this study are to determine, in community-dwelling adults who are overweight or have chronic health conditions, the effectiveness of (1) a web-based multidomain dementia risk reduction intervention (Body Brain Life in General Practice [BBL-GP]) developed by the authors, in comparison to (2) a single clinician–led group, Lifestyle Modification Program (LMP), developed by a general practice cooperative, and (3) a web-based active control condition developed by the authors.

**Methods**

**Trial Design**

The trial protocol for the BBL-GP study is published elsewhere [25]. Briefly, it is a three-arm, pragmatic, single-blind RCT to reduce the risk of cognitive decline in at-risk individuals attending a general practice. The study was conducted within the National Health Co-op (NHC), a bulk billing general practice (ie, patients’ general practitioner [GP] fees are fully funded by a universal health cover Medicare scheme) in Canberra, with 8 clinics drawn from low- and middle-income areas. Canberra has a cold climate and a slightly higher than average level of education compared with the national average in Australia [26]. It also has a lower rate of bulk billing primary care services than...
Participants
Recruitment occurred via email, posters displayed in the NHC clinics, and the NHC website. Participants who expressed interest in the study were contacted by the LMP coordinator for a screening assessment of inclusion and exclusion criteria (outlined below). After eligible volunteers provided written informed consent, they were provided log-in details for the BBL-GP study website for web-based data collection purposes; a clinic appointment was also organized. Participant recruitment was undertaken over a 12-month period from mid-July 2016 until the end of July 2017, and the final follow-ups were completed in December 2018. Appointments were booked by the NHC staff. The research team was not involved in recruitment or assessment. The Australian National University Human Research Ethics Committee approved the study.

Eligibility Criteria
The eligibility criteria included being aged 18 years or older, being a resident in the Australian Capital Territory or surroundings, being a registered member of the NHC (which involves paying a joining fee of AUD $30 [US $21.90] and an annual fee of AUD $100 [US $73]), having home access to a computer and internet, having English fluency, having Australian permanent residency or citizenship (for universal health cover eligibility), being the sole member of a household taking part in the study, and having a chronic health condition that would make the participant eligible for the NHC lifestyle management program (eg, hypertension, heart disease, type 2 diabetes, osteoporosis, polycystic ovary syndrome, kidney or liver disease) or being overweight or obese (BMI ≥25 kg/m²). All participants aged older than 60 years were required to score within the nonimpaired range on the Mini-Mental State Examination (MMSE; ≥25) [28] to be enrolled in the study.

Exclusion criteria included significant and unstable medical and psychiatric conditions precluding participation, sensory deficits, or mobility limitations that would prevent completion of the interventions, cognitive impairment (including AD or dementia), pregnancy, and previous participation in the LMP.

Interventions
The BBL-GP intervention is a 12-week program that includes (1) 8 web-based electronic learning modules on dementia literacy, risk factors, physical activity, nutrition, health condition management, cognitive activity, social activity, and mood and (2) tailored, face-to-face physical activity and nutrition sessions. BBL-GP participants were required to complete all 8 modules. The dementia literacy and risk factor modules were standardized across participants and were released at the rate of one per week after completion of the prior module, with the same timing for all participants. For the remaining modules, the content was tailored to participants’ individual risk profiles as indicated by the baseline Australian National University Alzheimer Disease Risk Index Short Form (ANU-ADRI-SF; described below). The tailoring algorithms are included in Multimedia Appendix 1. These modules were also released at the rate of one per week, which was the same for all participants. The same exercise physiologist and 3 dietitians conducted all face-to-face sessions for the BBL-GP participants. The dietitians and exercise physiologist were all staff members within the NHC, but their services for this project were funded by a research grant. Participants at baseline who had unintentional weight loss or weight gain (±5 kg) or scored low on the Australian Recommended Food Score were seen by one of the dietitians (1-hour face-to-face) [25] and reviewed via phone at weeks 4, 12, and 20. Each participant received a single exercise physiology session that involved an evaluation of their current exercise level, fitness, and any preexisting health conditions and the design of a personal exercise program. Although follow-up via phone was planned, this was not conducted. The content of the dietitian’s session was dietary education and advice to assist the participant in adapting their diet to a healthy diet in areas that were identified as unhealthy in the dietary questionnaire. Diet and exercise physiologist sessions varied depending on the participants’ clinical needs and baseline measures. All sessions related to the BBL-GP were provided free of charge to the participants.

The LMP intervention was a face-to-face, practice-based, 6-week program provided by the NHC to its members for free. It included group sessions providing generic information on basic nutrition, meal planning, physical activity, health conditions, motivation and goals, medications, and sleep. All LMP sessions were conducted by an NHC clinical staff member using existing clinic resources. Each LMP group session involved up to 20 participants, and relevant sessions were conducted by one of the 3 dietitians and an exercise physiologist as for the BBL-GP group.

The 12-week active control arm involved weekly emails sent to participants that included links to information regarding lifestyle risk factors and disease management. At the end of the intervention, participants in the active control group received a 1-hour, face-to-face, group-based risk reduction workshop that provided the information contained in the BBL-GP intervention. This was held at the Australian National University and involved 1 to 6 participants and was delivered by KA with assistance from SK and MM. Participants from all groups were sent a standard email when they were due for their follow-up appointment (18, 32, and 62 weeks). They were asked to complete their web-based assessments that were located on the BBL website, plus a diet quiz for which links were provided. If the web-based follow-up was not completed after 1 week, participants received a follow-up phone call from the research team with additional phone calls to request completion of missing sections of the assessments. The NHC receptionist arranged follow-up appointments for clinical assessments. The assessment was treated as missing after 3 follow-up phone calls. At the completion of the trial, participants were invited to complete a feedback questionnaire on the web, which included structured questions and one open-ended comment.
Randomization and Blinding
Following completion of the baseline assessment, consenting participants were randomized to one of the 3 intervention groups in a 1:1:1 ratio, stratified by sex and age group (18-49 vs ≥50 years) using permuted blocks of 6. Randomization was performed using the Sealed Envelope software [29] by a researcher not involved in the study, and the allocation sequence was provided to the project manager, who was also not involved in conducting assessments. The project manager then assigned the participant to their intervention group according to the schedule and notified the participant of their group allocation via email. Participants were not blinded to the group allocation.

Study conditions were presented as 3 alternative lifestyle interventions in recruitment materials. Participants were not informed of the intervention of interest to the researchers.

Web-based research data were stored on a server at the Australian National University, which was compliant with Australian data protection laws.

Outcomes
Web-based surveys and face-to-face visits to the NHC were conducted for the baseline evaluation and for the 18-, 36-, and 62-week follow-ups. Immediate follow-up (at the end of the formal program) was conducted on the web at week 7 for LMP and week 13 for the BBL-GP and control groups. These times were chosen to evaluate the immediate effects and the long-term effects of the intervention.

The web-based questionnaire included the primary outcome measure, the ANU-ADRI-SF [30]. The ANU-ADRI-SF is a shortened version of the ANU-ADRI [31]. Intraclass correlation coefficients assessing the agreement of individual components on the original and short-form ANU-ADRI were high (0.77-0.99). The ANU-ADRI has been externally validated in 3 cohort studies to predict dementia [32] and on a fourth cohort (0.77-0.99). The ANU-ADRI has been externally validated in 3 cohort studies to predict dementia [32] and on a fourth cohort (0.77-0.99). The ANU-ADRI-SF questionnaire included secondary outcome measures of self-reported physical activity using the short version of the International Physical Activity Questionnaire (IPAQ) [34]. Additional questionnaires were the Pittsburgh Sleep Quality Index (PSQI) [35], the 12-item Short-Form Health Survey (SF-12) [36], and the Australian Recommended Food Score (ARFS) [37]. The web-based baseline assessment also included the Multidimensional Health Questionnaire [38] and the Adult Pre-exercise Screening System (APSS) [39] to identify individuals with acute or high-risk conditions or those who may be at higher risk of adverse events during exercise. The results of the APSS were provided to the exercise physiologist before the one-to-one exercise session with participants in the BBL-GP group.

Following completion of the web-based surveys, participants underwent a series of assessments at one of the 5 NHC clinics. Participants were assessed on sociodemographic characteristics, anthropometric measures, smoking status, alcohol consumption, blood pressure, cholesterol, high-density lipoprotein, blood glucose, social history (marital status and living arrangements), recreational activities, medical history, medications, and family history. From the information collected, the Framingham cardiovascular disease (CVD) risk score and the Australian Type 2 Diabetes Risk Assessment Tool risk scores were calculated. Body fat composition was also measured at the clinic using a bioelectrical impedance analysis, accounting for age, sex, height, and weight. Cognitive measures included the Trail Making Test A and B [40] and the Symbol Digit Modalities Test [41], which were completed via the BBL website on a desktop computer while participants were at the clinic in the presence of a clinic nurse. The assessments were conducted entirely by practice nurses. The MMSE was administered to individuals aged 60 years or older at baseline (see the Eligibility Criteria section). Objective physical activity was measured using the duration of moderate-to-vigorous physical activity (MVPA) via an ActiGraph monitor (GT9X Link) worn on the wrist for 7 days following the participants’ clinic visit. MVPA was calculated as a continuous measure of activity registering 3 or more metabolic equivalents for 10 min or longer on the activity monitor. Self-reported physical activity was measured as part of the ANU-ADRI-SF using IPAQ categories for high, moderate, and low levels of physical activity, and relevant risk scores were assigned as part of ANU-ADRI.

Compliance
Compliance was measured by completion of web-based modules, following recommendations provided by the dietitian and exercise physiologist, or attendance at LMP group sessions, where relevant [25].

Harms and Other Adverse Events
Study team members monitored and managed any risks throughout the trial, including data handling and website access.

Participant Experience and Open-Text Feedback
At the conclusion of study participation, each participant completed a feedback questionnaire requiring them to rate the following aspects on a 5-point scale: overall study experience, perceived relevance of the intervention materials, level of interest in materials, and perceived repetition of intervention materials. Participants also rated whether participation was worthwhile and their perceived effectiveness of the group to which they were randomized.

Sample Size
We planned to recruit 240 participants to detect a difference in continuous outcomes between groups of SD of 0.5 based on ANU-ADRI (medium effect, based on a previous BBL project [42]), assuming 80% power and a two-tailed 5% significance level and allowing for 33% attrition over time (based on the previous LMP programs in the NHC).

Statistical Methods
For each outcome, analysis involved the generation of regression models (linear regression for continuous outcomes: primary outcome of ANU-ADRI and secondary outcomes of standardized cognition score, MVPA per week, ARFS, and PSQI; negative binomial regression for highly right-skewed continuous or count data: Center for Epidemiological Studies Depression Scale [CES-D]; and logistic regression for binary outcomes: proportion with sufficient physical activity), including age, sex, outcome at each time point, intervention group, time...
point, and the interaction between the intervention group and time point. Mixed models were used to adjust for the correlation of outcome within individuals over time. The interaction term allowed comparison of outcomes between intervention groups at each time point, unadjusted (primary estimates) and adjusted (secondary estimates) for baseline values, using the `lincom` command in Stata (StataCorp LLC). For continuous outcomes, the differences in means between groups (unadjusted and adjusted for baseline differences in outcome) were obtained with 95% CIs. For binary outcomes, odds ratios with 95% CIs were obtained unadjusted for baseline differences, whereas the adjusted estimates or intervention effect was estimated as the ratio of odds ratios for the relevant time point and baseline: that is, the odds ratio at the time point of interest divided by the odds ratio at baseline, with 95% CIs. Outcomes with 95% CIs (means for continuous outcomes and proportions for binary outcomes) were graphed for the intervention group at each time point. A sensitivity analysis adjusted for (in addition to age and sex) sufficient physical activity, standardized cognition score, ARFS (diet), SF-12 Physical Component Score, SF-12 Mental Component Score, and Framingham CVD risk score at baseline was undertaken because these variables were considered to be potentially associated with the outcomes or attrition.

The primary analysis was a complete case analysis [43] for all outcome measures. The secondary analysis involved multiple imputations to account for missing data in a full intention-to-treat analysis. Variables included in the imputation model were sociodemographic characteristics (age, sex, and years of education at baseline), intervention group, values of the outcome at each time point, and baseline values of BMI and SF-12. Imputation was undertaken for all 3 intervention groups combined, rather than separately for each group, because of the small number of observations within each group and the number of observations with missing data. A total of 50 imputation data sets were generated, and an overall estimate was obtained according to the Rules by Rubin [44].

**Results**

**Baseline Characteristics**

In total, 125 patients were recruited (42 in the BBL-GP group, 41 in the LMP group, and 42 in the control group). Figure 1 shows the flow of participants through the trial and loss to follow-up for each of the 3 intervention groups. Overall, 31% (13/42) individuals in the BBL-GP group, 41% (17/41) in the LMP group, and 45% (19/42) in the control group provided data at all 5 time points. Although a smaller number of participants were recruited than planned, recruitment was stopped because of funding limitations. The planned intervention and follow-up durations did not change. A total of 66 individuals provided data at week 62 (20 in the BBL-GP group, 21 in the LMP group, and 25 in the control group). Baseline characteristics and outcomes at baseline are shown for the 3 intervention groups in Table 1. The 3 groups were generally well-matched, although the control group appeared to have a slightly lower BMI and ANU-ADRI-SF score and slightly higher scores on CES-D and the BBL-GP group had slightly more minutes of MVPA per week.
Figure 1. Participant flow through the trial, follow-up, and analysis. BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program; NHC: National Health Co-op.
Table 1. Baseline characteristics by intervention group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Body Brain Life in General Practice</th>
<th>Lifestyle Modification Program</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=</td>
<td>Values, mean^b (SD) or n (%)</td>
<td>N=</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td>Female 28 (67%)</td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td>51.14 (14.24)</td>
<td></td>
</tr>
<tr>
<td>Education, years</td>
<td></td>
<td>15.51 (4.49)</td>
<td></td>
</tr>
<tr>
<td>BMI, kg/m^2</td>
<td></td>
<td>34.52 (7.11)</td>
<td></td>
</tr>
<tr>
<td>Australian National University Alzheimer Disease Risk Index Short Form</td>
<td></td>
<td>3.22 (7.13)</td>
<td></td>
</tr>
<tr>
<td>Cognition z score</td>
<td></td>
<td>−0.1 (1.01)</td>
<td></td>
</tr>
<tr>
<td>Total MVPA^c per week^d</td>
<td></td>
<td>1041.78 (528.97)</td>
<td></td>
</tr>
<tr>
<td>Sufficient physical activity</td>
<td></td>
<td>19 (51%)</td>
<td></td>
</tr>
<tr>
<td>Center for Epidemiological Studies Depression Scale score</td>
<td></td>
<td>7 (4.15)</td>
<td></td>
</tr>
<tr>
<td>Diet (Australian Recommended Food Score)</td>
<td></td>
<td>35.86 (8.84)</td>
<td></td>
</tr>
<tr>
<td>Sleep (Pittsburgh Sleep Quality Index)</td>
<td></td>
<td>6.63 (3.67)</td>
<td></td>
</tr>
<tr>
<td>12-item Short-Form Health Survey Physical Component Score</td>
<td></td>
<td>45.21 (8.62)</td>
<td></td>
</tr>
<tr>
<td>12-item Short-Form Health Survey Mental Component Score</td>
<td></td>
<td>44.95 (11.26)</td>
<td></td>
</tr>
<tr>
<td>Diabetes risk (Australian Type 2 Diabetes Risk Assessment Tool)</td>
<td></td>
<td>15.88 (6.53)</td>
<td></td>
</tr>
<tr>
<td>Framingham cardiovascular disease risk score</td>
<td></td>
<td>3.5 (0.7)</td>
<td></td>
</tr>
</tbody>
</table>

^aNumbers may not add to the total sample size because of missing values.
^bMedian (Q1 and Q3) presented for the Center for Epidemiological Studies Depression Scale and Framingham cardiovascular disease risk scores.
^cMVPA: moderate-to-vigorous physical activity.
^dTotal minutes of MVPA per week (activity registering 3 or more metabolic equivalents for at least 10 min).

Competition Rates and Missing Data

Multimedia Appendix 2 shows the characteristics of individuals who did (completers) and did not (noncompleters) provide data at all 5 time points. Although there were no statistically significant differences between completers and noncompleters, the sample size was small, and thus, statistical power was low for these comparisons. Some individuals did not provide information on the number of hours of each type of physical activity undertaken, resulting in missing data for both the IPAQ measure and the overall ANU-ADRI score.

Intervention Effects

Figures 2 to 8 and Multimedia Appendix 3 show the results of the comparison of outcomes between groups at each follow-up time from the models adjusted for age and sex. The interaction terms were statistically significant for the ANU-ADRI-SF and the PSQI, indicating significant group differences over time. However, there was only a clear and consistent pattern of better outcomes over time associated with the interventions for the primary outcome, ANU-ADRI-SF. This shows that the BBL-GP intervention reduced the risk of dementia. The difference between BBL-GP and the control group was only statistically significant at the 10% level for weeks 36 and 62 for ANU-ADRI-SF, although the trend for reduced risk scores remained (immediate: difference in means −2.30, 95% CI −5.93 to 1.34, P=.22; week 18: difference in means −2.49, 95% CI −5.99 to 1.02, P=.16; week 36: difference in means −3.43, 95% CI −7.16 to 0.29, P=.07; week 62: difference in means −3.06, 95% CI −6.71 to 0.60, P=.10). After adjusting for baseline differences in outcomes, in addition to age and sex, the differences in mean ANU-ADRI-SF between the BBL-GP and control groups increased (Multimedia Appendix 4) and were statistically significant at the 5% level at each follow-up time (immediate: difference in means −3.86, 95% CI −6.81 to −0.90, P=.01; week 18: difference in means −4.05, 95% CI −6.81 to −1.28, P=.001; week 36: difference in means −4.99, 95% CI −8.04 to −1.94, P=.001; week 62: difference in means −4.62, 95% CI −7.62 to −1.62, P=.001). Although the graph of mean diet score demonstrated some indication of higher scores for BBL-GP relative to the other group, this was not statistically significant, possibly because of low power.
**Figure 2.** Mean Australian National University Alzheimer Disease Risk Index Short Form with 95% CI, by time point and intervention group. ANU-ADRI-SF: Australian National University Alzheimer Disease Risk Index Short Form; BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program.

**Figure 3.** Mean standardized cognition score with 95% CI, by time point and intervention group. BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program.
Figure 4. Mean moderate-to-vigorous physical activity with 95% CI, by time point and intervention group. BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program; MVPA: moderate-to-vigorous physical activity.

Figure 5. Proportion with sufficient physical activity with 95% CI, by time point and intervention group. Although the upper limit of some 95% CIs has been estimated as >1, it is not possible for a proportion to exceed 1. BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program; PA: physical activity.
Figure 6. Mean Center for Epidemiological Studies Depression Scale with 95% CI, by time point and intervention group. BBL-GP: Body Brain Life in General Practice; CES-D: Center for Epidemiological Studies Depression Scale; LMP: Lifestyle Modification Program.

Figure 7. Mean Diet Score (ARFS) with 95% CI, by time point and intervention group. ARFS: Australian Recommended Food Score; BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program; PSQI: Pittsburgh Sleep Quality Index.
Figure 8. Mean Sleep Score (PSQI) with 95% CI, by time point and intervention group. BBL-GP: Body Brain Life in General Practice; LMP: Lifestyle Modification Program.

Sensitivity or Secondary Analyses
Sensitivity analyses adjusted for baseline physical activity, cognition, diet, mental and physical health, and CVD risk and secondary analyses using multiple imputation produced results that were broadly consistent with the primary analyses (although it was not possible to undertake multiple imputations for all secondary outcomes because of the lack of convergence of imputation and/or analysis models).

Compliance
Although adjustment for adherence (compliance) was originally planned [25], compliance was not considered in the analyses because of the smaller-than-anticipated number of individuals recruited and the amount of loss to follow-up.

Harms and Other Adverse Events
No adverse events were reported. There were no privacy breaches and no major technical problems. Occasional issues with accessing the website were reported and dealt with by the study team.

Participant Experience and Open-Text Feedback
A summary of the participant feedback on their experience of the intervention is found in Multimedia Appendix 5. A total of 21/29 (72.4%) participants who provided feedback rated their study experience as good or very good, and 20/26 (77%) felt their participation was worthwhile.

Discussion
Principal Findings
Our study aimed to evaluate the effectiveness of a multidomain lifestyle intervention in primary care to reduce the risk of dementia compared with a lifestyle management program that was already offered to primary care patients and an internet control condition. The significant group-by-time interaction in our main analysis showed that the multidomain BBL-GP lifestyle intervention was effective in reducing the risk of dementia for a period of at least 15 months. This builds on a growing body of research supporting the benefits of multidomain interventions that focus specifically on factors impacting brain health [8,45]. In contrast, a more generic healthy lifestyle management program that was not personalized did not result in dementia risk reduction. Population-based research has shown that participants aged 60 to 64 years with a one-point lower ANU-ADRI at baseline have an 8% lower chance of developing MCI or dementia [33,46] over a 12-year period. Our intervention achieved a lower ANU-ADRI-SF score of 4.62 (0.62 SD or equivalent to approximately 2 risk factors) at 62 weeks for the BBL-GP group relative to the control group in our analyses, which adjusted for baseline differences in the ANU-ADRI-SF. We therefore infer that maintenance of these benefits would translate into a significant shift in the risk of dementia at the population level, even if the effect size reduced over time.

Limitations and Strengths
Our study had a number of limitations. It was underpowered because of the smaller-than-anticipated sample and the pragmatic design whereby all the assessments and follow-ups were arranged by the NHC staff who assisted with the trial in addition to their usual workloads. This limited our capacity to evaluate the secondary outcomes. The sample attrition was relatively high with regard to attendance at follow-up appointments. We hypothesize that this was partly because of the limited role of the research team in arranging appointments for participants. The study was not resourced for vigilant follow-up of participants, which differs from our previous trial where a research assistant undertook this role [47]. This study utilized the desired model of the NHC and provided a seamless
patient experience, including the use of NHC staff in their usual locations conducting assessments. Future research is needed to develop mechanisms to increase participant follow-up compliance, co-designed with the general practice. In addition, more evidence is required to inform the design of interventions with regard to the number of allied health sessions and the efficacy of using web-based video to administer these sessions. A further study limitation was the relatively short length of follow-up.

The strengths of our study are that the trial was designed in partnership with a large primary care provider using the practice staff, space, and booking systems so that patients from the practice could complete the intervention within their usual settings. It was also implemented by the clinical staff without research training, which is more realistic than most research studies. It is therefore generalizable to the wider primary care setting in Australia. Our study also included 2 comparison conditions, including a lifestyle intervention that is used in clinical practice. Although it was an RCT, the study was implemented in such a way that the practice could continue the program if the BBL-GP site and allied health sessions could be supported and funded. Hence, we were able to demonstrate the benefits of a dementia-specific, multidomain lifestyle intervention. Our outcome measure, being a composite assessment, was sensitive to multidomain risk reduction.

Implications and Conclusions

This trial has several practical implications. The approach to patient selection was straightforward and compatible with usual care. GPs only need to identify patients who have a chronic condition and are appropriate for a lifestyle intervention to select those who will also benefit from a dementia risk reduction intervention. Participants were able to participate in the web-based component of the intervention in their own time and at minimum cost. The use of specialist practitioners to deliver the physical activity and nutrition sessions meant that these were tailored to the individual’s clinical profile. This enabled broad inclusion criteria because the clinical risk was managed appropriately. Often, patients with multiple chronic conditions are excluded from trials, which reduces the ecological validity and generalizability of findings to the wider population. We conclude that dementia risk reduction in an adult population is feasible in the primary care setting and worthy of further research to establish scalable and sustainable models.
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Abstract

Background: Hip and knee osteoarthritis is ranked as the 11th highest contributor to global disability. Exercise is a core treatment in osteoarthritis. The model for physical activity–related health competence describes possibilities to empower patients to perform physical exercises in the best possible health-promoting manner while taking into account their own physical condition. Face-to-face supervision is the gold standard for exercise guidance.

Objective: The aim of this study was to evaluate whether instruction and guidance via a digital app is not inferior to supervision by a physiotherapist with regard to movement quality, control competence for physical training, and exercise-specific self-efficacy.

Methods: Patients with clinically diagnosed hip osteoarthritis were recruited via print advertisements, emails and flyers. The intervention consisted of two identical training sessions with one exercise for mobility, two for strength, and one for balance. One session was guided by a physiotherapist and the other was guided by a fully automated tablet computer-based app. Both interventions took place at a university hospital. Outcomes were assessor-rated movement quality, and self-reported questionnaires on exercise-specific self-efficacy and control competence for physical training. Participants were randomly assigned to one of two treatment sequences. One sequence started with the app in the first session followed by the physiotherapist in the second session after a minimum washout phase of 27 days (AP group) and the other sequence occurred in the reverse order (PA group). Noninferiority was defined as a between-treatment effect (gIG)<0.2 in favor of the physiotherapist-guided training, including the upper confidence interval. Participants, assessors, and the statistician were neither blinded to the treatment nor to the treatment sequence.

Results: A total of 54 participants started the first training session (32 women, 22 men; mean age 62.4, SD 8.2 years). The treatment sequence groups were similar in size (PA: n=26; AP: n=28). Seven subjects did not attend the second training session (PA: n=3; AP: n=4). The app was found to be inferior to the physiotherapist in all outcomes considered, except for movement quality of the mobility exercise (gIG –0.13, 95% CI –0.41-0.16). In contrast to the two strengthening exercises in different positions (supine gIG 0.76, 95% CI 0.39-1.13; table gIG 1.19, 95% CI 0.84-1.55), movement quality of the balance exercise was close to noninferiority (gIG 0.15, 95% CI –0.17-0.48). Exercise-specific self-efficacy showed a strong effect in favor of the physiotherapist.
(gIG 0.84, 95% CI 0.46-1.22). In terms of control competence for physical training, the app was only slightly inferior to the physiotherapist (gIG 0.18, 95% CI –0.14-0.50).

**Conclusions:** Despite its inferiority in almost all measures of interest, exercise-specific self-efficacy and control competence for physical training did improve in patients who used the digital app. Movement quality was acceptable for exercises that are easy to conduct and instruct. The digital app opens up possibilities as a supplementary tool to support patients in independent home training for less complex exercises; however, it cannot replace a physiotherapist.

**Trial Registration:** German Clinical Trial Register: DRKS00015759; http://www.drks.de/DRKS00015759
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**Introduction**

**Background**

Osteoarthritis (OA) is characterized by pathological changes of the joint structure and is accompanied by pain and functional limitations. The global burden of hip and knee OA was ranked as the 11th highest contributor to worldwide disability [1]. The prevalence of OA increases with age. In Germany, almost 50% of all women and 30% of all men suffer from OA [2].

The promotion of physical activity in general, and exercise in particular, is highly relevant for patients with OA, as it has been shown to decrease pain and improve physical functioning [3]. Furthermore, physical inactivity is a particular characteristic of critical OA patients, with higher all-cause mortality compared to that of the general population, and is even more pronounced in people with severe walking disabilities [4]. Accordingly, international and national guidelines strongly recommend physical exercise as a core treatment in the management of hip and knee OA [5-8]. However, only a small to moderate proportion of patients with knee and hip OA meet physical activity guidelines [9]. An essential barrier for regular physical exercise could be that people with knee or hip OA suffer from pain at the weight-bearing joints and may further believe that physical activity is not beneficial or is even harmful to their joint [10]. Accordingly, OA patients experience fear of worsening their symptoms through exercise or by executing the exercises incorrectly [11,12].

Supervision seems to be an effective means to promote safe and correct exercise techniques, especially in the initial stages of the disease, and to ensure the right exercise dosage for each individual according to their physical ability and dosage principles from a training science perspective [13,14]. It is recommended that initial supervision and knowledge transfer on activity pacing be guided by a health care provider [7]. However, there is a considerable discrepancy between activity-related recommendations and practice in health care: 63% of patients with hip or knee OA aged 60 years or older that were part of a large German statutory health insurance company were treated with medication, whereas only 41% received physical therapy, including physiotherapy and exercise therapy [15]. Therefore, exercise-related advice from health care providers to community-dwelling people is not yet satisfactory. This is especially true for information related to modifying exercise behavior [16,17].

As a consequence, exploring alternate cost-efficient forms of delivery modes for people with limited access to therapeutic services appears to be indicated [13]. In this context, digital apps could be particularly suitable, since geographical proximity and time synchronicity between a therapist and patient are no longer necessary requirements for therapeutic interventions.

Digital interventions offer various types of interfaces and degrees of supervision. First, blended physiotherapy partially replaces face-to-face appointments with a digital app comprising instructions for graded activity, complementary unsupervised exercises, and behavior-change techniques. The physiotherapist plays an active role in patient interaction with regard to exercise content, as well as in supervision of intervention progress [18]. Second, the intervention can be delivered without the local presence of a physiotherapist, but with permission for regular Skype video sessions and individual support of the home training program in terms of exercise selection, instruction, and dosage adjustment. Exercise videos are also provided [19]. Other interventions still build upon personal supervision, yet without face-to-face contact. Web-based intervention programs are used that provide information, exercise instructions, an online physiotherapist (synchronous and asynchronous chats, and telephone consultations), and education regarding factors of relevance to OA, including lifestyle [20,21]. Third, there are fully automated apps that do not involve any interaction with a real person [22,23]. In the complete absence of personal supervision, a digital app should support the patients' tasks required for the correct and safe execution of exercises, as well as adequately control physical load and handling of pain as well as possible.

In recent years, a large number of digital exercise interventions have emerged, but there is a lack of studies comparing apps or digital interventions with human-delivered approaches in the field of chronic diseases. Hsu et al [24] compared a person-to-person and a digital-assisted approach for successful aging in older people. The results indicated that healthy behavior improved for the person-to-person group, although not significantly. However, the ability to search for health information improved in the digital-assisted group. Some other studies compared guided (email or telephone) and unguided mental health interventions. Guided interventions were significantly superior to unguided interventions [25]. However, none of the above-mentioned studies included patients with OA. Furthermore, systematic reviews have shown that the theoretical
foundation of digital interventions is often not very well-developed [26].

In the present study, we evaluated a fully automated digital app that was developed on the basis of a paper-based home exercise program, which emerged as one of the important features of an evidence-based exercise intervention for patients with hip OA [27,28]. The app was designed to be used without personal supervision and comprises a selection of videos with hip-specific exercises, information on dosage principles, as well as individualized feedback mechanisms (for further details see the Methods section).

Theoretical Underpinning of Digital Exercise Interventions

With regard to the effectiveness of exercise interventions in general, and for digital interventions in particular, a theory-based approach has been shown to optimize the targeted effects [29-31]. The digital app examined in this study was developed as part of the framework of the model of physical activity-related health competence (PAHCO) [32]. This model follows the general objective of exercise interventions for patients with chronic diseases to promote individual competence for an increasingly independent realization of regular physical exercise [33]. From this health educational perspective, it is particularly important to empower the patients to adequately master the requirements of specific exercises and to enable them to carry out physical exercise in the best possible health-effective and low-risk manner, taking into account their own physical condition.

The PAHCO model considers three subcompetences, each of which specifically helps in coping with demands that arise during the initiation and maintenance of physical exercise in a health-enhancing way. Movement competence relates to motor demands and is observable based on high movement quality while performing physical exercises. Movement competence is mainly based on motor abilities and skills but also requires the confidence to accomplish the task with one's own abilities (corresponding to task self-efficacy [34]). Control competence enables people to gear their own physical exercise to optimize health benefits and minimize health risks. It is mainly based on action-related knowledge but also requires the ability to perceive and interpret body signals (eg, to adjust intensities based on muscle soreness). Self-regulation competence ensures the required regularity of physical exercise. Thus, in theoretical terms, this subcompetence is closely related to social-cognitive theories of health behavior that address motivational and volitional determinants of exercise behavior (eg, outcome expectancies, behavioral self-efficacy; for an overview see Biddle et al [35]). The subcompetences can be considered as proxies for regular physical exercise, which in turn leads to the desired health benefits [32]. The promotion of these subcompetences should therefore be an important aim of an exercise intervention. Although pain, physical functioning, fear of movement, and self-efficacy have already been the focus of previous studies on the effectiveness of digitally assisted training interventions [23,36,37], there is a lack of studies related to proxies of health outcomes such as movement quality, control competence, and self-regulation.

Aims and Hypotheses

Based on the aforementioned knowledge deficits, the aim of this crossover study was to evaluate whether exercise instruction and guidance of one training session via a fully automated tablet computer-based app results in comparable benefits in subcompetences of PAHCO in comparison to one session supervised by a physiotherapist in subjects with hip OA. Our hypotheses were as follows: (1) movement quality of exercises guided by the app is not inferior to the movement quality under supervision by a physiotherapist; (2) the effect of the app on control competence is not inferior to the effect of the physiotherapist-guided intervention; and (3) the effects of the app on exercise self-efficacy (as a prerequisite of self-regulation competence) are not inferior to the effects of the physiotherapist-guided intervention.

Methods

Study Design

This study was designed as a randomized 2×2 crossover trial. The participants were randomly assigned to one of two exercise treatment sequences with an allocation ratio of 1:1. The AP sequence started with a training session instructed by a fully automated tablet computer-based digital app, followed by an intervention supervised by a physiotherapist, whereas the PA sequence started with the physiotherapist and the second training intervention was conducted with the app. The washout phase between the two interventions was set to range between 3 and 5 weeks. This time period seemed sufficient to washout relevant treatment effects of a single exercise. Ethical approval was obtained from the ethical committee of Tuebingen University Hospital. The study was registered in the German clinical trial register (DRKS00015759).

Participants

Community-dwelling individuals with diagnosed hip OA were recruited via advertisements in regional newspapers, as well as by emails sent to employees of the University of Tuebingen and Tuebingen University Hospital. In addition, flyers were distributed by orthopedic surgeons and physiotherapists. Interested participants were asked to call staff members for further information. According to ethical guidelines, the subjects were fully informed about the positive effects of exercise therapy for hip OA. They were also informed about the structure and details of the app (ie, feedback mechanisms) and the research questions. The screening for eligibility took place in the context of this phone call. Eligible people were then randomly allocated to one of the two treatment sequences and the dates for the two treatment sessions were scheduled. The treatment sequence was blinded until the first treatment session. Both treatments took place at Tuebingen University Hospital. Inclusion and exclusion criteria for participants are described in Textbox 1.
Textbox 1. Inclusion and exclusion criteria for the noninferiority study.

- **Inclusion criteria**
  - 50 years and older
  - self-reported lifetime prevalence of hip osteoarthritis diagnosed by a medical practitioner
  - informed consent to study participation

- **Exclusion criteria (general)**
  - comorbidities leading to major impairments in everyday life and representing contraindications for physical activities
  - self-reported acute illness
  - significant established osteoporosis requiring treatment, previous spontaneous or low-impact fracture
  - musculoskeletal surgery at the lower extremity within the last 3 months
  - regular use of gait aids (eg, walker, crutch)
  - insufficient German language skills for self-administered questionnaires
  - previous experience in hip exercise groups

- **Exclusion criteria (in cases of an artificial joint replacement at the other hip or the knee joints)**
  - artificial joint replacement at the knee or hip joint within the last 6 months, with unstable anchoring or with known radiological signs of implant loosening
  - current pain at rest or with activity due to artificial joint replacement
  - luxation as an adverse event of artificial hip joint replacement
  - acute joint inflammation at the knee or hip joint

**Trial Interventions**

**Commonalities of Both Interventions**

The interventions used in this study were extracted from an evidence-based 12-week exercise program that was specifically designed for patients with hip OA [28,38,39]. The home-based exercises (2 per week) as well as additional information related to exercise execution, graded exercise dosage, and exercise-related coping with pain are comprehensively described in a book, which also includes training and pain logs [27]. The contents of the book formed the basis for both interventions (physiotherapist and app). Four exemplary exercises of the home training sessions and their instructions were selected from the entire exercise program. The first exercise was related to mobility and movement learning, the second and third were strengthening exercises for the muscles surrounding the hip, and the fourth was a balance task. The training material included elastic rubber bands of different colors, weight cuffs, and soft aero pads. Details on exercise prescription, number of sets, and repetitions are given in Table 1 and Multimedia Appendix 1-4. Participants had to assess their current state of pain prior to each session.

Participants were asked to comment on perceived exertion and OA-related pain after each set using a 10-point Likert scale. The target value for intensity (last row of Table 1) was the same for participants using the app and those supervised by a physiotherapist. In the former case, the app introduced the user to the right intensity. In the latter case, the physiotherapist knew about the adequate intensity and guided the patients to adapt the training intensity if necessary. The instructions for the physiotherapist on how to deal with patients with increasing pain were the same as the algorithm included in the app (first: movement control, second: downgrading of intensity, third: skipping the exercise). A training session, regardless of whether guided by the app or the physiotherapist, lasted between 45 and 60 minutes. The same training area with a size of about 30 m² was used in both cases.
Table 1. Details of the exercises.

<table>
<thead>
<tr>
<th>Detail</th>
<th>Pelvic tilt</th>
<th>Hip abduction</th>
<th>Hip extension</th>
<th>Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>mobility_seated</td>
<td>strength_supine</td>
<td>strength_table</td>
<td>balance_stance</td>
</tr>
<tr>
<td>Position</td>
<td>Seated</td>
<td>Supine</td>
<td>Table-supported stand</td>
<td>Step position</td>
</tr>
<tr>
<td>Kit</td>
<td>Stool</td>
<td>Mat, elastic band, pillow</td>
<td>Table, weight cuff, upper body padding</td>
<td>Balance pad</td>
</tr>
<tr>
<td>Aim</td>
<td>Pelvic, hip, and lumbar spine mobility; movement learning</td>
<td>Strength endurance</td>
<td>Strength endurance</td>
<td>Balance improvement, fall prevention</td>
</tr>
<tr>
<td>Description</td>
<td>Tilting the pelvis back and forth in the sagittal plane</td>
<td>An elastic band is placed below the knees. The feet are set. The knees are slowly tilted outward in the frontal plane</td>
<td>The upper body rests on the table and is supported by the arms. One leg is angled and slowly led back up in the sagittal plane. After adjusting the intensity, the exercise is performed with either an extended leg or an additional weight cuff</td>
<td>Step position both with open and closed eyes as well as with stable and unstable ground</td>
</tr>
<tr>
<td>Repetitions</td>
<td>30</td>
<td>20</td>
<td>25 (if exercise is performed with an additional weight cuff, the number of repetitions is reduced to 15)</td>
<td>15 seconds</td>
</tr>
<tr>
<td>Sets</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Intensity</td>
<td>Low, no physical strain</td>
<td>6-7 after the last repetition, still able to perform the exercise correctly</td>
<td>6-7 after the last repetition, still able to perform the exercise correctly</td>
<td>Intensity is related to the difficulty of the balance task and is upgraded as long as the exercise can be performed correctly</td>
</tr>
</tbody>
</table>

**Specification of Physiotherapist-Guided Exercises**

The supervisor was a qualified physiotherapist with 5 years of work experience. She was responsible for (1) introducing exercises, (2) correcting deficient or improper execution of exercises, (3) adjusting intensity, and (4) instructing participants in the case of increasing pain. In addition, it was at the physiotherapist’s judgement whether a participant should skip a simple intensity level and start directly with a more demanding variation.

**Specification of App-Guided Exercises**

The exercises were video-supported. Movement speeds were set using an auditory “click” sound and visually by the training partner in the video (see Multimedia Appendix 1-4). After each set, users were asked to comment on exercise-induced pain and its intensity via a digital visual analog scale on the interface monitor. To ensure a high quality of handling, the tablet was mounted to a holder before the start of the intervention. The participant trained independently and was only guided by the instructions of the app.

**Characteristics of the App**

The app was designed for a 9.7-inch (24.64 cm) Apple iPad and was developed by Ambigate GmbH (Tuebingen, Germany) according to the specifications of the authors. It is not open to the public. In line with the interventional implications of the PAHCO model, the content is basically a combination of practical exercises, cognitive and motor learning, and the processing of personal experience with movement [40]. Based on this, the following 5 different app components were compiled and individual intervention elements were further elaborated with reference to specific theoretical foundations: (1) technical introduction, (2) creation of an individual user profile, (3) pedagogical agent “Emil,” (4) exercise introductions, and (5) feedback-based dose adjustments and further instructions. A detailed list of the app’s components, specific elements, and the theoretical background of interaction principles can be found in Multimedia Appendix 5. An exemplary exercise flow and the underlying simplified algorithm of the software are described in Multimedia Appendix 6.

Videos and acoustic signals were implemented in the software to guide the different exercises and to support the participant during the exercises. The videos can be divided into different categories: (1) instruction video, (2) exercise video, (3) focus video, and (4) video for intensity adjustment. The characteristics of the videos, such as the perspective or benefits of close-ups, were tested in a pilot study during the app development process. The pilot study was conducted on 13 participants aged 50 years and older. This resulted in the implementation of close-ups in both focus videos and exercise videos. In addition, the camera’s perspective was optimized so that starting positions and movements were optimally visible. In addition to the video structure, the pilot study also focused on the choice of adequate actors. The pilot study showed a tendency for gender and age to play only a minor role. It was much more important for the participants that the exercise was performed by the model in a clearly visible and correct manner. Hence, the actors in the videos are middle-aged, a man and a woman, and represent an average of the healthy population.
Outcome Measures

Baseline Data
Sociodemographic, anthropometric, personal, and OA-related variables were used to characterize the sample, including age, gender, educational level, work-related life situation, previous experience with exercise groups, importance of sport throughout life, and technical affinity, which were collected at baseline. In addition, fear of movement, OA-related symptoms, and physical activity in the preceding 4 weeks were collected at the beginning of the first (T0) and second (T1) treatment sessions.

Movement Quality
Movement quality was assessed by two independent raters. Both were research assistants with a bachelor degree in exercise science. They were introduced to the scoring procedure of movement quality using a rating sheet including different categories of movement quality for each exercise. The categories described the starting and ending position of all four exercises, as well as the movement sequence for the exercise. The categories are based on the description of the movement order and do not allow for high variance in the response. However, the aim was to query each movement step of the respective exercise. Raters had to classify whether the execution in a category was fulfilled, partly fulfilled, or not fulfilled, and whether all quality criteria points were met throughout all repetitions and the whole movement execution, temporarily, or not at all. The different categories were weighted according to their relevance. The weighting of the individual categories was based on the therapeutic relevance of the respective category for a correct, effective, and safe execution of the movement.

Most of the categories used a 3-point Likert scale with the grades as defined above. If a category could only be fulfilled or not fulfilled, a dichotomous scale was used. The judgments were based on video and audio recordings of the training sessions. Each session was videotaped from two perspectives, so that each movement could be assessed in the appropriate body axis. The raters were allowed to review the videos using the control unit of the video player, if necessary. The values for each exercise were transformed to a scale of 0-100%. All sets were included and averaged across raters. Different scores were calculated: the average value across all categories was defined as the primary outcome for movement quality, and the four average values for each of the exercises were defined as secondary outcomes for movement quality.

Exercise-Specific Self-Efficacy
Exercise-specific self-efficacy was measured with a self-assessed questionnaire based on the Multidimensional Self-Efficacy for Exercise Scale [41] before and after each session. The scale ranges from not at all safe (0) to absolutely safe (10). The 9 Likert-like items of the scale can be classified into three subcategories: task, coping, and scheduling. The overall score of exercise-specific self-efficacy was defined as the primary outcome measure of this scale. Overall exercise-specific self-efficacy and its subscales were tested for internal consistency using Cronbach α.

Control Competence for Physical Training
The assessment of control competence for physical training was conducted in accordance with the self-rating scale developed by Sudeck and Pfeifer [32]. The participants filled in a questionnaire related to control competence for physical training before and after both training sessions. Six Likert-scale items addressed the application of training-specific knowledge, and using the perception of body signals and perceived exertion to pace and structure exercise and training, targeting either endurance or strength. The Likert scale ranged from “totally disagree” (1) to “totally agree” (4). To further reflect specific demands for patients with hip OA, four additional items were created similar to the existing item set, especially focusing on hip-related exercises. The mean value across all items was used to calculate primary outcome measures. Control competence for physical training was tested for internal consistency using Cronbach α.

Sample Size
The sample size was predefined to a minimum of N=40 without a sample size calculation.

Randomization
A computer-generated randomized order list in blocks of 5 entries for each of the 2 treatment sequences (AP and PA) was created prior to the start of the study by the study personnel. Eligible participants were randomly assigned to the sequences at the end of the initial phone call. The study staff member entered the name of the caller into the list consecutively in the order of the calls. The list was visible to the study personnel with no further concealment. If randomized subjects canceled the first treatment session, the randomization slot was opened again and used for the first new incoming call of an eligible subject. The order in which raters assessed the movement quality of each participant was randomized for each rater and test day separately using the internet tool random.org [42].

Blinding
Participants, assessors (raters), and statisticians were not blinded to the treatment sequence or type of intervention. However, participants did not know which treatment sequence they were assigned to before the start of the first training session. The two raters of movement quality were not blinded to treatment sequence or intervention; however, they were not included in any other part of the study, such as data collection or data analysis.

Statistical Analysis
Baseline Data
Baseline sociodemographic, activity-related, and clinical characteristics are summarized for the overall study population and for each of the two treatment sequences separately (PA, AP). Categorical data are presented as absolute numbers and percentages, and continuous data are presented as mean (SD) or median (IQR), as appropriate. Differences between treatment sequences were compared using Pearson chi-square test for categorical data, unpaired Student t test, or Mann-Whitney U test. The latter was used if the assumption of normally distributed data was violated.
Treatment Effects

This study used a 2x2 crossover design to test for noninferiority of the app versus physiotherapist with respect to the primary and secondary outcome measures as outlined above. The following effects must be considered in a crossover design: direct treatment effect (τ), period effect (π), carryover effect (λ), and random subject effect (nested within sequence of treatment order). Therefore, a mixed-model analysis of variance (ANOVA) was used with the fixed factors treatment (physiotherapist, app), period (T1, T2), and treatment sequence (PA, AP), with the latter indicating potential carryover effects.

Treatment effects were averaged over the levels of period and treatment sequence. They were used to calculate crossover standardized effect sizes comparable to independent group designs that were adjusted for medium sample sizes (Hedges g_{IG}) [43]. Two-sided 95% CIs were further calculated for the resulting g_{IG}. Positive treatment effects (τ) and effect sizes (g_{IG}) favor the conventional treatment physiotherapy.

Noninferiority of the app to physiotherapist-guided treatment was established if the upper limit of the 95% CI of g_{IG} was entirely below the predefined noninferiority margin, Δ=0.2 (g_{IG} + 95% CI < 0.2). Determining a margin that defines the largest clinically acceptable difference between two treatments is a critical step of a noninferiority trial and should account for both statistical considerations (ie, estimates based on prior studies and clinical judgement). As there is no established recommended Δ value for a noninferiority trial comparing app-based interventions with conventional physiotherapy sessions and no prior studies with similar primary outcome measures are available (to the best of our knowledge), we chose crossover standardized effect sizes equal or greater to an absolute value of 0.2 to be relevant in accordance with the definition of an effect size of Cohen d=0.2 to be small with negligible clinical importance. Effect sizes were further categorized with Cohen d=0.5 representing a medium effect size and d=0.8 representing a large effect size.

Outcome measures of movement quality were assessed only once during each intervention and were not further adjusted for any variable. Outcome measures of exercise-specific self-efficacy and control competence for physical training were assessed directly prior to and after each treatment for both periods (T1, T2). Post-pre differences (ie, change from baseline) were used as input variables for the mixed-model ANOVA for these measures.

Rater Agreement for Movement Quality

Rater agreement was assessed by calculating the percentage of exercise-related movement quality categories in which raters completely agreed. Values were averaged across all sets for each exercise and were considered separately for the app and physiotherapist treatments.

Sensitivity Analysis for Outcomes with Carryover Effects

If the mixed-model ANOVA exhibited a significant carryover effect, an additional analysis of treatment effects was conducted for period T1 only with a simple t test for unpaired samples. Effect sizes were calculated using Hedges g. Two-sided 95% CIs were further calculated for the resulting g.

The level of statistical significance was set at the conventional level of α=.05. All data were analyzed using SPSS IBM Version 25 and R version 3.6.1.

Results

Participants

Recruitment started in November 2018. Sixty-eight people contacted the study staff by phone, and 59 were deemed eligible and received a follow-up email, including written study information, details on measuring time points, and travel directions. However, five potential participants cancelled the first training appointment due to physical problems or overlapping appointments. Finally, 54 people completed the first training session. Seven participants could not attend the second session. Further details on participants flow are depicted in Figure 1. Data collection started on December 3, 2018 (first patient in) and was completed on January 16, 2019 (last patient out). The individual time period between T1 and T2 ranged between 27 and 42 days, with an average interval of 34.7 days.
Baseline Data

Baseline characteristics are presented in Table 2. Subjects in the PA group had a worse baseline condition for hip-related quality of life compared with that of the AP group. Participants in the PA group also had lower values for overall exercise-specific self-efficacy, as well as the cope and schedule subdimensions, in comparison with those of the AP group at baseline. Other baseline characteristics did not differ between participants allocated to the two treatment sequences.
Table 2. Baseline data for the complete sample differentiated according to treatment sequence.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=54)</th>
<th>PA&lt;sup&gt;a&lt;/sup&gt; (n=26)</th>
<th>AP&lt;sup&gt;b&lt;/sup&gt; (n=28)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.4 (8.2)</td>
<td>62.5 (8.0)</td>
<td>62.3 (8.5)</td>
<td>.91</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Female</td>
<td>32 (59)</td>
<td>16 (61)</td>
<td>16 (57)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (41)</td>
<td>10 (39)</td>
<td>12 (43)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Academic education</td>
<td>22 (41)</td>
<td>8 (31)</td>
<td>14 (50)</td>
<td></td>
</tr>
<tr>
<td>Vocational education</td>
<td>31 (57)</td>
<td>18 (69)</td>
<td>13 (46)</td>
<td></td>
</tr>
<tr>
<td>No vocational education</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Employed</td>
<td>32 (59)</td>
<td>14 (54)</td>
<td>18 (64)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>22 (41)</td>
<td>12 (46)</td>
<td>10 (36)</td>
<td></td>
</tr>
<tr>
<td>Technical affinity&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>2.87 (0.4)</td>
<td>2.90 (0.4)</td>
<td>2.84 (0.5)</td>
<td>.65</td>
</tr>
<tr>
<td>Previous experience with similar exercises in group sessions&lt;sup&gt;d&lt;/sup&gt;, median (IQR)</td>
<td>3.00 (2-3.25)</td>
<td>3.00 (2.0-3.0)</td>
<td>3.00 (2.0-4.0)</td>
<td>.31</td>
</tr>
<tr>
<td>Daily activity (minutes of cycling and walking/week), median (IQR)</td>
<td>215 (38-398)</td>
<td>215 (19-349)</td>
<td>225 (60-518)</td>
<td>.49</td>
</tr>
<tr>
<td>Sports activity (minutes/week), median (IQR)</td>
<td>209 (59-331)</td>
<td>229 (71-381)</td>
<td>184 (0-308)</td>
<td>.26</td>
</tr>
<tr>
<td>Fear of movement&lt;sup&gt;e&lt;/sup&gt;, median (IQR)</td>
<td>9.0 (8.0-12.0)</td>
<td>9.0 (8.0-13.3)</td>
<td>9.5 (8.3-10.8)</td>
<td>.84</td>
</tr>
<tr>
<td>WOMAC&lt;sup&gt;f&lt;/sup&gt; pain, mean (SD)</td>
<td>31.4 (16.0)</td>
<td>31.4 (16.2)</td>
<td>31.4 (16.1)</td>
<td>.99</td>
</tr>
<tr>
<td><strong>HOOS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain, mean (SD)</td>
<td>62.7 (15.5)</td>
<td>62.7 (16.2)</td>
<td>62.7 (15.1)</td>
<td>.99</td>
</tr>
<tr>
<td>Symptoms, mean (SD)</td>
<td>57.8 (17.6)</td>
<td>58.4 (16.4)</td>
<td>57.3 (19.4)</td>
<td>.83</td>
</tr>
<tr>
<td>ADL&lt;sup&gt;b&lt;/sup&gt;, median (IQR)</td>
<td>66.9 (54.4-82.7)</td>
<td>64.7 (54.4-77.9)</td>
<td>72.8 (55.2-86.8)</td>
<td>.26</td>
</tr>
<tr>
<td>Sport recreation, mean (SD)</td>
<td>54.2 (22.7)</td>
<td>49.0 (21.7)</td>
<td>58.9 (23.0)</td>
<td>.11</td>
</tr>
<tr>
<td>QL&lt;sup&gt;i&lt;/sup&gt;, median (IQR)</td>
<td>43.8 (29.7-62.5)</td>
<td>31.3 (25.0-50.0)</td>
<td>50.0 (37.5-62.5)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>ESE</strong>&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall, mean (SD)</td>
<td>6.13 (1.4)</td>
<td>5.70 (1.1)</td>
<td>6.52 (1.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Task, mean (SD)</td>
<td>6.04 (1.6)</td>
<td>5.85 (1.3)</td>
<td>6.21 (1.8)</td>
<td>.40</td>
</tr>
<tr>
<td>Cope, mean (SD)</td>
<td>5.53 (2.0)</td>
<td>4.88 (1.6)</td>
<td>6.13 (2.1)</td>
<td>.02</td>
</tr>
<tr>
<td>Schedule, median (IQR)</td>
<td>6.83 (5.7-8.1)</td>
<td>6.0 (5.7-7.3)</td>
<td>7.33 (6.3-8.9)</td>
<td>.02</td>
</tr>
<tr>
<td>CCPT&lt;sup&gt;k&lt;/sup&gt;, mean (SD)</td>
<td>2.67 (0.6)</td>
<td>2.59 (0.5)</td>
<td>2.74 (0.6)</td>
<td>.35</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physiotherapist-guided followed by app-guided sequence.

<sup>b</sup>AP: app-guided followed by physiotherapist-guided sequence.

<sup>c</sup>Scores on a 5-point scale from 1 (not true at all) to 5 (fully true); n=3 missing values.

<sup>d</sup>Scores on a 5-point scale from 1 (substantial experience) to 5 (minimal experience).

<sup>e</sup>Scores from 0 (no fear) to 24 (extreme fear).

<sup>f</sup>WOMAC: Western Ontario and McMaster Universities Osteoarthritis Index; pain subscale transformed values from 0 (no pain) to 100 (extreme pain).

<sup>g</sup>HOOS: Hip Disability and Osteoarthritis Outcome Score; transformed values from 0 (extreme impairment) to 100 (no impairment).

<sup>h</sup>ADL: activities of daily living.

<sup>i</sup>QL: hip-related quality of life.

<sup>j</sup>ESE: exercise-specific self-efficacy; rated on a scale from 0 (not at all safe) to 10 (absolutely safe).
kCCPT: control competence for physical training; scored on a scale from 1 (totally disagree) to 4 (totally agree).

**Treatment Effects**

**Movement Quality**

Results for movement quality are summarized in Table 3 and in Figures 2 and 3. The app was inferior to the physiotherapist in the primary outcome of overall movement quality as well as in all individual exercises, except for the mobility exercise. In contrast to the large effect sizes for the strengthening exercises (supine and table), the effect size for movement quality of the balance exercise was <0.2. However, the 95% CIs exceeded the noninferiority margin.

**Table 3.** Effects of treatment on movement quality (MQ).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Physiotherapist</th>
<th>App</th>
<th>$\pi_d$ (P value)</th>
<th>$\lambda^c$ (P value)</th>
<th>$\tau_d^f$ (95% CI)</th>
<th>Effect size, $g_{IG}^b$ (95% CI)</th>
<th>ni$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary: MQ_overall</td>
<td>88.3 (87.2-89.5)</td>
<td>85.9 (84.8-87.0)</td>
<td>.002</td>
<td>.37</td>
<td>2.41 (1.21-3.61)</td>
<td>0.59 (0.29-0.89)</td>
<td>0</td>
</tr>
<tr>
<td>Secondary: MQ_mobility_seated</td>
<td>83.5 (80.7-86.3)</td>
<td>84.8 (82.0-87.6)</td>
<td>.01</td>
<td>.86</td>
<td>–1.27 (–4.27-1.72)</td>
<td>–0.13 (–0.41-0.16)</td>
<td>1</td>
</tr>
<tr>
<td>Secondary: MQ_strength_supine</td>
<td>91.6 (90.2-93.2)</td>
<td>87.9 (86.5-89.2)</td>
<td>.12</td>
<td>.80</td>
<td>3.76 (2.01-5.50)</td>
<td>0.75 (0.39-1.13)</td>
<td>0</td>
</tr>
<tr>
<td>Secondary: MQ_strength_table</td>
<td>87.7 (86.2-89.1)</td>
<td>81.4 (80.0-82.8)</td>
<td>.003</td>
<td>.04</td>
<td>6.25 (4.79-7.72)</td>
<td>1.19 (0.84-1.55)</td>
<td>0</td>
</tr>
<tr>
<td>Secondary: MQ_balance_stance</td>
<td>90.5 (89.1-91.9)</td>
<td>89.7 (88.3-91.1)</td>
<td>.58</td>
<td>.28</td>
<td>0.78 (–0.93-2.49)</td>
<td>0.15 (–0.17-0.48)</td>
<td>0</td>
</tr>
</tbody>
</table>

a Movement quality (MQ) with 0-100% of quality criteria points fulfilled.

bHedges $g_{IG}$.

cni: noninferiority for app (“1” if $g_{IG} + 95\% \text{ CI}<0.2$; else “0”).

d$\pi$: period effect.

e$\lambda$: carryover effect.

f$\tau_d$: treatment effect differences averaged over the levels of period and sequence; positive values indicate a beneficial effect for the physiotherapist.

**Figure 2.** Violin plots (mirrored estimated kernel density plot on each side of the boxplot, tails are trimmed to the range of the data) to visualize the distribution of movement quality (MQ) depending on the treatment sequence and type of intervention. AP: app-guided followed by physiotherapist-guided sequence; PA: physiotherapist-guided followed by app-guided sequence.
Figure 3. Effect sizes, $g_{IG}$ (95% CI), related to the noninferiority margin for movement quality (MQ).

The overall movement quality score, as well as the movement quality scores for the mobility exercise and strength exercise (table), were significantly better in period 2 (T2) than in period 1 (T1). A statistically significant carryover effect was detected in favor of treatment sequence PA for the movement quality of the table strength exercise.

**Rater Agreement for Movement Quality**

Total agreement between the two raters varied between 79% and 91%. Apart from movement quality for seated mobility, agreement was 3-5% better with the physiotherapist. The highest rater agreement of the assessors was found for the strength exercise in the supine position. Detailed results for movement quality rater agreement are shown in Multimedia Appendix 7.

The results of sensitivity analysis after excluding the movement quality rating categories with unsatisfactory interrater reliability are shown in Multimedia Appendix 8.

**Exercise-Specific Self-Efficacy**

The results for exercise-specific self-efficacy are shown in Table 4 and in Figures 4 and 5. The outcomes increased after the intervention in both groups. However, the app was inferior to the physiotherapist.

Overall exercise-specific self-efficacy showed a large effect of the physiotherapist versus the app. Medium effects were found in the exercise-specific self-efficacy subcategories coping and schedule, and a small effect was seen in the subcategory task (Table 4). All measures for exercise-specific self-efficacy showed statistically significant period and carryover effects: intervention effects (post-pre differences) were larger in period 1 compared to those in period 2, and carryover effects were measured in favor of treatment sequence PA. Three of the four scales showed excellent to good scale consistency, with Cronbach $\alpha$ values between .89 and .91. The task subscale also showed an acceptable consistency value with Cronbach $\alpha$ of .79.

Table 4. Effects of treatment on exercise-specific self-efficacy (ESE) and control competence for physical training (CCPT) (N=54).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Physiotherapist</th>
<th>App</th>
<th>$\pi^2$ (P value)</th>
<th>$\lambda^d$ (P value)</th>
<th>$\tau^e_{IG}$ (95% CI)</th>
<th>$g_{IG}a$</th>
<th>$n^b$</th>
<th>Cronbach $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary: ESE$_{all_\Delta}$</td>
<td>1.85 (1.56-2.14)</td>
<td>0.95 (0.67-1.24)</td>
<td>&lt;.001</td>
<td>.02</td>
<td>0.70 (0.52-1.27)</td>
<td>0.84 (0.46-1.22)</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Secondary: ESE$_{task_\Delta}$</td>
<td>1.96 (1.55-2.37)</td>
<td>1.23 (0.83-1.63)</td>
<td>&lt;.001</td>
<td>.03</td>
<td>0.73 (0.13-1.33)</td>
<td>0.49 (0.10-0.88)</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>Secondary: ESE$_{cope_\Delta}$</td>
<td>2.16 (1.75-2.57)</td>
<td>1.06 (0.67-1.46)</td>
<td>&lt;.001</td>
<td>.03</td>
<td>1.00 (0.60-1.60)</td>
<td>0.74 (0.38-1.10)</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Secondary: ESE$_{schedule_\Delta}$</td>
<td>1.41 (1.07-1.75)</td>
<td>0.57 (0.23-0.90)</td>
<td>&lt;.001</td>
<td>.001</td>
<td>0.84 (0.36-1.33)</td>
<td>0.68 (0.28-1.09)</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Primary: CCPT$_{all_\Delta}$</td>
<td>0.31 (0.17-0.45)</td>
<td>0.22 (0.08-0.36)</td>
<td>.25</td>
<td>.36</td>
<td>0.09 (0.08-0.26)</td>
<td>0.18 (0.14-0.50)</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

$a$: Hedges $g_{IG}$.

$\text{bi: noninferiority for app ("1" if } g_{IG} + 95\% \text{ CI}<0.2; \text{ else } "0").}$

$c$: period effect.

$d$: carryover effect.

$e$: treatment effect differences averaged over the levels of period and sequence; positive values indicate a beneficial effect for physiotherapist.

$^f$: ESE: exercise-specific self-efficacy; rated on a scale of 0 (not at all safe) to 10 (absolutely safe).

$^g$: CCPT: control competence for physical training; rated on a scale of 1 (totally disagree) to 4 (totally agree).
Figure 4. Violin plots (mirrored estimated kernel density plot on each side of the boxplot, tails are trimmed to the range of the data) for visualization of distribution of exercise-specific self-efficacy (ESE) depending on treatment sequence and type of intervention. ESE values range from 0 (not at all safe) to 10 (absolutely safe). AP: app-guided followed by physiotherapist-guided sequence; PA: physiotherapist-guided followed by app-guided sequence.

Figure 5. Effect sizes, gIG (95% CI), related to the noninferiority margin for exercise-specific self-efficacy (ESE, overall and with the subdimensions task, cope, and schedule) and control competence for physical training (CCPT). A: app; P: physiotherapist.

Control Competence for Physical Training

As shown in Table 4 and Figures 5 and 6, the outcomes for control competence for physical training increased after the intervention in both groups. However, the app was inferior to the physiotherapist. The effect size was <0.2; however, the 95% CI exceeded the noninferiority margin (Table 4). The scale consistency was excellent with a Cronbach α value of .94.
**Figure 6.** Violin plots (mirrored estimated kernel density plot on each side of the boxplot, tails are trimmed to the range of the data) for visualization of distribution of control competence for physical training (CCPT) depending on treatment sequence and type of intervention. CCPT values range from 1 (totally disagree) to 4 (totally agree). AP: app followed by physiotherapist sequence; PA: physiotherapist followed by app sequence.

**Sensitivity Analysis for Outcomes with Carryover Effects**
Outcomes with significant carryover effects were additionally analyzed for period 1 only, and are represented in Table 5. The app was inferior to physiotherapy, with large effect sizes in favor of physiotherapy for all analyzed variables.

**Table 5.** Carryover effects for period 1 only (Student t test for unpaired samples).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD) change from baseline</th>
<th>t test, ( \tau_d^b (95% CI) )</th>
<th>Effect size, ( g^c (95% CI) )</th>
<th>( n^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary: ESE( d _all _\Delta )</td>
<td>2.77 (1.1)</td>
<td>1.15 (1.4)</td>
<td>1.62 (0.94-2.31)</td>
<td>1.27 (0.68-1.86)</td>
</tr>
<tr>
<td>Secondary: ESE_task_\Delta</td>
<td>2.96 (1.4)</td>
<td>1.62 (2.0)</td>
<td>1.34 (0.39-2.29)</td>
<td>0.76 (0.20-1.32)</td>
</tr>
<tr>
<td>Secondary: ESE_cope_\Delta</td>
<td>3.10 (1.8)</td>
<td>1.18 (1.6)</td>
<td>1.92 (1.01-2.83)</td>
<td>1.14 (0.56-1.72)</td>
</tr>
<tr>
<td>Secondary: ESE_schedule_\Delta</td>
<td>2.26 (1.3)</td>
<td>0.64 (1.6)</td>
<td>1.62 (0.83-2.40)</td>
<td>1.10 (0.52-1.68)</td>
</tr>
<tr>
<td>Secondary: MQ( e _strength_table )</td>
<td>87.8 (4.8)</td>
<td>79.0 (7.2)</td>
<td>8.7 (5.38, 12.10)</td>
<td>1.4 (0.79-2.00)</td>
</tr>
</tbody>
</table>

\( ^a \tau_d \): treatment effect differences averaged over the levels of period and sequence; positive values indicate a beneficial effect for physiotherapist.

\( ^b \)Hedges \( g \).

\( ^c \)ni: noninferiority for app (“1” if \( g_{IG} + 95\% CI<0.2 \); else “0”).

\( ^d \)ESE: exercise-specific self-efficacy; values ranging from 0 (not at all safe) to 10 (absolutely safe).

\( ^e \)MQ: movement quality.

**Harms**
No harms or unintended effects occurred during the study.

**Discussion**

Principal Findings
Digital home training programs that help people support their training routines are urgently needed in the current world of decreasing physical activity. This is particularly true for patients suffering from OA. It is well known that exercises are efficient to decrease pain and increase physical functioning in OA [3,5-8].

To enable patients to train in a health-promoting and low-risk range, the PAHCO model provides a breakdown of subcompetences, each of which helps in the long-term realization of health-effective exercise [32,33]. A main interventional implication of the PAHCO model is to combine exercise practice, transfer of knowledge, and processing of personal experience of movement [40].

To the best of our knowledge, there is no app specifically designed for hip OA patients that combines the transfer of knowledge, exercise instructions, and processing of personal experience with movement. Furthermore, there are no studies comparing the effectiveness of these interventions provided by
humans and apps. Therefore, the aim of this study was to investigate whether digital exercise instruction and guidance leads to benefits in PAHCO’s subcompetences in a manner that is comparable to physiotherapist care for patients with hip OA.

Movement quality of exercise execution was one important outcome in our study. Exercising in groups of two, in which the partner is alternately practicing and observing, shows important effects on learning success, especially for practical implementation with patients [44-47]. In our study, the physiotherapist served as an active corrective, but less as a role model, because she did not actively execute the exercises. In contrast, the app provides permanent illustrations of how to conduct the exercises via the virtual training partner and additional acoustic signals. The exercises selected for the study differed in terms of their starting position, used musculature, and complexity. Compared to the other two exercises, the two strength exercises were characterized by a more error-prone starting position and execution of movement, whereas the mobility exercise and balance tasks were simpler. Movement quality was inferior in the training session with the app compared with that guided by the physiotherapist, except for the mobility exercise. The difference between the physiotherapist and app for the balance exercise was smaller than the critical effect size value of 0.2, and the criterion for noninferiority was only missed because the 95% CIs exceeded the noninferiority margin. The effects of exercise for mobility and balance in the intervention with the app were close to those with the physiotherapist. However, both strength exercises showed large effects in favor of the physiotherapist-assisted intervention. It can therefore be concluded that not all exercises with different focuses and difficulties are suitable for being guided by a training app only. To avoid comprehension difficulties and poor movement quality, as well as potentially related impairments of training efficacy and risk of harm, we recommend that patients receive supervised instructions when initiating training, especially for more complex exercises. This is in line with results of other investigations, in which initial face-to-face contact with individuals before a new intervention showed positive changes in physical activity outcomes. This is also recommended in guidelines for the nonpharmacological treatment of OA [7,48].

Self-efficacy is an important key to modifying behavior [37]. People with high self-efficacy set higher goals, invest more effort into the pursuit of their goals, and will be more likely to keep trying when barriers and setbacks arise [49]. Self-efficacy increases when the individual receives positive feedback after successfully completing a task [50]. The results from this study revealed that the app is inferior to a physiotherapist in outcomes related to exercise-specific self-efficacy. In particular, the overall scale for exercise-specific self-efficacy as well as its subscales coping and scheduling showed large effects in favor of the physiotherapist. Coping is related to barriers for carrying out exercises, such as “I am able to exercise when I lack energy” or “…don’t feel well,” and scheduling is related to the ability to integrate exercises into daily routines. It can be concluded that face-to-face supervision of a single training session by a physiotherapist cannot be equally replaced by a digital app with a pedagogical agent and video-based training instructions. This was confirmed by Danbjerg et al [12], who reported that the participants missed personal contact with the physiotherapist. However, it should not be disregarded that self-efficacy increased even after training with the app. Litman et al [51] also reported an improvement in self-efficacy using digital apps, but also regarded this type of intervention as a complementary and supporting measure.

We found carryover effects for all outcomes related to the self-administered exercise-specific self-efficacy score, but only for one movement quality outcome. The subjective confidence of being able to show a desired behavior seems to be influenced by a personal supervisor much more than the objective ability to perform a movement. This finding underlines the importance of using both subjective and objective outcome measures if PAHCO is to be improved by a special intervention.

The effect size for control competence for physical training in our study was smaller than the critical value of 0.2, and the criterion for noninferiority was only missed because of the 95% CI exceeding the noninferiority margin. Control competence for physical training is quantified using items that are directly related to the competence to control training intensity in the required way (ie, “I know how I can best increase my strength in the leg and hip area with physical training” or “I am able to adjust my training effort well to my physical condition”). These items are comparable to the exercise-specific self-efficacy subscale task to some extent, with items such as “…I am certain that I will be able to carry out exercises with the right technique.” The app was inferior to the physiotherapist in this subscale. However, only a small effect size was obtained in comparison to all other exercise-specific self-efficacy scales that showed medium or large effect sizes.

The characteristics of our sample are typical characteristics of OA patients, indicating the good generalizability of the findings. The average age and the gender distribution correspond to the risk profile of the disease [52]. The average Western Ontario and McMaster Universities Osteoarthritis Index (WOMAC) pain score attests a moderate hip OA [53]. However, the fear of movement among our participants was relatively low compared to that of other OA samples [11]. Overall baseline values further indicate that the study sample was physically active according to physical activity guidelines, and had a positive attitude toward technology [54]. These criteria may restrict the external validity of the results to a comparable population with respect to fear of movement, physical activity status, and technical affinity.

No adverse events were reported for any of the interventions. However, safety aspects are extremely relevant for fully automated computer-based interventions as there is no health care professional controlling for nonphysiological or even harmful execution of exercises. The app tested in this study used personalized closed feedback loops to adapt exercise instructions and dosage according to the user’s feedback on pain and physical exhaustion. Nonetheless, it has been shown that movement quality was inferior by using the app when it comes to more complex exercises. Future studies with longer intervention periods should therefore evaluate if minor movement competence goes along with higher pain levels, more
adverse events, or poorer health outcomes. Proof of safety and medical benefit or patient-relevant structural and process improvements are mandatory aspects for approval of an “app on prescription” in Germany [55].

Limitations

Results of this study show ceiling effects for the variables self-efficacy and control competence. The study population already had very good values at baseline, thereby reducing the possibility for change. To be able to assess effects in a more differentiated way, samples of future studies should have lower initial values in this outcome dimension. To investigate outcome effects in a more vulnerable population, further research should also focus on a sample that is less physically active, has more severe symptoms, feels greater barriers to technology, and has a greater fear of movement. This limitation and the above-mentioned restrictions with regard to the external validity of the study results may be caused by a potential recruiting bias, which may have affected the outcomes as well. Subjects were fully informed about the rationale and aim of the study in the context of recruitment and inclusion. It therefore cannot be ruled out that this information may have had an effect on user self-selection and expectation, and may have therefore biased the results.

This study also has some methodological issues that should be discussed. Five outcomes of the study showed carryover effects in favor of the physiotherapist, four of which were related to exercise-specific self-efficacy. Although a washout phase with a minimum of 3 weeks was conducted between training sessions, this phase was not long enough to eliminate positive treatment effects. The session with the physiotherapist induced long-lasting effects that sustained during the washout phase. As a consequence, a sensitivity analysis was conducted and results of this sensitivity analysis led to similar but even more pronounced statements related to the inferiority of the app versus the physiotherapist. We are aware that the practice of analyzing data from the first study period as if it had been obtained from a conventional parallel-group design has been shown to be potentially strongly anticonservative [56]. Yet, no conclusive answer is provided by the literature on how to proceed if analyses yield significant carryover differences. Future studies should use a parallel-group design or significantly extend the washout phase to an adequate length to eliminate carryover [57]. However, the results of our study indicate that the latter seems to be difficult to implement in studies with exercise interventions. A complete washout was also not desired in our study.

Exercise-specific self-efficacy and control competence for physical training were assessed prior to and after each intervention, and change from baseline was used as a dependent variable for each intervention. There is little agreement in the current literature as to whether or how to introduce period-specific baseline measurements into the model. The use of change from baseline is discouraged due to its poor type I error rate control and lower power than other methods, yet under the assumption of no carryover [58]. Nevertheless, change from baseline was applied in our study, as it is the most simplistic way to analyze the data, and other methods face similar problems in the presence of carryover effects [59].

Aside from carryover effects, period effects were present in almost all measures. Effects of differences between pre and post values of the training session were larger in period 1, whereas movement quality assessed while exercising was better in period 2. This seems conclusive, as the possibility of improvement within one training session may have a saturation effect partially due to ceiling effects, whereas the better movement quality in period 2 may be related to a learning effect on exercise execution from period 1. As period effects do not affect comparison between groups, this limitation does not seem crucial for the interpretation of the results.

Conclusion

Despite the absence of noninferiority to the physiotherapist in almost all measures of interest, exercise-specific self-efficacy and control competence for physical training also improve using an app, and movement quality is acceptable for exercises that are easy to perform. However, relevant differences in movement quality are present in challenging tasks. The digital app therefore opens up possibilities to take on the role of a supplementary tool to support the patient in independent home training for less complex exercises. Nevertheless, it cannot replace a physiotherapist with an equivalent effect.
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Screenshot of the exercise video “Pelvic tilt.”.

[PNG File, 627 KB - jmir_v22i9e18233_app1.png ]
Multimedia Appendix 2
Screenshot of the exercise video “Strengthening of the hip abductors.”.
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Multimedia Appendix 3
Screenshot of the exercise video “Strengthening of hip extensors.”.
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Multimedia Appendix 4
Screenshot of the exercise video "Balance task.”.
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Multimedia Appendix 5
App components and theoretical background of the interaction principles.
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Multimedia Appendix 6
Exemplary decision path of the software algorithm based on the exercise to strengthen the hip abductors.
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Multimedia Appendix 7
Rater agreement for movement quality, averaged across all categories and sets for each exercise and intervention in percent. P: physiotherapist; A: app.
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Multimedia Appendix 8
Sensitivity analysis for movement quality after excluding categories with poor interrater reliability.
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Abstract

Background: Exercise is a core recommended treatment for knee osteoarthritis (OA), yet adherence declines, particularly following cessation of clinician supervision.

Objective: This study aims to evaluate whether a 24-week SMS intervention improves adherence to unsupervised home exercise in people with knee OA and obesity compared with no SMS.

Methods: A two-group superiority randomized controlled trial was performed in a community setting. Participants were people aged 50 years with knee OA and BMI ≥30 kg/m² who had undertaken a 12-week physiotherapist-supervised exercise program as part of a preceding clinical trial. Both groups were asked to continue their home exercise program unsupervised three times per week for 24 weeks and were randomly allocated to a behavior change theory–informed, automated, semi-interactive SMS intervention addressing exercise barriers and facilitators or to control (no SMS). Primary outcomes were self-reported home exercise adherence at 24 weeks measured by the Exercise Adherence Rating Scale (EARS) Section B (0-24, higher number indicating greater adherence) and the number of days exercised in the past week (0-3). Secondary outcomes included self-rated adherence (numeric rating scale), knee pain, physical function, quality of life, global change, physical activity, self-efficacy, pain catastrophizing, and kinesiophobia.

Results: A total of 110 participants (56 SMS group and 54 no SMS) were enrolled and 99 (90.0%) completed both primary outcomes (48/56, 86% SMS group and 51/54, 94% no SMS). At 24 weeks, the SMS group reported higher EARS scores (mean 16.5, SD 6.5 vs mean 13.3, SD 7.0; mean difference 3.1, 95% CI 0.8-5.5; P=.01) and more days exercised in the past week (mean 1.8, SD 1.2 vs mean 1.3, SD 1.2; mean difference 0.6, 95% CI 0.2-1.0; P=.01) than the control group. There was no evidence of between-group differences in secondary outcomes.

Conclusions: An SMS program increased self-reported adherence to unsupervised home exercise in people with knee OA and obesity, although this did not translate into improved clinical outcomes.

Trial Registration: Australian New Zealand Clinical Trials Registry 12617001243303; https://tinyurl.com/y2ud7on5

International Registered Report Identifier (IRRID): RR2-10.1186/s12891-019-2801-z

(J Med Internet Res 2020;22(9):e21749) doi:10.2196/21749
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Introduction

Background
Knee osteoarthritis (OA) is a global public health problem [1]. As OA has no cure, supporting patients to self-manage their condition is vital. Exercise is a core recommended treatment for knee OA [2,3] and is important for common comorbidities such as obesity, diabetes, and heart disease [4]. Exercise programs often involve initial supervision by a clinician, followed by unsupervised home exercise. Ideally, regular participation in exercise should be one of the long-term goals of self-management. Unfortunately, adherence to home exercise is often poor [5], particularly once clinician input ceases [6]. Numerous barriers can impact adherence, such as pain, negative beliefs about OA and exercise, and poor self-efficacy [7,8]. This decline in exercise adherence is typically mirrored by a gradual loss of initial clinical benefits [6,9]. Thus, scalable strategies to improve adherence to structured home exercise are thought to be important for better long-term patient outcomes [10].

There is uncertainty about how best to help people with knee OA adhere to exercise. Interventions that show promise include booster or refresher sessions with a physiotherapist and behavioral graded exercise, involving gradual increases in physical activity plus booster sessions [11]. However, ongoing clinician involvement may be unfeasible or impractical for many patients due to access challenges and/or cost. Instead, the use of digital communications such as SMS, email, or apps may be inexpensive and accessible options to help promote exercise adherence. As patients with knee OA tend to be older, SMS may have advantages over other forms of digital communication due to its widespread use, familiarity, and potential to overcome barriers related to device ownership (eg, not owning a smartphone) and access to and availability of Wi-Fi cellular data. The effectiveness of SMS-based interventions to promote healthy behaviors relevant to OA, such as physical activity, diet, and/or weight loss, has also been demonstrated in various settings and other conditions [12-14]. To date, the use of SMS to improve adherence to home exercise or physical activity in people with knee OA has only been evaluated in three pilot or feasibility studies [15-17].

Objectives
The primary aim of the ADHERE randomized controlled trial (RCT) was to evaluate the effects of a theoretically informed 24-week SMS program [18] on self-reported adherence to a prescribed, unsupervised, structured home exercise program, undertaken after an initial 12-week period of physiotherapist supervision. We hypothesized that the SMS intervention would lead to greater exercise adherence than no SMS contact.

Methods

Trial Design
This parallel, two-arm superiority RCT is reported according to CONSORT (Consolidated Standards of Reporting Trials) [19], CONORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth) [20], Template for Intervention Description and Replication (TIDieR) [21], and Consensus on Exercise Reporting Template (CERT) recommendations [22]. It was prospectively registered (Australian New Zealand Clinical Trials Registry #12617001243303), and the trial protocol is published [23]. Approval was obtained from the Institutional Human Research Ethics Committee (#1544919).

Participants
This trial used participants completing another study, the TARGET trial [24], where participants visited a physiotherapist five times over 12 weeks for prescription of either a weight-bearing functional exercise program or a non–weight-bearing quadriceps strengthening exercise program. TARGET trial participants were recruited from the community in Melbourne, Australia, between September 2017 and May 2019 via advertisements through consumer organizations, social media, community locations, media, and our volunteer database. Inclusion criteria were as follows: (1) aged ≥50 years, (2) knee pain on most days of the past month, (3) knee pain for ≥3 months, (4) average overall pain severity ≥4 on an 11-point numeric rating scale (NRS), (5) tibiofemoral osteophytes on x-ray, (6) obesity (BMI ≥30 kg/m²), and (7) own a mobile phone with text messaging. The exclusion criteria are found in Multimedia Appendix 1.

The TARGET trial included face-to-face visits with members of the research team at the University of Melbourne. Only those who completed the TARGET trial final 12-week assessment and did not withdraw at this time point were enrolled into the ADHERE trial. Participants provided written informed consent to participate in the subsequent ADHERE trial at the time of TARGET trial enrollment.

Randomization, Allocation Concealment, and Blinding
On completion of the TARGET trial final assessment (which served a dual purpose as the ADHERE trial baseline assessment), participants underwent 1:1 randomization into either SMS intervention or control (no SMS). Computer-generated randomization was prepared by the biostatistician (JK) in permuted blocks of sizes 6 to 12, stratified by type of exercise performed in TARGET and by exercise adherence at the final TARGET time point (0-1 sessions in the past week arbitrarily classified as lower adherence and 2-4 sessions higher adherence). Allocation was concealed in a password-protected computer program and accessed by a researcher not involved in enrollment or assessment. Participants were blinded to the study groups and to the study hypothesis through limited disclosure. They were informed at the TARGET trial enrollment that participation was for 9 months, with the initial 3 months comparing two exercise programs and the following 6 months investigating undisclosed adherence strategies, such as a logbook or text messages. To avoid influencing exercise adherence behavior, participants were not informed that two separate, but related, trials were being conducted or that they were being re-randomized into this trial. Outcome assessment was therefore blinded as the participants were deemed assessors in this RCT, given outcomes were participant reported. The statisticians were blinded to the group allocation.
Interventions
All participants were asked to continue their allocated TARGET prescribed home exercise program unsupervised for 24 weeks [24] but to reduce the frequency from four times per week to three times per week (Multimedia Appendix 2). The frequency was reduced to facilitate adherence over the longer term while still meeting exercise guideline recommendations [25]. In the last appointment in the TARGET trial, the physiotherapists discussed with the participant the importance of progressing the exercises during the subsequent unsupervised phase (eg, by increasing resistance; changing stance surface; and/or varying the number of repetitions, direction, and speed of movement). Participants also received paper-based instructions for each exercise, including how to progress the exercise, and an optional logbook to record their exercise sessions if they wished.

SMS Intervention
Participants received a 24-week automated, semi-interactive SMS intervention delivered via mobile phone to support adherence to the home exercise program. The development of the SMS intervention was based on the Behavior Change Wheel framework [26] and is described elsewhere [18]. In brief, we identified key barriers or facilitators to exercise adherence in knee and hip OA and mapped these to the Theoretical Domains Framework [8]. Behavior change techniques linked to each barrier or facilitator [27] were then used to construct the content of the SMS messages.

Participants received up to five text messages weekly, with message frequency reducing over the 24 weeks. Multimedia Appendices 3 and 4 [18] describe all message types and frequencies, whereas Multimedia Appendix 5 [18] outlines how the automated message sequence functioned. In summary, each week (weeks 1-8) to fortnight (weeks 9-24) participants received a message asking them to self-report the number of home exercise sessions completed in the previous week. Participants who completed ≤2 sessions then received a message prompting them to select their main reason (barrier) for not performing exercise sessions as prescribed (3 sessions per week) from a predetermined list (forgot, too tired, knee hurts so cannot exercise, worried exercise is causing pain, exercise is not helping, boring, lack of time, life stress, and none of the above apply to me). Barrier selection then triggered a message providing a suggestion tailored to address the selected barrier (example shown in Figure 1). Those who chose the barrier option of none of the above apply to me received a message encouraging them to continue exercising, but the message was not linked to a specific behavior change technique. Participants who reported being adherent (≥3 exercise session per week) received a positive reinforcement message. Program automation ensured that different messages were received each time. All participants, irrespective of their adherence, also received regular motivational SMS (twice weekly initially then once fortnightly by 24 weeks) containing suggestions linked to exercise facilitators. To enhance engagement, participants received special occasion messages (eg, birthday). Message lengths ranged from 105 to 420 characters, with literacy demands assessed as grade 5.4, well below the maximum eight-grade reading level recommended for consumer health care information [28].

Figure 1. Example automated message sequence for a person with low exercise adherence and reporting their main barrier to exercise as “forgot.” Modified from the study by Nelligan et al 2019. Reproduced under the terms of the Creative Commons Attribution 4.0 license.

Control—No SMS
Participants in the control group did not receive any SMS contact.

Outcomes
Outcomes were self-reported and completed electronically (via REDCap) or on paper. The primary outcomes were two measures of adherence, collected at 24 weeks: (1) adherence to
prescribed home exercise using the Exercise Adherence Rating Scale (EARS) Section B and (2) Number of days home exercises completed in the past week. EARS Section B has six items, each scored on a 5-point scale with terminal descriptors of strongly agree to strongly disagree. The total score ranges between 0 and 24, with higher scores indicating better adherence. This measure has acceptable internal consistency, high test-retest reliability (intraclass correlation coefficients [ICCs] from 0.91 to 0.97), and evidence of construct validity and responsiveness to change [29-31]. Participants were asked “In the past week, how many days did you do your recommended home exercises (maximum of 3 days)?” Response choices ranged from 0 to 3 days. Our test-retest reliability (2-week interval) with such a scale in 54 patients with knee OA was good (ICC [model 2,1]=0.79; 95% CI 0.66-0.87) with fair validity based on agreement with concealed accelerometer-measured session number (Spearman correlations from 0.26 to 0.48 over a 12-week period; method of accelerometer measure reported in the study by Nicolson et al [32]).

Secondary outcomes measured at baseline and 24 weeks, unless otherwise indicated, included the following: (1) adherence to home exercise program three times per week (24-weeks only) based on strength of agreement to the statement “I have been doing my exercise sessions 3 times each week as recommended” using an 11-point NRS with terminal descriptors strongly disagree=0 to strongly agree=10 [32]; (2) average overall knee pain in the past week using a NRS [33] with terminal descriptors of no pain (score=0) and extreme pain (score=10) [33]; (3) pain, other symptoms, function in daily living, function in sport and recreation, and knee-related quality of life in the last week using the Knee Injury and Osteoarthritis Outcome Score [34], ranging from 0 to 100, with higher scores indicating better outcomes; (4) health-related quality of life using Assessment of Quality of Life instrument [35] (version AQoL-6D), scores ranging from −0.4 to 1.00 and higher scores indicating better quality of life [35]; (5) Arthritis Self-Efficacy Scale, scores ranging from 0 to 10 and higher scores indicating greater self-efficacy [36]; (6) kinesiophobia using the Brief Fear of Movement Scale for OA, scores ranging from 6 to 24 and higher scores indicating greater kinesiophobia [37]; (7) Pain Catastrophizing Scale, scores ranging from 0 to 52 and higher scores indicating greater catastrophizing [38]; (8) Physical Activity Scale for the Elderly, scores ranging from 0 to 400 and higher scores representing greater physical activity [39]; and (9) participant-reported global overall change using a 7-point scale (terminal descriptors much worse to much better). Participants who reported moderately better and much better were classified as improved [40].

Adverse events (any problem participant believed was caused by advice received and required them to seek treatment or take medications and/or interfered with function for ≥2 days) were recorded via a questionnaire at 24 weeks. Medications and other knee OA treatments were recorded at 24 weeks using a customized survey.

Automatically collected SMS data included (1) number who opted to cease receiving messages, (2) mean (SD) number of SMS messages sent per participant, (3) mean (SD) participant reply rate to self-reported exercise sessions, (4) mean (SD) participant reply rate for barrier selection, and (5) group frequency of barriers selected.

Sample Size
We conservatively estimated that 79.6% (102/128 of TARGET participants would be randomized into ADHERE, and of those, 80.3% (82/102) would be retained at week 24. We chose a moderate effect size of 0.6, given that smaller effects are unlikely to be clinically relevant [41]. With 40 participants per group, we would have 83% power to detect an effect size of 0.6 with a two-sided significance level of .05, assuming a correlation between baseline home exercise adherence and adherence outcomes at 24 weeks of 0.4, based on data from our previous trials [42-44], and including baseline adherence as a covariate in regression models.

Statistical Methods
Analyses were performed by biostatisticians (JK and SC) using Stata (StataCorp, version 16) software and intention-to-treat. Baseline characteristics of participants who did and did not provide both primary outcomes were compared using t tests or chi-square tests. Missing outcomes were imputed using chained equations with predictive mean matching and five nearest neighbors for continuous outcomes and logistic regression imputation models for binary improvement outcomes. Data were imputed for each group separately. Imputation models for continuous outcomes at 24 weeks included all baseline and outcome variables, where appropriate. Imputation models for binary variables omitted all outcome variables because of the potential for perfect prediction, including only baseline variables. Estimates from 20 imputed data sets were combined using Rubin’s rules [45]. Standard diagnostic plots assessed the validity of model assumptions and imputed data sets. For the primary outcome of exercise adherence EARS Section B, the mean between-group difference at week 24 was estimated using a linear regression model adjusted for baseline measures and the stratifying variables of the TARGET exercise group and dichotomized baseline adherence. For the primary outcome of number of days home exercises completed in the past week and the secondary outcome of adherence to home exercise, the mean between-group difference at week 24 was estimated using linear regression models, adjusted only for the stratifying variables. For the continuous secondary outcomes, the mean between-group difference in change (baseline minus follow-up) at week 24 was estimated using linear regression models adjusted for baseline measures and stratifying variables. The proportion of participants with overall self-perceived improvement was compared between groups using a logistic regression model adjusted for stratifying variables, with results presented as odds ratios and risk ratios. Complete case analyses were also conducted.

Results
Participants
We randomized 110 participants (56 SMS group and 54 no SMS), with 99 (90.0%) completing both primary outcome measures at week 24 (48/56, 86% SMS group and 51/54, 94% no SMS; Figure 2). The sample had a mean (SD) BMI of 37.3
(SD 6.4) kg/m$^2$ and were predominantly female (74/110, 67.2%). Groups were comparable at baseline (Table 1). Participants who provided both primary outcomes were comparable with those who were missing at least one (Multimedia Appendix 6).

**Figure 2.** Flow diagram of preceding TARGET trial and ADHERE trial procedures. PT: physiotherapy.

**TARGET + ADHERE combined recruitment and consent**
- Assessed for eligibility by online and/or telephone screening (n=1556)
- Failed inclusion criteria (n=704)
- Met exclusion criteria (n=569)
- Assessed for eligibility by x-ray screening (n=283)
- Failed inclusion criteria (n=30)
- Met exclusion criteria (n=52)
- Did not undergo x-ray (n=46)
- No longer eligible (n=27)

**TARGET trial enrolment**
- Baseline assessment (n=128)

**TARGET trial intervention**
- Weight-bearing functional exercise (n=62)
  - 5x supervised PT exercise sessions (weeks 1, 2, 4, 7, and 10)+4x per week home exercise program
- Non-weight-bearing quadriceps strength exercise (n=66)
  - 5x supervised PT exercise sessions (weeks 1, 2, 4, 7, and 10)+4x per week home exercise program

**TARGET trial follow-up/ADHERE trial enrolment and baseline**
- TARGET trial 12-week assessment/ADHERE trial baseline assessment (n=123)
- Excluded (n=13)
  - (withdraw from further participation, n=13)

**ADHERE trial allocation**
- Randomization (n=110)
  - (1:1 ratio stratified by TARGET trial exercise group and TARGET 12-week exercise adherence)

**ADHERE trial intervention (24 weeks)**
- SMS intervention (n=56)
  - 2-5x per week SMS messages
    - (Plus 3x per week TARGET exercise program+optional home exercise logbook)
- Control (n=54)
  - No SMS
    - (Plus 3x per week TARGET exercise program+optional home exercise logbook)

**ADHERE trial follow-up**
- Completed 24-week assessment (n = 48)
  - Did not return messages (n=7); chose to withdraw (n=1)
- Completed 24-week assessment (n = 51)
  - Did not return messages (n=2); chose to withdraw (n=1)

**ADHERE trial analysis**
- Analyzed (n=56)
  - Excluded from analysis (n=0)
- Analyzed (n=54)
  - Excluded from analysis (n=0)
## Table 1. Baseline characteristics of participants by group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>SMS (n=56)</th>
<th>Control (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>61.7 (6.7)</td>
<td>62.9 (6.8)</td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>21 (38)</td>
<td>15 (28)</td>
</tr>
<tr>
<td>Height (m), mean (SD)</td>
<td>166.1 (8.5)</td>
<td>165.4 (9)</td>
</tr>
<tr>
<td>Body mass (kg), mean (SD)</td>
<td>102.7 (18.6)</td>
<td>102.3 (18.3)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>37.3 (6.8)</td>
<td>37.4 (6)</td>
</tr>
<tr>
<td>Radiographic disease severity KL&lt;a&gt; grade, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9 (16)</td>
<td>11 (20)</td>
</tr>
<tr>
<td>3</td>
<td>35 (63)</td>
<td>32 (59)</td>
</tr>
<tr>
<td>4</td>
<td>12 (21)</td>
<td>11 (20)</td>
</tr>
<tr>
<td>Currently employed, n (%)</td>
<td>35 (63)</td>
<td>32 (59)</td>
</tr>
<tr>
<td>Symptom duration (years), mean (SD)</td>
<td>8.1 (6.9)</td>
<td>8.3 (8)</td>
</tr>
<tr>
<td>Unilateral symptoms, n (%)</td>
<td>13 (23)</td>
<td>11 (20)</td>
</tr>
<tr>
<td>Problems in other joints, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hand</td>
<td>22 (39)</td>
<td>20 (37)</td>
</tr>
<tr>
<td>Neck</td>
<td>23 (41)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Back</td>
<td>30 (54)</td>
<td>23 (43)</td>
</tr>
<tr>
<td>Hip</td>
<td>20 (36)</td>
<td>17 (31)</td>
</tr>
<tr>
<td>Foot</td>
<td>17 (30)</td>
<td>13 (24)</td>
</tr>
<tr>
<td>Shoulder</td>
<td>17 (30)</td>
<td>10 (19)</td>
</tr>
<tr>
<td>Treatments for knee OA&lt;b&gt; in the last 6 months, n (%)&lt;c,d&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least one treatment</td>
<td>45 (80)</td>
<td>43 (80)</td>
</tr>
<tr>
<td>Hot or cold treatment</td>
<td>15 (27)</td>
<td>17 (31)</td>
</tr>
<tr>
<td>Shoe orthotics</td>
<td>4 (7)</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Massage</td>
<td>10 (18)</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Knee braces</td>
<td>6 (11)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Hydrotherapy</td>
<td>5 (9)</td>
<td>6 (11)</td>
</tr>
<tr>
<td>Manual therapy</td>
<td>4 (7)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Walking stick</td>
<td>4 (7)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Acupuncture</td>
<td>4 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Arthroscopic surgery</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Transcutaneous electrical nerve stimulation</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ultrasound</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Injections</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Current pain medication use, n (%)&lt;c,d&gt;</td>
<td>39 (70)</td>
<td>40 (74)</td>
</tr>
<tr>
<td>Nonsteroidal anti-inflammatory</td>
<td>20 (36)</td>
<td>23 (43)</td>
</tr>
<tr>
<td>Cyclooxygenase-2 inhibitors</td>
<td>2 (4)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Analgesics (paracetamol combinations)</td>
<td>31 (55)</td>
<td>34 (63)</td>
</tr>
<tr>
<td>Topical anti-inflammatories</td>
<td>21 (38)</td>
<td>15 (28)</td>
</tr>
<tr>
<td>Oral corticosteroids</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Oral opioids</td>
<td>3 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>TARGET exercise group, n (%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: KL, Kellgren-Lawrence; OA, osteoarthritis; SD, standard deviation.
### Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>SMS (n=56)</th>
<th>Control (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonweight-bearing exercise</td>
<td>30 (54)</td>
<td>28 (52)</td>
</tr>
<tr>
<td>Weight-bearing exercise</td>
<td>26 (46)</td>
<td>26 (48)</td>
</tr>
<tr>
<td>TARGET adherence to home exercise(^{e,f}), mean (SD)</td>
<td>18.1 (6.8)</td>
<td>17.8 (6.6)</td>
</tr>
<tr>
<td>TARGET no of days exercised in past week(^f), mean (SD)</td>
<td>2.8 (1.5)</td>
<td>2.4 (1.5)</td>
</tr>
</tbody>
</table>

\(^{a}\text{KL: Kellgren and Lawrence.}\)
\(^{b}\text{OA: osteoarthritis.}\)
\(^{c}\text{Defined as at least once per week in the prior month.}\)
\(^{d}\text{Numbers do not add up to total as participants could choose more than one.}\)
\(^{e}\text{Measured by the Exercise Adherence Rating Scale (EARS) Section B.}\)
\(^{f}\text{Measured at week 12 in the TARGET trial.}\)

A total of 17 participants reported adverse events (none serious), mostly increased knee pain or pain elsewhere (Multimedia Appendix 7). The use of pain medications and co-interventions was similar between groups (Multimedia Appendix 7).

In the SMS group, two participants chose to stop receiving messages. Over the 24 weeks, the mean (SD) number of SMS sent to each participant was 57.9 (SD 9.1) messages. The mean (SD) reply rate per participant to self-reporting home exercise sessions was 66% (SD 34%) and to selecting a barrier (if <3 exercise sessions reported) was 73% (SD 35%). Across the group, the most commonly chosen barrier was lack of time (n=44), followed by none apply (n=43), life stress (n=28), knee hurts so cannot exercise (n=16), worried exercise is causing pain (n=7), forgot (n=6), too tired (n=5), exercise is not helping (n=2), and exercise is boring (n=1).

### Primary Outcomes

Both primary outcomes provided evidence of greater home exercise adherence with the SMS intervention compared with control (Tables 2 and 3). At week 24, the SMS group reported higher scores on the EARS (mean 16.5, SD 6.5 vs mean 13.3, SD 7.0; mean difference 3.1, 95% CI 0.8-5.5; \(P=0.01\)) and more days performing home exercise in the past week (mean 1.8, SD 1.2 vs mean 1.3, SD 1.2; mean difference 0.6, 95% CI 0.2-1.0; \(P=0.01\)) than the control group. Specifically, in the SMS group, 23% (11/48) participants did not perform home exercises in the past week, 8% (4/48) performed home exercises on 1 day, 29% (14/48) on 2 days, and 40% (19/48) on 3 days in the past week. In the control group, 35% (18/51) participants did not perform home exercises in the past week, 20% (10/51) performed home exercises on 1 day, 22% (11/51) on 2 days, and 24% (12/51) on 3 days in the past week. Analyses using complete case data yielded similar results (Multimedia Appendix 8).
Table 2. Mean (SD) scores on continuous outcome measures across time, by group.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Baseline</th>
<th>Control</th>
<th>24 weeks</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SMS (n=56), mean (SD)</td>
<td>Control (n=54), mean (SD)</td>
<td>SMS (n=48), mean (SD)</td>
<td>Control (n=49), mean (SD)</td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence to prescribed home exercise (EARS (\text{Section B}^{d}))</td>
<td>— (e)</td>
<td>—</td>
<td>16.3 (6.6)</td>
<td>13.4 (7.1)</td>
</tr>
<tr>
<td>Number of days on which home exercises were completed in the past week (d)</td>
<td>—</td>
<td>—</td>
<td>1.9 (1.2)</td>
<td>1.3 (1.2)</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence to home exercise thrice weekly (NRS) (b)</td>
<td>—</td>
<td>—</td>
<td>6.0 (3.8)</td>
<td>5.1 (3.7)</td>
</tr>
<tr>
<td>Overall average knee pain (NRS) (b)</td>
<td>3.5 (2.1)</td>
<td>3.8 (2.4)</td>
<td>4.1 (2.2)</td>
<td>4.0 (2.3)</td>
</tr>
<tr>
<td>Pain (KOOS) (i)</td>
<td>64.3 (14.9)</td>
<td>63.2 (19.8)</td>
<td>64.9 (17.3)</td>
<td>64.4 (20.1)</td>
</tr>
<tr>
<td>Other symptoms (KOOS)</td>
<td>64.3 (17.0)</td>
<td>64.3 (17.4)</td>
<td>66.6 (18.5)</td>
<td>64.9 (18.3)</td>
</tr>
<tr>
<td>Function (KOOS)</td>
<td>72.2 (15.6)</td>
<td>70.6 (20.7)</td>
<td>72.4 (17.6)</td>
<td>70.0 (21.1)</td>
</tr>
<tr>
<td>Sport and recreation (KOOS)</td>
<td>33.4 (22.3)</td>
<td>39.5 (23.3)</td>
<td>37.3 (24.8)</td>
<td>41.6 (27.7)</td>
</tr>
<tr>
<td>Knee-related quality of life (KOOS)</td>
<td>44.4 (19.9)</td>
<td>47.9 (21.7)</td>
<td>46.1 (22.0)</td>
<td>47.8 (23.0)</td>
</tr>
<tr>
<td>Health-related quality of life (AQoL)</td>
<td>0.76 (0.18)</td>
<td>0.81 (0.12)</td>
<td>0.77 (0.15)</td>
<td>0.78 (0.15)</td>
</tr>
<tr>
<td>Self-efficacy: pain (ASES) (k)</td>
<td>6.6 (2.0)</td>
<td>6.9 (2.1)</td>
<td>6.6 (2.2)</td>
<td>6.4 (2.1)</td>
</tr>
<tr>
<td>Self-efficacy: function (ASES)</td>
<td>8.4 (1.2)</td>
<td>7.8 (2.2)</td>
<td>8.3 (1.5)</td>
<td>8.2 (1.7)</td>
</tr>
<tr>
<td>Self-efficacy: other (ASES)</td>
<td>7.2 (1.8)</td>
<td>7.5 (2.1)</td>
<td>7.4 (2.0)</td>
<td>7.6 (1.9)</td>
</tr>
<tr>
<td>Kinesiophobia (BFOMS)</td>
<td>12.5 (3.4)</td>
<td>12.2 (4.0)</td>
<td>12.1 (3.6)</td>
<td>12.1 (3.8)</td>
</tr>
<tr>
<td>Pain catastrophizing (PCS) (m)</td>
<td>6.0 (7.7)</td>
<td>7.4 (9.9)</td>
<td>6.9 (9.6)</td>
<td>6.2 (7.1)</td>
</tr>
<tr>
<td>Physical activity (PASE) (n)</td>
<td>176.7 (86.9)</td>
<td>173.9 (82.8)</td>
<td>190.5 (111.3)</td>
<td>174.0 (71.0)</td>
</tr>
</tbody>
</table>

\(a\) n=48 for both primary outcomes and n=45 for all secondary outcomes.

\(b\) n=49 for both primary outcomes and n=45 for sport and recreation (KOOS), AQoL, BFOMS, and PASE. n=46 for all other secondary outcomes.

\(c\) EARS: Exercise Adherence Rating Scale (0-24; higher scores indicate better adherence).

\(d\) Adherence data only collected at 24 weeks.

\(e\) Represents data about adherence that can only be collected at 24 weeks and not baseline.

\(f\) NRS: numeric rating scale.

\(g\) Adherence to home exercise thrice weekly—agreement with statement “I have been doing my exercise sessions 3 times each week as recommended” with responses collected using an 11-point NRS and terminal descriptors strongly disagree = 0 to strongly agree = 10.

\(h\) Overall average pain NRS (0-10; higher scores indicate worse pain).

\(i\) KOOS: Knee Injury and Osteoarthritis Outcome Score (0 to 100; lower scores indicate worse pain/symptoms/function/quality of life).

\(j\) AQoL: Assessment of Quality of Life instrument (−0.04 to 1.0; higher scores indicate better quality of life).

\(k\) ASES: Arthritis Self-Efficacy Scale (1-10; higher scores indicate better efficacy).

\(l\) BFOMS: Brief Fear of Movement Scale (6-24; higher scores indicate greater fear).

\(m\) PCS: Pain Catastrophizing Scale (0-52; higher scores indicate greater catastrophizing).

\(n\) PASE: Physical Activity Scale for the Elderly (0-400+; higher scores indicate greater activity).
Table 3. Mean (SD) scores at week 24 or mean (SD) change within groups, from baseline to week 24, and mean (95% CI) difference between groups (adjusted for baseline value of outcome, TARGET exercise group, and dichotomized baseline adherence), for continuous outcomes, using multiply imputed data.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>SMS, mean (SD)</th>
<th>Control, mean (SD)</th>
<th>SMS–control, mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence to prescribed home exercise (EARS&lt;sup&gt;b&lt;/sup&gt; Section B)</td>
<td>16.5 (6.5)</td>
<td>13.3 (7.0)</td>
<td>3.1 (0.8 to 5.5)</td>
<td>.01</td>
</tr>
<tr>
<td>Number of days on which home exercises were completed in the past week&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>1.8 (1.2)</td>
<td>1.3 (1.2)</td>
<td>0.6 (0.2 to 1.0)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence to home exercise three times weekly (NRS)&lt;sup&gt;c,e&lt;/sup&gt;</td>
<td>6.0 (3.8)</td>
<td>4.9 (3.7)</td>
<td>1.1 (−0.4 to 2.6)</td>
<td>.14</td>
</tr>
</tbody>
</table>

| Outcomes                                      |                |                    |                                       |         |
| Mean (SD) at week 24 and mean (95% CI) difference between groups |                |                    |                                       |         |
| Mean (SD) change within group (baseline minus week 24) and mean (95% CI) difference in change between groups |                |                    |                                       |         |
| Overall average knee pain (NRS)<sup>d,f</sup> | −0.6 (2.4)     | −0.2 (2.2)         | −0.2 (−1.1 to 0.6)                    | .59     |
| Pain (KOOS)<sup>f</sup>                       | −0.8 (14.9)    | −2.6 (14.1)        | 1.3 (−4.6 to 7.3)                     | .66     |
| Other symptoms (KOOS)                         | −2.9 (17.3)    | −1.7 (13.5)        | −1.2 (−7.5 to 5.0)                    | .70     |
| Function (KOOS)                               | −0.0 (18.5)    | −0.5 (14.0)        | −0.2 (−6.7 to 6.3)                    | .95     |
| Sport and recreation (KOOS)                   | −3.5 (22.1)    | −3.0 (21.9)        | 1.2 (−8.4 to 10.8)                    | .81     |
| Knee-related quality of life (KOOS)           | −2.2 (23.0)    | −2.3 (16.2)        | 1.3 (−6.7 to 9.4)                     | .75     |
| Health-related quality of life (AQoL)<sup>h</sup> | 0.00 (0.13)    | 0.03 (0.15)        | −0.01 (−0.06 to 0.04)                 | .68     |
| Self-efficacy: pain (ASES)<sup>i</sup>        | 0.0 (2.1)      | 0.6 (2.6)          | −0.4 (−1.2 to 0.4)                    | .35     |
| Self-efficacy: function (ASES)                | 0.1 (1.7)      | −0.4 (2.1)         | 0.1 (−0.5 to 0.7)                     | .78     |
| Self-efficacy: other (ASES)                   | −0.0 (1.9)     | −0.1 (2.3)         | 0.1 (−0.6 to 0.9)                     | .69     |
| Kinesiophobia (BFOMS)<sup>j,k</sup>          | 0.4 (2.6)      | −0.2 (3.6)         | 0.5 (−0.8 to 1.7)                     | .44     |
| Pain catastrophizing (PCS)<sup>k,l</sup>      | −1.9 (7.9)     | 0.9 (10.1)         | −2.0 (−5.2 to 1.2)                    | .22     |
| Physical activity (PASE)<sup>m</sup>          | −15.1 (90.1)   | 0.9 (82.6)         | −17.5 (−53.0 to 18.0)                 | .33     |

<sup>a</sup> For mean difference between groups, positive differences favor SMS.  
<sup>b</sup> EARS: Exercise Adherence Rating Scale (0-24; higher scores, better adherence).  
<sup>c</sup> Not adjusted for baseline value of outcome.  
<sup>d</sup> Adherence to home exercise thrice weekly: agreement with statement “I have been doing my exercise sessions 3 times each week as recommended” collected using an 11-point numeric rating scale (NRS) and terminal descriptors strongly disagree=0 to strongly agree=10.  
<sup>e</sup> NRS: numeric rating scale.  
<sup>f</sup> Overall average knee pain NRS (0-10; higher scores, worse pain).  
<sup>g</sup> KOOS: Knee Injury and Osteoarthritis Outcome Score (0-100; lower scores, worse pain/symptoms/function/quality of life).  
<sup>h</sup> AQoL: Assessment of Quality of Life instrument (−0.04 to 1.0; higher scores, better quality of life).  
<sup>i</sup> ASES: Arthritis Self-Efficacy Scale (1-10; higher scores, better efficacy).  
<sup>j</sup> BFOMS: Brief Fear of Movement Scale (6-24; higher scores indicate greater fear).  
<sup>k</sup> For change within groups, positive changes indicate improvement.  
<sup>l</sup> PCS: Pain Catastrophizing Scale (0-52; higher scores, greater catastrophizing).  
<sup>m</sup> PASE: Physical Activity Scale for the Elderly (0-400+; higher scores, greater activity).
Secondary Outcomes

There was no evidence of a between-group difference in adherence (NRS) at 24 weeks or in change in clinical outcomes (Tables 2 and 3). Within-group changes in both groups were relatively small (Tables 2 and 3). Similar proportions of participants in both groups reported global improvement overall since baseline (SMS 23/45, 51% vs control 19/46, 41%; odds ratios 1.48, 95% CI 0.61-3.57; P=.38; relative risk, 1.20, 95% CI 0.70-1.71; P=.39). Analyses using complete case data yielded similar results (Multimedia Appendix 9).

Discussion

Principal Findings

We found that an automated behavior change theory–informed, semi-interactive SMS intervention improved self-reported adherence to a prescribed unsupervised home-based exercise program over 24 weeks, evidenced by both primary outcomes, when compared with no SMS contact in people with knee OA and obesity. However, greater adherence to home exercise with SMS support did not translate into improvements in secondary clinical outcomes.

The greater exercise adherence may be linked to the rigorous development of the SMS program based on a widely used framework, the Behavior Change Wheel [26]. As our program incorporated several elements, we could not determine which elements were most effective in eliciting the desired exercise behavior. Regular receipt of a message asking to self-report exercise completion can act as a reminder, and self-monitoring behavior increases physical activity adherence in patients with OA [46] and in adults who are overweight or have obesity [47]. Our bank of 198 different text messages included 20 behavior change techniques targeting 13 modifiable barriers and 9 facilitators to exercise previously identified in people with OA [8]. As the SMS program was semipersonalized, the number and type of behavior change techniques employed differed across participants, depending on their adherence and barrier selection. However, in 28% of barrier replies, participants selected none apply, meaning that no targeted response message could be sent, which may have attenuated the benefits of the program.

Despite greater adherence to home exercise in the SMS group, we found no between-group difference in any secondary clinical outcome. Both groups either maintained or had slight diminution of the clinical improvements resulting from the preceding 12-week physiotherapist-supervised exercise phase (TARGET trial) [24]. This lack of further improvement may relate to inadequate exercise progression, including suboptimal intensities, during this unsupervised phase. Although it is presumed that there is a relationship between exercise adherence and outcomes in knee OA, surprisingly, the nature of the relationship is unclear given the limited research and contradictory findings [6,48-50]. For example, some studies using self-report adherence measures have found that greater adherence is linked with better pain and function outcomes [6,48,50]. In contrast, a study using concealed accelerometers to accurately assess adherence to a 12-week home strengthening program showed no evidence of an association [49]. It is possible that the greater adherence seen in our SMS group may have been of insufficient magnitude (between-group difference of 3.1 EARS units and 0.6 days exercised) to impact clinical outcomes, especially as adherence actually decreased in both groups from relatively high levels after the supervised exercise phase. This is supported by a recent study that showed a minimally important change of 5.5 units for the Brazilian Portuguese version of the EARS, albeit in people with chronic low back pain [30]. Another explanation relates to the multi-dimensional nature of adherence, which is not fully captured in our measures. For example, exercise regularity and intensity may be elements of the prescribed exercise program that may be important to clinical outcomes [51].

How our Findings Compare With Those of Other Studies

Although numerous strategies are suggested to improve adherence to exercise in people with OA, many of which are clinician-centric such as booster sessions, there is limited RCT evidence available to inform clinical practice [11]. To our knowledge, only three pilot or feasibility studies have specifically investigated an SMS intervention aimed at improving exercise adherence in people with knee OA [15-17] and none measured adherence. In one study, short video messages providing visual prompts to home exercises were sent every second day for 6 weeks to 5 people [16]. Participants found the messages very useful, and although there was no difference in functional outcomes compared with a control group (n=9), the direction of improvement favored the intervention. In another study, 27 people received four activity-promoting text messages per week for 6 weeks to reinforce content from an OA educational booklet. Participants meaningfully engaged with the intervention (100% read messages and 89% replied), reporting it to be enjoyable and personally relevant. Improvements were seen in perceptions of exercise and pain [15]. In the third study, 19 people who had completed an education and exercise program (Good Life with Arthritis: Denmark) received text messages providing general physical activity advice, three times per week for 6 weeks, whereas the control group received no text messages (n=19) [17]. The results did not indicate any potentially beneficial effects of the intervention on physical inactivity or clinical outcomes. As we cannot draw conclusions about efficacy from these studies, we provide the first evidence from a fully powered RCT about the effectiveness of an SMS strategy on adherence to a home exercise program in people with knee OA. Our results also concur with other RCTs in healthy older adults [32] and in those with frozen shoulder [53], which found that automated SMS programs can improve self-reported adherence to home-based exercise.

Strengths and Limitations of the Study

The strengths of our study include a systematically designed SMS intervention informed by behavior change theory; participant, and thereby assessor, blinding to group allocation; excellent retention at 24 weeks; and acceptable user engagement with the SMS program. There are some limitations to this study. First, accurate measurement of exercise adherence is challenging [54], and there is no gold standard. As is the case with most
studies [54], we used self-reported exercise adherence measures to ensure feasibility, given our large sample and extended time frame. However, self-report measures are subjected to recall bias and typically overestimate [32] due to social desirability bias. This latter bias may be accentuated in the SMS group, given that it received regular reminders about the importance of exercise. Second, only those who completed the preceding TARGET study were enrolled as participants. This may have introduced selection bias, particularly by increasing the likelihood that a more adherent group was enrolled, which could make it more difficult to detect an effect of the SMS program on exercise adherence. However, this is less likely given that 90% of the original TARGET study participants took part. Third, we do not know whether the improved exercise adherence is sustainable over time once SMS contact ceases or whether our findings can be generalized to patients who may be less motivated than research volunteers or to those without obesity or generalized to a home exercise program that is unsupervised from its outset. Nonetheless, the characteristics of our sample broadly reflect those of the general knee OA patient population, which includes greater proportion of females, and people who are more likely to have overweight or obesity, and be of an older age [55].

Implications for Clinical Practice and Future Research

Our results provide preliminary evidence that the use of SMS may promote patient adherence to a core recommended OA treatment (exercise), which is an important clinical priority [56]. Mobile phone text messaging programs are an increasingly popular method for delivering health behavior change interventions [12]. This is unsurprising given the ubiquitous use of mobile phones across all populations and age groups and the many benefits of using SMS technology such as convenience, instantaneous communication, cost-effectiveness [57], and user acceptability. Our SMS program is a scalable, inexpensive intervention that could be incorporated into existing or future web-based exercise resources and/or used by clinicians to enhance adherence of their patients to their own exercise prescription. Although we chose SMS as the delivery mode, the message content and program could be converted into formats suitable for delivery by other communication forms such as email or a mobile app. It could also be adapted for use in other health conditions where exercise is a core treatment and its effectiveness is tested. Further research into modification of the program and its implementation is warranted to optimize exercise behavior change and impact clinical outcomes. This could include messages that better address each person’s unique exercise barriers, for example, use of the program at more distal time points when adherence substantially declines and symptomatic benefits are reduced and testing the program in a pragmatic setting where patients are less motivated to exercise at the outset. Our results also highlight the need for further research to better understand the nature of the relationship between exercise adherence and clinical outcomes.

Conclusions

This study showed that a behavior change theory–informed SMS program increased self-reported adherence to unsupervised home exercise over 6 months, following an initial period of exercise supervised by a physiotherapist, in people with knee OA and obesity. However, greater exercise adherence did not translate into improvements in pain and function.
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Abstract

Background: Syringe service programs (SSPs) are safe, highly effective programs for promoting health among people who inject drugs. However, resource limitations prevent the delivery of a full package of prevention services to many clients in need. Computer-tailored interventions may represent a promising approach for providing prevention information to people who inject drugs in resource-constrained settings.

Objective: The aim of this paper is to assess the effect of a computer-tailored behavioral intervention, called Hep-Net, on safe injection practices, substance use reduction, overdose prevention, and hepatitis C virus (HCV) testing among SSP clients.

Methods: Using a social network–based recruitment strategy, we recruited clients of an established SSP in Wisconsin and peers from their social networks. Participants completed a computerized baseline survey and were then randomly assigned to receive the Hep-Net intervention. Components of the intervention included an overall risk synthesis, participants’ selection of a behavioral goal, and an individualized risk reduction exercise. Individuals were followed up 3 months later to assess their behavior change. The effect of Hep-Net on receiving an HCV screening test, undergoing Narcan training, reducing the frequency of drug use, and sharing drug equipment was assessed. The individual’s readiness to change each behavior was also examined.

Results: From 2014 to 2015, a total of 235 people who injected drugs enrolled into the Hep-Net study. Of these, 64.3% (151/235) completed the follow-up survey 3-6 months postenrollment. Compared with the control group, individuals who received the Hep-Net intervention were more likely to undergo HCV testing (odds ratio [OR] 2.23, 95% CI 1.05-4.74; P = .04) and receive Narcan training (OR 2.25, 95% CI 0.83-6.06; P = .11), and they shared drug equipment less frequently (OR 0.06, 95% CI 0.55-0.65; P < .001). Similarly, individuals who received the intervention were more likely to advance in their stage of readiness to change these 3 behaviors. However, intervention participants did not appear to reduce the frequency of drug use or increase their readiness to reduce drug use more than control participants, despite the fact that the majority of the intervention participants selected this as the primary goal to focus on after participation in the baseline survey.

Conclusions: Implementing computer-based risk reduction interventions in SSPs may reduce harms associated with the sharing of injection equipment and prevent overdose deaths; however, brief computerized interventions may not be robust enough to overcome the challenges associated with reducing and ceasing drug use when implemented in settings centered on the delivery of prevention services.
Introduction

Background

The concurrent and overlapping epidemics of substance abuse, overdose, and hepatitis C virus (HCV) constitute a public health crisis. In the United States, an estimated 1.7 million people are affected by substance use disorders related to prescription opioids and 652,000 people are affected by heroin use disorders [1]. Moreover, approximately 70,237 Americans died from drug overdoses involving prescription opioids or illicit substances in 2017 alone, a four-fold increase since 1999 [2]. Through the sharing of needles and preparation equipment, injection drug use has fueled the spread of infectious diseases and now serves as the primary risk factor for HCV transmission in the United States [3]. From 2004 to 2014, acute HCV increased by 400% among Americans aged 18 to 29 years [4]. During this same period, there was an 817% increase in treatment admissions for injection of prescription opioids and a 603% increase in admissions for heroin injection [4].

These sharp increases in injection drug use and HCV incidence are concentrated in communities with traditionally poor access to prevention services, affecting rural and suburban residents in particular [5,6]. An epidemiologic investigation conducted to understand the factors associated with the tripling of HCV incidence between the periods of 2004 and 2008 and 2009 and 2010 in 6 contiguous rural counties of Wisconsin found that 94% of infected patients had shared hypodermic needles, drug preparation equipment, or drug snorting equipment [7]. Similar outbreaks of HCV among young persons who inject drugs have occurred across many other communities in the United States, including several Appalachian states, Massachusetts, Indiana, and New York State [6,8-11], and several other jurisdictions have been identified as potentially vulnerable communities to similar outbreaks [12].

Syringe service programs (SSPs) are safe, highly effective programs for promoting health among people who inject drugs. By providing access to sterile needles and other drug paraphernalia, these community-based programs have been shown to reduce the transmission of HCV and HIV among drug-using networks [13-18], without increasing the frequency of drug use [19-21]. In addition to distributing comprehensive prevention materials, SSPs often offer a range of services, including referral to substance use disorder treatment programs, education on safe injection practices, overdose prevention, and counseling and testing for HCV, HIV, and other sexually transmitted diseases. Despite the abundant documented benefits of SSPs, resource limitations prevent the delivery of a full package of prevention services to many in need [22-24].

Objective

Recognizing the growing demand for targeted, evidence-based interventions and the existing infrastructure of SSPs, a computer-tailored risk reduction intervention, called Hep-Net, was developed and implemented through a pilot randomized controlled trial (RCT) [29]. The objectives of this study are to evaluate whether incorporating a computerized behavioral intervention into existing prevention services at SSPs can lead to the adoption of healthier behaviors, including safer injection practices, substance use reduction, overdose prevention, and HCV testing.

Methods

Study Population and Settings

From 2014 to 2015, a total of 235 people who inject drugs enrolled in the Hep-Net study. Participants were either clients of an established SSP operating in 2 Wisconsin cities, Madison and Milwaukee, or peers recruited from the social networks of these clients. Eligibility criteria included being 18 years of age or older, having injected drugs in the past 30 days, and willingness to provide contact information for the 3-month follow-up.

To conduct outreach among high-risk populations of people who inject drugs and engage even those who do not regularly use prevention services, we used social network–based referrals to recruit the study sample. SSP clients were informed about the study during a routine needle-exchange encounter, invited to participate, screened for eligibility, and, if eligible, provided with the computerized baseline survey. After completing the baseline survey, participants were randomly assigned to receive computer-tailored interventions (CTIs), in which the output of a persuasive technological system is adapted to the individual, are a low-cost strategy for delivering personalized health information that is specific to the unique psychosocial needs of each individual. Persuasive health technology is a growing field that combines medicine, computer science, and psychology to aid and motivate people to adopt behaviors that benefit them while avoiding the harmful ones and is used for both health promotion, prevention and disease management [25-27]. CTIs have become increasingly common for facilitating a wide range of healthy behaviors, including smoking cessation, diet and exercise, and mammography screening [28]. However, the use of CTIs to promote healthy behaviors among people who inject drugs, particularly in prevention-oriented and other community-based settings such as SSPs, remains to be less studied. CTIs may represent a promising approach for providing a personalized risk reduction plan for people who inject drugs in resource-constrained settings.
the intervention, in which the computer immediately delivered the intervention content, or the control, in which the computer session was terminated after completion of the baseline survey. Upon completion of the baseline visit, study participants in both arms received referral coupons and were encouraged to refer eligible peers. Using the contact information provided at baseline, individuals were contacted 3 months later to complete the follow-up assessment. A protocol that describes in detail recruitment methods and intervention content and provides survey instruments and example content images of the Hep-Net intervention has been previously published [29].

Risk Reduction Intervention

The Hep-Net intervention aims to increase health-promoting behaviors and reduce risky drug use behaviors among people who inject drugs. Hep-Net targets 4 different behavioral domains: (1) undergoing regular HCV screening, (2) taking steps to prevent opioid overdose, (3) using clean works for every injection, and (4) reducing and ultimately ceasing injection drug use. Components of the intervention included an overall risk synthesis, participants’ selection of a behavioral goal (from 1 to 4) and an individualized risk reduction exercise [29]. The risk synthesis had 2 components: first, positively framed feedback messages were delivered, highlighting healthy behaviors reported by participants that can reduce the risk of HCV transmission and opioid overdose, and second, tailored feedback was delivered regarding specific behaviors associated with increased risk reported by the participant. After selecting a behavioral goal, the participants were delivered a series of screens with feedback and educational content tailored to the individual’s reported risk behaviors and their stage of readiness to change. Finally, during the interactive risk reduction exercise, the participants were asked to select 3 to 5 action steps from a list of 10 to 12 suggested steps that they were willing to do in the following 3 months.

Action steps considered during the individualized risk reduction exercise were tailored to the participant’s readiness to change (as assessed at pretest) and are informed by the transtheoretical model (TTM), which conceptualizes behavior change as a continuum and argues that different processes of change are relevant to different stages of readiness [30]. According to the TTM, individuals who are not yet considering behavior change are in the precontemplation stage. In the contemplation stage, individuals may consider change but have not yet taken steps toward behavioral change. Contemplation is followed by preparation, action, and maintenance [31]. The Hep-Net intervention delivered feedback and risk reduction activities that were informed by the individual’s stage of readiness, as described in the RCT’s published protocol [29].

Data Collection

The baseline survey and the Hep-Net intervention were delivered from August 6, 2014, to April 16, 2015. Baseline information included demographics, drugs of choice, the duration of injection drug use, incarceration history, HCV status, the frequency of sharing needles, syringes and other works, naloxone (Narcan) training status, the frequency of drug use, and readiness to change each of the 4 targeted behaviors. Three-month follow-up surveys were conducted until August 18, 2015, and the same behaviors were assessed as the baseline questionnaire. All surveys were delivered on laptops and designed to last 20 to 30 min.

In addition to the Hep-Net survey data, HCV testing data were collected and stored at SSP sites through the agency’s standard protocol as well as in the Wisconsin Electronic Disease Surveillance System (WEDSS) in the Department of Health Services for those who tested HCV positive. These 2 additional data sources were used to track HCV testing for those who did and did not complete the follow-up survey, allowing us to measure the HCV testing uptake with greater validity. To assess HCV follow-up testing within 6 months of enrollment for all individuals enrolled in the study, we received participant-level data stored in the WEDSS through a secure, encrypted, and Health Insurance Portability and Accountability Act (HIPAA)-compliant data transfer protocol. Furthermore, archived testing records stored at the 2 SSP sites were manually searched to identify individuals who tested HCV negative. Study participants were matched to the WEDSS and SSP data by first and last name and date of birth. The variables collected from these sources include the date of HCV tests and test results.

Main Outcomes

We assessed 4 behavioral goals:

- Receive HCV follow-up testing: Individuals were considered tested for HCV at follow-up if they were not already aware of being HCV positive at the time of Hep-Net enrollment and if any of the following conditions were true: (1) self-reported at follow-up being tested for HCV since their first study visit, (2) underwent HCV testing at the time of the follow-up survey, (3) an archived record of an HCV test existed 6 months postenrollment at the SSP, or (4) any HCV test was reported to the WEDSS 6 months postenrollment.

- Get trained to administer Narcan: Individuals were considered trained to administer Narcan if they self-reported undergoing training for naloxone, or Narcan, in the follow-up survey. Those who were already trained at baseline were excluded from this analysis under the assumption that the knowledge and skills gained from such training last indefinitely.

- Reduce frequency of sharing drug equipment: To measure the frequency of sharing needles, syringes or other works, individuals were asked how often they shared (1) needles, (2) cottons or filters, and (3) cookers with another person when they used drugs in the past month. Responses were recorded using a slider-bar feature and ranged from 0% of the time they used drugs to 100%. For this analysis, the frequency of sharing drug equipment corresponded to the highest percentage reported among these 3 pieces of equipment. When response data for one or more of these 3 questions were missing, it was assumed that the data were missing at random. These observations were excluded because we could not make an inference about why these data would be missing or hypothesize what these data would have been.

- Reduce the frequency of drug use: To measure the frequency of drug use, individuals were asked how often they used...
heroin; oxycodone, or OxyContin; methamphetamine (crystal or meth); and cocaine or crack in the past month. Four response categories were available, ranging from never to every day. For this analysis, the frequency of drug use corresponded to the highest frequency of use reported among these drug types and was collapsed into 3 categories: (1) never or less than once a week, (2) more than once a week but not every day, or (3) every day.

Understanding that behavior change often occurs through a series of stages as opposed to a single discrete event and that the Hep-Net intervention may not be powerful enough for some individuals to achieve full behavior change over the course of 3 months, we also assessed individuals’ readiness to engage in these 4 health-promoting behaviors. At baseline and follow-up, individuals were presented with each of the 4 behavioral goals and asked to select their readiness to change each behavior. The 5 answer choices ranged from I am not even thinking about this goal to I have reached this goal, which corresponds with the 5 stages outlined by the transtheoretical model: precontemplation, contemplation, preparation, action, and maintenance. Owing to the low number of individuals observed in the contemplation and precontemplation stages, these stages have been combined into a single stage for this analysis.

Statistical Analysis

Descriptive statistics were calculated for the baseline variables of the entire study population. Characteristics of the intervention group were compared with those of the control group using Pearson chi-square (if expected cell frequencies are >5) or Fisher exact (if expected cell frequencies are ≤5) tests for testing differences in categorical variables and the two-sample unpaired t test (if normally distributed) or Wilcoxon rank-sum test (if not normally distributed) for continuous variables. Baseline characteristics were also examined to determine whether there were any characteristics that differed between those who returned for the follow-up survey and those who were lost, using the same statistical tests.

As the Hep-Net risk reduction intervention presented a menu of behavioral goals, providing the opportunity for behavior change beyond the behavior that was selected, analyses compared all intervention participants (as opposed to only those who selected the particular goal) with control participants. Binomial logistic regression was used to assess differences between intervention and control arms for binary outcomes: receiving HCV follow-up testing (yes or no) and undergoing Narcan training (yes or no). As the frequency of sharing drug equipment is a non-normally distributed outcome, we conducted Poisson regression to analyze the difference between the intervention and control arms in sharing equipment. Ordinal logistic regression was used to assess the difference in the frequency of drug use between the intervention and control arms. Ordinal logistic regression was also used to assess differences in intervention and control participants’ readiness to change each behavior. All analyses were conducted using SAS version 9.4 (SAS Institute). Statistical significance was determined at α≤.05, two-sided.

Results

Demographics

During the enrollment period, 235 people who injected drugs provided consent and completed the baseline survey. Of these, 109 people were randomly assigned to the intervention group and 126 were assigned to the control arm. The baseline descriptive characteristics are displayed in Table 1. Among the 235 individuals, 180 (76.6%) were male, 138 (58.7%) were White, 211 (89.8%) had at least a high school diploma or GED, 161 (68.5%) were unemployed at the time of enrollment, and 172 (73.2%) had an annual income of less than US $11,500. A total of 44.7% (105/235) individuals used illicit substances every day at baseline. Heroin was the most common substance used in the past 30 days, with 87.2% (205/235) individuals using heroin, followed by cocaine or crack (147/235, 62.6%), oxycodone or OxyContin (103/235, 43.8%), and methamphetamine (19/235, 8.1%). At baseline, 71.1% (167/235) individuals self-reported ever being tested for HCV before Hep-Net study enrollment, of which 19.2% (32/235) reported testing HCV positive.

Of the 235 individuals who completed the baseline survey, 151 (64.3%) completed the follow-up survey 3 to 6 months postenrollment. Individuals who were lost to follow-up were slightly less likely to have health insurance (81.0% vs 90.0%; P=.05) and more likely to be homeless (65.1% vs 47.0%; P=.008). This finding is expected, considering that homeless populations are often transient [32], which may lead to high study attrition and are less likely to have health insurance [33].
Table 1. Baseline demographic characteristics by intervention and control arm (N=235).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study arm&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Control (n=126)</th>
<th>Intervention (n=109)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>92 (73.0)</td>
<td></td>
<td>88 (80.7)</td>
</tr>
<tr>
<td>Female</td>
<td>34 (27.0)</td>
<td></td>
<td>21 (19.3)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>79 (62.7)</td>
<td></td>
<td>59 (54.1)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>32 (25.4)</td>
<td></td>
<td>34 (31.2)</td>
</tr>
<tr>
<td>Other or multiple</td>
<td>15 (11.9)</td>
<td></td>
<td>16 (14.7)</td>
</tr>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td>35 (18)</td>
<td></td>
<td>33 (17)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>17 (13.5)</td>
<td></td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>GED&lt;sup&gt;b&lt;/sup&gt;, HSED&lt;sup&gt;c&lt;/sup&gt;, or high school diploma</td>
<td>61 (48.4)</td>
<td></td>
<td>50 (45.9)</td>
</tr>
<tr>
<td>At least some college</td>
<td>48 (38.1)</td>
<td></td>
<td>52 (47.7)</td>
</tr>
<tr>
<td><strong>Health insurance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (16.0)</td>
<td></td>
<td>11 (10.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>105 (84.0)</td>
<td></td>
<td>98 (89.9)</td>
</tr>
<tr>
<td><strong>Completed follow-up survey, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>49 (38.9)</td>
<td></td>
<td>35 (32.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>77 (61.1)</td>
<td></td>
<td>74 (67.9)</td>
</tr>
<tr>
<td><strong>Currently employed, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>92 (73.0)</td>
<td></td>
<td>69 (63.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>34 (27.0)</td>
<td></td>
<td>39 (36.1)</td>
</tr>
<tr>
<td><strong>Children at home, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>100 (79.4)</td>
<td></td>
<td>88 (80.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>25 (19.8)</td>
<td></td>
<td>20 (18.4)</td>
</tr>
<tr>
<td><strong>Income, US $; n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>31 (24.6)</td>
<td></td>
<td>30 (27.5)</td>
</tr>
<tr>
<td>Less than 11,500</td>
<td>62 (49.2)</td>
<td></td>
<td>49 (45.0)</td>
</tr>
<tr>
<td>More than 11,500</td>
<td>28 (22.2)</td>
<td></td>
<td>30 (27.5)</td>
</tr>
<tr>
<td><strong>Homeless in the past year, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>58 (46.0)</td>
<td></td>
<td>51 (46.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>68 (54.0)</td>
<td></td>
<td>57 (52.3)</td>
</tr>
<tr>
<td><strong>Incarcerated in the past year, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>82 (66.1)</td>
<td></td>
<td>63 (58.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>42 (33.9)</td>
<td></td>
<td>44 (41.1)</td>
</tr>
<tr>
<td><strong>Substance used in past 30 days, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heroin&lt;sup&gt;d&lt;/sup&gt;</td>
<td>114 (92.7)</td>
<td></td>
<td>91 (84.3)</td>
</tr>
<tr>
<td>OxyContin or Oxycodone&lt;sup&gt;d&lt;/sup&gt;</td>
<td>62 (50.4)</td>
<td></td>
<td>41 (37.6)</td>
</tr>
<tr>
<td>Methamphetamine</td>
<td>11 (8.7)</td>
<td></td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>Cocaine or crack</td>
<td>79 (62.7)</td>
<td></td>
<td>68 (62.4)</td>
</tr>
<tr>
<td><strong>Ever overdosed, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study arm&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Control (n=126)</th>
<th>Intervention (n=109)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td></td>
<td>75 (60.5)</td>
<td>70 (64.2)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>49 (39.5)</td>
<td>39 (35.8)</td>
</tr>
<tr>
<td>Percentage of time they share drug equipment&lt;sup&gt;e&lt;/sup&gt;, median (IQR)</td>
<td></td>
<td>24.0 (47)</td>
<td>24.5 (48)</td>
</tr>
<tr>
<td>Has shared needles, cottons, filters, or cookers in the past 30 days, n (%)</td>
<td></td>
<td>99 (88.4)</td>
<td>87 (87.9)</td>
</tr>
<tr>
<td>Has shared needles in the past 30 days, n (%)</td>
<td></td>
<td>78 (70.9)</td>
<td>67 (69.1)</td>
</tr>
<tr>
<td>Has shared cottons or filters in the past 30 days, n (%)</td>
<td></td>
<td>76 (71.0)</td>
<td>62 (63.3)</td>
</tr>
<tr>
<td>Has shared cookers in the past 30 days, n (%)</td>
<td></td>
<td>86 (81.9)</td>
<td>72 (77.4)</td>
</tr>
<tr>
<td><strong>Frequency of drug use in past 30 days, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than daily</td>
<td></td>
<td>67 (53.2)</td>
<td>63 (57.8)</td>
</tr>
<tr>
<td>Every day</td>
<td></td>
<td>59 (46.8)</td>
<td>46 (42.2)</td>
</tr>
<tr>
<td>Years of injection drug use, median (IQR)</td>
<td></td>
<td>5 (13)</td>
<td>7 (13)</td>
</tr>
<tr>
<td><strong>Tested for HCV&lt;sup&gt;d&lt;/sup&gt; before study enrollment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>36 (28.6)</td>
<td>21 (19.3)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>85 (67.5)</td>
<td>82 (75.2)</td>
</tr>
<tr>
<td>Unsure</td>
<td></td>
<td>5 (4.0)</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td><strong>Result of most recent HCV test, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td>67 (80.7)</td>
<td>62 (79.5)</td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td>16 (19.3)</td>
<td>16 (20.5)</td>
</tr>
<tr>
<td><strong>Trained to administer Narcan at baseline, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>77 (61.1)</td>
<td>62 (56.9)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>49 (38.9)</td>
<td>47 (43.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Column percentages may not add up to 100 because the data are assumed to be missing at random.

<sup>b</sup>GED: general educational development.

<sup>c</sup>HSED: High School Equivalency Diploma.

<sup>d</sup>Statistically significant at α<.05 (unadjusted).

<sup>e</sup>Includes needles, cottons or filters, and cookers.

<sup>f</sup>HCV: hepatitis C virus.

### Randomization Checks

There were no significant differences in demographic variables (gender, race, age, education level, health insurance, employment, income, homelessness, incarceration history, or overdose history) between the intervention and control arms. Those randomized to the control group were significantly more likely to use heroin (92.7% vs 84.3%; \( P=0.04 \)) and OxyContin or Oxycodone (50.4% vs 37.6%; \( P=0.05 \)) in 30 days before baseline. As the use of these substances may affect the behavioral outcomes assessed in this study, we adjusted for heroin and OxyContin or Oxycodone use in all regression models. There were no significant differences at baseline between the intervention and control participants in the 4 behaviors that Hep-Net targets: the proportion screened for HCV or trained to administer Narcan, nor the frequency of sharing drug equipment or using drugs.

### Main Outcomes

#### Behavioral Goal 1: Receive HCV Follow-Up Testing

Among the 235 study participants, 81 (34.5%) individuals agreed to undergo a rapid HCV test at the time of study enrollment; none of the 32 individuals who self-reported already knowing to be HCV positive agreed to an HCV test at enrollment. Of the 81 individuals, 14 (17%) tested reactive, and all 14 had a blood specimen collected and sent for confirmatory testing.

Of the 203 individuals who did not report testing positive for HCV before study enrollment, 38 (18.7%) received HCV follow-up testing within 6 months of enrollment (Table 2). Individuals in the intervention arm were significantly more likely to undergo HCV follow-up testing than those in the control arm (23.7% vs 14.6%; OR 2.23, 95% CI 1.05-4.74; \( P=0.04 \)). This trend persisted at 12 months postenrollment, where 26.9% (25/93) of individuals in the intervention arm and 17.3% (19/110) in the control arm received HCV follow-up testing.
Table 2. Proportion who received Hepatitis C virus testing and underwent Narcan training, and the frequency of sharing drug equipment and using drugs at follow-up.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Control</th>
<th>Intervention</th>
<th>OR (95% CI)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Received HCV&lt;sup&gt;b&lt;/sup&gt; follow-up testing within 6 months (n=203), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (14.5)</td>
<td>22 (24)</td>
<td>2.23 (1.05-4.74)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>No</td>
<td>94 (85.5)</td>
<td>71 (76)</td>
<td></td>
</tr>
<tr>
<td>Trained to administer Narcan (n=91), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (21)</td>
<td>16 (37)</td>
<td>2.25 (0.83-6.06)</td>
</tr>
<tr>
<td>No</td>
<td>38 (79)</td>
<td>27 (63)</td>
<td></td>
</tr>
<tr>
<td>Frequency of sharing drug equipment (n=116)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median percentage (IQR)</td>
<td>5 (1-47)</td>
<td>2 (1-24)</td>
<td>0.60 (0.55-0.65)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Frequency of drug use (n=150), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once a week or less</td>
<td>25 (33)</td>
<td>22 (30)</td>
<td>0.90 (0.49-1.65)</td>
</tr>
<tr>
<td>More than once a week but not every day</td>
<td>30 (39)</td>
<td>28 (38)</td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>21 (28)</td>
<td>24 (32)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted for heroin and OxyContin or Oxycodone use at baseline.  
<sup>b</sup>HCV: Hepatitis C virus.  
<sup>c</sup>Statistical significance at α<.05.

### Behavioral Goal 2: Gets Trained to Administer Narcan

Among the 235 study participants, 96 (40.9%) had already been trained to administer Narcan at baseline. Of the 151 individuals who participated in the follow-up survey, 60 were excluded from this analysis because they had been trained before Hep-Net enrollment (n=59) or chose not to answer (n=1). Of the remaining 91 individuals, 26 (28.6%) received training between baseline and follow-up (Table 2). Individuals in the intervention arm were more likely to receive Narcan training than those in the control arm (37.2% vs 20.8%; OR 2.25, 95% CI 0.83-6.06; P=.11).

### Behavioral Goal 3: Reduce Frequency of Sharing Drug Equipment

At baseline, 186/235 (79.1%) reported sharing needles, cottons, filters, or cookers with another person in the 30 days before study enrollment: 145/235 (61.7%) individuals reported sharing injection needles or syringes, 138/235 (58.7%) shared cottons or filters, and 158/235 (67.2%) shared cookers. Thus, the majority of participants shared more than one piece of equipment (98 individuals shared all the 3 pieces, 59 individuals shared 2 pieces, and 29 individuals shared 1 piece). A total of 25/235 (10.6%) individuals reported never sharing any of these 3 pieces of equipment. The median percentage of time participants shared equipment at baseline was 24.0% (IQR 2.0-49.0).

At follow-up, the median percentage of time participants shared equipment dropped to 3.0% overall (IQR 1.0-28.0) among the 116 individuals who provided responses for all 3 pieces of equipment (Table 2). Individuals in the intervention group were significantly less likely to share drug equipment than individuals in the control group (control median, IQR 5, 1-47; intervention median, IQR 2, 1-24). Those in the intervention group shared drug equipment 0.60 times less than those in the control group (OR 0.60, 95% CI 0.55-0.65; P<.001).

### Behavioral Goal 4: Reduce Frequency of Drug Use

Overall, 44.7% (105/235) of individuals reported using drugs every day at baseline, compared with 30.0% (45/150) at follow-up. This reduction in the proportion of individuals using drugs every day was experienced by both intervention and control participants (Table 2), where 32.4% and 27.6% reported using every day, respectively (OR 0.90, 95% CI 0.49-1.65; P=.72).

### Readiness to Change

Table 3 shows the distribution of stages of readiness for change at baseline and at follow-up. This table also shows the odds ratios demonstrating the degree to which individuals in the intervention group advanced their stage of readiness in the direction of maintenance compared with the control group at follow-up.
Table 3. Proportion of individuals in each stage of readiness for risk reduction behaviors at baseline and follow-up and odds ratios comparing the mean values of readiness to change between intervention and control groups at follow-up.

<table>
<thead>
<tr>
<th>Stage of readiness</th>
<th>HCV(^a) testing intentions</th>
<th>Narcan training intentions</th>
<th>Intentions to use clean works</th>
<th>Intentions to reduce drug use</th>
<th>OR (95% CI)(^{f,g})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline (n=235), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation and contemplation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group(^b)</td>
<td>25 (19.8)</td>
<td>34 (27.0)</td>
<td>15 (11.9)</td>
<td>25 (19.8)</td>
<td></td>
</tr>
<tr>
<td>Intervention group(^c)</td>
<td>19 (17.4)</td>
<td>24 (22.0)</td>
<td>9 (8.3)</td>
<td>19 (17.4)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>44 (18.7)</td>
<td>58 (24.7)</td>
<td>24 (10.2)</td>
<td>44 (18.7)</td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>31 (24.6)</td>
<td>28 (22.2)</td>
<td>13 (10.3)</td>
<td>32 (25.4)</td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>19 (17.4)</td>
<td>23 (21.1)</td>
<td>17 (15.6)</td>
<td>31 (28.4)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>50 (21.3)</td>
<td>51 (21.7)</td>
<td>30 (12.8)</td>
<td>63 (26.8)</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>46 (36.5)</td>
<td>23 (18.3)</td>
<td>55 (43.7)</td>
<td>64 (50.8)</td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>45 (41.3)</td>
<td>20 (18.4)</td>
<td>44 (40.4)</td>
<td>54 (49.5)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>91 (38.8)</td>
<td>43 (18.3)</td>
<td>99 (42.1)</td>
<td>118 (50.2)</td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>24 (19.1)</td>
<td>41 (32.5)</td>
<td>43 (34.1)</td>
<td>5 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>26 (23.9)</td>
<td>42 (38.5)</td>
<td>39 (35.8)</td>
<td>5 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>50 (21.3)</td>
<td>83 (35.3)</td>
<td>82 (34.9)</td>
<td>10 (4.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Follow-up (n=151), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation and contemplation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group(^d)</td>
<td>12 (16)</td>
<td>17 (22)</td>
<td>4 (5)</td>
<td>7 (9)</td>
<td></td>
</tr>
<tr>
<td>Intervention group(^e)</td>
<td>9 (12)</td>
<td>11 (15)</td>
<td>3 (4)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>21 (13.9)</td>
<td>28 (18.5)</td>
<td>7 (4.6)</td>
<td>16 (10.6)</td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>4 (5)</td>
<td>10 (13)</td>
<td>3 (4)</td>
<td>11 (14)</td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>9 (12)</td>
<td>13 (18)</td>
<td>2 (3)</td>
<td>15 (20)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>13 (8.6)</td>
<td>23 (15.2)</td>
<td>5 (3.3)</td>
<td>26 (17.2)</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>33 (43)</td>
<td>16 (21)</td>
<td>34 (44)</td>
<td>45 (58)</td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>24 (32)</td>
<td>13 (18)</td>
<td>23 (31)</td>
<td>41 (55)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>57 (37.7)</td>
<td>29 (19.2)</td>
<td>57 (37.7)</td>
<td>86 (57.0)</td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>28 (36)</td>
<td>34 (44)</td>
<td>36 (47)</td>
<td>14 (18)</td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>32 (43)</td>
<td>37 (50)</td>
<td>46 (62)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>60 (39.7)</td>
<td>71 (47.0)</td>
<td>82 (54.3)</td>
<td>23 (15.2)</td>
<td></td>
</tr>
<tr>
<td>OR (95% CI)(^f,g)</td>
<td>1.23 (0.67-2.24)</td>
<td>1.28 (0.70-2.34)</td>
<td>1.92 (0.99-3.71)</td>
<td>0.67 (0.36-1.27)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)HCV: hepatitis C virus.
\(^b\)n=126.
\(^c\)n=109.
\(^d\)n=77.
\(^e\)n=74.
\(^f\)The precontemplation and contemplation stages were combined into a single stage, resulting in a four-category dependent variable (stage of readiness).
Behavioral Goal 1: Receive HCV Follow-Up Testing

Overall, the majority of individuals in the preparation stage (21.3% (50/235), action 38.7% (91/235), or maintenance 21.3% (50/235) stage of readiness to undergo regular HCV screening. Of the 109 individuals in the intervention group, 3 (2.8%) selected this goal to work on specifically over the next 3 months. At follow-up, a higher proportion of individuals reached the maintenance stage in both groups (60/151, 39.7% overall), with a slightly higher proportion in the intervention group (32/74, 43.2%) than in the control group (28/77, 36.4%). The odds of advancing through the stages of readiness toward the maintenance stage were 16% higher in the intervention arm than in the control arm (OR 1.23, 95% CI 0.67-2.24; P=.51).

Behavioral Goal 2: Get Trained to Administer Narcan

At baseline, 21.7% (51/235) of individuals were in the preparation stage of readiness to undergo Narcan training. 18.3% (43/235) were in the action stage, and 35.3% (83/235) were in the maintenance stage. Of the 109 individuals who received the intervention, 10 (9.2%) chose this goal to work on specifically over the next 3 months. At follow-up, a higher proportion of individuals had reached the maintenance stage overall (71/151, 47.0%), with a slightly higher proportion in the intervention group (37/74, 50.0%) than in the control group (34/77, 44.2%). The odds of advancing through the stages of readiness toward the maintenance stage were 28% higher in the intervention arm than in the control arm (OR 1.28, 95% CI 0.70-2.34; P=.43).

Behavioral Goal 3: Reduce Frequency of Sharing Drug Equipment

At baseline, the highest proportion of individuals were in the action stage (99/235, 42.1%) and the maintenance stage (83/235, 34.9%) for using clean works every time they injected. Among the 109 intervention participants, 17 (15.6%) selected this goal to work on over the next 3 months. The proportion of individuals reaching the maintenance stage at follow-up increased (54.3% overall) among both groups but was higher among intervention participants (62.2%) than among control participants (59/126, 46.8%). The odds of advancing through the stages of readiness toward the maintenance stage were 80% higher in the intervention arm than in the control arm (OR 1.92, 95% CI 0.99-3.71; P=.05).

Behavioral Goal 4: Reduce Frequency of Drug Use

At baseline, the highest proportion of people were in the preparation stage (63/235, 26.8%) and action stage (118/235, 50.2%) stages of readiness for the goal of reducing or ceasing drug use. In contrast to the other 3 behavioral goals, the least proportion of individuals were in the maintenance stage (10/235, 4.3% overall). The highest proportion of individuals in the intervention group (72.5%) selected this goal to focus on over the next 3 months. Although the proportion of individuals reaching the maintenance stage at follow-up increased overall to 15.2% (23/151), individuals in the intervention group were less likely to advance along the readiness continuum in the direction of maintenance than those in the control group (OR 0.67, 95% CI 0.36-1.27; P=.22).

Discussion

Principal Findings

The goal of this pilot RCT was to determine whether implementing a computerized risk reduction intervention into existing prevention services at SSPs can improve health-promoting behaviors among people who inject drugs. We found that individuals who received the Hep-Net intervention were significantly more likely to undergo testing for HCV and less likely to share drug equipment. Although not statistically significant, individuals in the intervention arm were also more likely to undergo the Narcan administration training. There was also a trend toward increased readiness to change among intervention participants for these 3 behaviors. However, intervention participants did not appear to reduce the frequency of drug use or increase readiness to reduce drug use more than control participants, despite the fact that the majority of intervention participants selected this as the primary goal to focus on after participation in the baseline survey. These results demonstrate that implementing computer-based risk reduction interventions in SSPs may reduce harms related to sharing of injection equipment and prevent overdose deaths.

No significant difference in reducing the frequency of drug use was observed between the intervention and control participants. Multiple interpretations of this finding are plausible. Hep-Net was a single-session, brief intervention. Reducing substance use is likely to require multipronged strategies, including provision of social, psychological, and physical support. Although Hep-Net in isolation did not affect significant changes in this behavior, it may be useful if integrated into other existing programs to more holistically address the complexity of addiction. Furthermore, almost half of the participants did not return for follow-up. It may be that those who did not return for follow-up disproportionately included individuals who were successful in reducing their substance use and therefore did not return to the needle exchange. Increasing the dosage and comprehensiveness of the intervention may also bolster the effect and allow individuals to reduce drug use and reach their recovery goals. For example, implementing booster sessions that expose clients to additional intervention content may strengthen the effect it has on reducing the frequency of drug use. Understanding how interventions may be enhanced to effectively reduce drug use and improve long-term recovery success among SSP clients is greatly needed.

Although CTIs have become increasingly common for facilitating a wide range of health-promoting behaviors, very few studies have examined the effect of a single CTI on multiple risk behaviors among people who inject drugs in SSP or other community-based settings. With regard to CTIs addressing substance abuse, previous studies have instead primarily focused on HIV/AIDS prevention [34,35], perinatal drug use [36,37], or alcohol use disorders [38,39] or were coupled with...
therapist-delivered treatments [40,41]. To our knowledge, only one randomized trial has evaluated the efficacy of a CTI for the adoption of safer injection practices among SSP clients. This study found that IV drug users visiting SSPs who received the CTI were using dirty syringes 0.47 times in less than 1 month after the intervention began compared with those who did not receive the CTI; however, the positive effect was short-lived [42]. This study is the first to implement a single CTI into SSPs to address safe injection practices, substance use reduction, hepatitis C testing, and overdose prevention simultaneously. Additional research on CTIs for SSP clients is needed because of its potential to address the challenges of resource limitations facing many affected communities.

The transtheoretical model has been used in the development of various substance abuse interventions and has demonstrated success because it accounts for individuals who are not ready to make behavior change or who do not see their behavior as problematic [30]. However, there is limited research on applying the transtheoretical model to promote healthy behaviors specifically among people who inject drugs, who are engaged in prevention services. Prior studies using transtheoretical model-designed interventions to promote behavior change among people who inject drugs have been restricted to increasing condom use and using bleach to clean drug paraphernalia [43-45]. In this study, we found that most people were in the preparation, action, or maintenance stage for all behaviors at baseline. This heightened readiness may have partially limited our ability to detect the statistical significance in this study.

Limitations

We demonstrate the effects of a brief, digitally delivered tailored intervention designed to reduce HCV risk behaviors among hard-to-reach individuals who inject drugs. Although our study has much to offer, it is not without limitations. Although delivering the intervention through a well-established SSP that holds strong relationships with many members of the targeted population was a major strength of this study, communities that lack such a developed SSP may fail to reach less-engaged clientele. Generalizability may also be limited because individuals utilizing SSPs may choose to prioritize their health and value safe injection practices more strongly than those not engaged in prevention services, as suggested by the high proportion of individuals in the preparation, action, and maintenance stages of behavior change. For this reason, we implemented a social network–based recruitment strategy to engage difficult-to-reach individuals.

Assessments of drug use behaviors were self-reported measures. However, we anticipate that the computerized approach to data collection maximizes privacy and, in turn, mitigates social desirability bias.

Finally, the primary aim of this pilot study was to assess the feasibility of the social network recruitment approach [29]. As such, the sample size may not be sufficiently powered to detect small effect sizes, particularly for subgroup analyses. Further analysis with improved power is needed to improve our understanding of the effectiveness of computer-tailored risk reduction interventions implemented in SSP settings.

Conclusions

As the opioid epidemic continues to burden rural communities, expanding the delivery of comprehensive prevention services in resource-poor settings is critically important. To be most effective, prevention services should be patient-centered and provide individual, personalized plans. Using fast data-driven decision guidelines, CTIs offer the opportunity to deliver personalized care even in settings facing resource limitations. Implementing CTIs in SSP settings is one approach for engaging highly marginalized and underserved populations of people who inject drugs and facilitate the uptake of safe injection practices, decrease opioid overdose deaths, and reduce the transmission of blood-borne infections. Although such interventions may prevent some devastating consequences of injection drug use, additional efforts are needed to help individuals reduce drug use and overcome the power of addiction.
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Abstract

Background: Chronic disease represents a large and growing burden to the health care system worldwide. One method of managing this burden is the use of app-based interventions; however attrition, defined as lack of patient use of the intervention, is an issue for these interventions. While many apps have been developed, there is some evidence that they have significant issues with sustained use, with up to 98% of people only using the app for a short time before dropping out and/or dropping use down to the point where the app is no longer effective at helping to manage disease.

Objective: Our objectives are to systematically appraise and perform a meta-analysis on dropout rates in apps for chronic disease and to qualitatively synthesize possible reasons for these dropout rates that could be addressed in future interventions.

Methods: MEDLINE (Medical Literature Analysis and Retrieval System Online), PubMed, Cochrane CENTRAL (Central Register of Controlled Trials), and Embase were searched from 2003 to the present to look at mobile health (mHealth) and attrition or dropout. Studies, either randomized controlled trials (RCTs) or observational trials, looking at chronic disease with measures of dropout were included. Meta-analysis of attrition rates was conducted in Stata, version 15.1 (StataCorp LLC). Included studies were also qualitatively synthesized to examine reasons for dropout and avenues for future research.

Results: Of 833 studies identified in the literature search, 17 were included in the review and meta-analysis. Out of 17 studies, 9 (53%) were RCTs and 8 (47%) were observational trials, with both types covering a range of chronic diseases. The pooled dropout rate was 43% (95% CI 29-57), with observational studies having a higher dropout rate (49%, 95% CI 27-70) than RCTs in more controlled scenarios, which only had a 40% dropout rate (95% CI 16-63). The studies were extremely varied, which is represented statistically in the high degree of heterogeneity ($I^2 > 99\%$). Qualitative synthesis revealed a range of reasons relating to attrition from app-based interventions, including social, demographic, and behavioral factors that could be addressed.

Conclusions: Dropout rates in mHealth interventions are high, but possible areas to minimize attrition exist. Reducing dropout rates will make these apps more effective for disease management in the long term.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42019128737; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42019128737

(J Med Internet Res 2020;22(9):e20283) doi:10.2196/20283
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**Introduction**

Chronic diseases are a large and growing issue worldwide, with rates increasing dramatically in recent years, including infectious diseases that are now managed chronically, such as HIV. One example is diabetes, with global prevalence nearly doubling from less than 5% in the 1990s to more than 8% today [1]. As with other chronic diseases, the economic and social cost of diabetes is enormous, with large direct health care costs often eclipsed by the societal impacts of the disease [1,2]. This has led to a large body of research focusing on how to prevent and manage these diseases, with many recommendations now advising moving from a model of care that is medically focused to patient-centric and community-focused care [3]. However, there are many difficulties in implementing programs for chronic disease prevention and care, in particular, the challenges posed by catering to a large, diverse, and growing population of people requiring these services [1,4]. One such difficulty is the dropout rate, or attrition, whereby patients discontinue use of interventions either entirely or enough that the benefit from the intervention is negligible. This is an area of particular concern for new technological innovations, such as mobile phone apps.

The management of chronic disease is often complex. Patients may be on numerous medications, follow strict dietary regimens, and have lifestyle goals to fulfil to optimally manage their disease [5]. Professional assistance from health workers—doctors, educators, dieticians, and others—is an important component of this management, but increasingly, international evidence has shown that self-management—empowering patients to manage their own care—is another effective way to improve outcomes [6-8].

Self-management interventions range from providing educational materials to highly supportive, multifaceted programs that include a variety of measures [7]. One method of self-management assistance that is increasingly popular is providing web-based eHealth or mobile apps (ie, mobile health [mHealth]) to people in order to assist in their management of their disease [9]. These interventions have demonstrated efficacy in terms of markers for management, with a recent systematic review finding that, although the evidence is preliminary, mHealth interventions are effective in reducing weight and glycated hemoglobin in people with diabetes [10]. Another recent review looking only at the efficacy of mobile apps for diabetes care found that there was limited evidence supporting the effectiveness of diabetes apps to improve blood glucose markers for people with diabetes [11]. Overall, there is a growing body of evidence that mHealth interventions, and apps in particular, may be an effective method of promoting self-management in patients.

However, a major barrier to patient care in the use of mHealth interventions is attrition. Previous research has identified that up to 80% of all participants in mHealth interventions may engage in only minimal use of these interventions, defined as logging in to the service less than twice, and only a small fraction of users consistently use the intervention long term [12,13]. While clinical trials often report 70% or higher retention, these are often short in duration, some fewer than two months, and may not represent the situation in real-world use [10]. One observational trial of app usage in a large real-world cohort found that only 2% had sustained continuous use of the kind that would be expected to improve clinical outcomes [14]. If only 2% of people who download an app actually use it, there is clearly minimal benefit for the majority. Demonstrating that mHealth interventions are effective in clinical trials is not enough: retention in real-world settings is a necessary pre-condition for these interventions to be considered effective.

This paper presents a systematic review and meta-analysis into the rate and causes of dropout in mHealth interventions for diabetes and other chronic health issues. This is divided into clinical trials and observational research studies in order to estimate the rates in both controlled and uncontrolled settings and to estimate the effect both in studies with a large support network to prevent attrition and in the more real-world experience that might be expected when these apps are actually rolled out into clinical practice. These were also qualitatively synthesized.

**Methods**

A reproducible strategy was used to identify studies examining mHealth interventions for self-management of chronic disease, either mobile app based or internet based. Studies were identified by electronically searching MEDLINE (Medical Literature Analysis and Retrieval System Online), PubMed, Cochrane CENTRAL (Central Register of Controlled Trials), and Embase from 2003 to the present day. Search terms are fully outlined below and are loosely based on previous systematic reviews looking at similar topics [15]. Searches were performed in June 2019 by GMK, and duplicates were excluded using Microsoft Excel 2013 and EndNote, version 8.0 (Clarivate).

Electronic downloads of searched titles were then performed using the data collection process for each individual database, with titles being screened by GMK and SR against inclusion criteria to determine eligibility. Abstracts were then reviewed by these two reviewers independently. Any disagreements were adjudicated between the two authors. References from included studies were also assessed to identify further trials for inclusion. Both experimental and quasi-experimental study designs were included in this review. As the analysis is based on a secondary endpoint (ie, attrition), no formal risk-of-bias tool was used to assess the quality of included studies.

For the meta-analysis, the total rate of dropout was extracted from each study, as well as the number of participants in the control and intervention groups. The primary summary measure was the rate of dropout in these trials.

Eligibility criteria for inclusion of studies are as follows—studies must meet all criteria:

1. Published in English.
2. Addressed to an adult population (≥18 years of age).
3. Either randomized controlled trials (RCTs) or observational interventions (ie, case control or cohort).
4. Look at app usage in chronic disease.
5. Include a measure of dropout and attrition.
A systematic narrative synthesis was produced to describe the included studies and their findings relating to dropout. This narrative synthesis reviewed the findings from all included studies and provided an overall summation of the subject matter.

Stata, version 15.1 (StataCorp LLC), was used to perform the meta-analysis of the included studies, using the `metaprop` command, with results pooled from RCTs looking at the rate of dropout in clinical trials. There was also a second meta-analysis, by trial type: observational versus RCT. The primary outcome was the rate of dropout. Heterogeneity was assessed using the $I^2$ statistic and visual inspection of funnel plots; the Egger weighted meta-regression test was used to determine the influence of publication bias. If studies are identified that attempted to prevent dropout, these will form the basis of a subgroup analysis. A sensitivity analysis was conducted looking at attrition comparing short (≤2 months) studies with long (>2 months) studies.

This study was registered at the International Prospective Register of Systematic Reviews (PROSPERO) (CRD42019128737).

Results

Overview

Use of mHealth solutions in managing chronic conditions is increasing; however, the effective and long-term engagement (ie, attrition rate) has been attributed to various factors.

After database searches were performed, a total of 1420 articles were identified. After excluding duplicates, 831 unique records remained. Of these, 797 were excluded prior to review. A further 2 records were identified through reference screening from included studies, leaving a total of 36 studies to be included in the review (see Figure 1). Of the 36 studies included in the final review, 19 were excluded based on the exclusion criteria of studies including children and studies that only looked at acute or infectious diseases. Studies that were purely online, telephone and texting interventions, and studies that did not have any measurement of rates of dropout and attrition were also excluded. This left 17 studies to be included in the final qualitative and quantitative synthesis.
Characteristics of Included Studies

Included studies were published between 2011 and 2019 [14,16-31]. Of these, most (14/17, 82%) examined a range of chronic diseases, including single studies targeting lower back pain, chronic kidney disease, pain, dysmenorrhea, and HIV medications; the remainder (9/17, 53%) looked at more general lifestyle improvement, such as eating behavior and physical activity. Out of 17 studies, 3 (18%) that were included in the review looked specifically at diabetes. There were 9 RCTs (53%) included in the final synthesis and 8 observational trials (47%). These are summarized in Table 1.

Studies ranged significantly in duration, size, attrition rate, methodology, and other areas. The shortest trial included in this review lasted 2 weeks, and a total of 5 out of 17 (29%) lasted one month or less. Out of 9 RCTs, 2 (22%) looked at 1 year of data, and a number of observational trials were conducted over a period of 6-10 months. The lowest attrition rate in any study was 9% in an RCT lasting 1 year [29]; the highest attrition rate was 82% in an observational trial lasting 6 weeks [26]. The largest trial was an observational study lasting 24 weeks, with nearly 200,000 participants; the smallest trial was a small cohort study including just 20 people.
<table>
<thead>
<tr>
<th>Author</th>
<th>Name of the study</th>
<th>Year published</th>
<th>No. of participants</th>
<th>Area of study</th>
<th>Attrition rate</th>
<th>Type of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torbjørnsen et al, [17]</td>
<td>A Low-Intensity Mobile Health Intervention With and Without Health Counseling for Persons With Type 2 Diabetes, Part 1: Baseline and Short-Term Results From a Randomized Controlled Trial in the Norwegian Part of RE-NEWING HEALTH</td>
<td>2014</td>
<td>151</td>
<td>Self-management support for people with type 2 diabetes</td>
<td>18%</td>
<td>RCTa</td>
</tr>
<tr>
<td>Elbert et al, [18]</td>
<td>A Mobile Phone App Intervention Targeting Fruit and Vegetable Consumption: The Efficacy of Textual and Auditory Tailored Health Information Tested in a Randomized Controlled Trial</td>
<td>2016</td>
<td>342</td>
<td>Fruit and vegetable consumption</td>
<td>55%</td>
<td>RCT</td>
</tr>
<tr>
<td>Lee et al, [20]</td>
<td>Effect of Self-Monitoring on Long-Term Patient Engagement With Mobile Health Applications</td>
<td>2018</td>
<td>1439</td>
<td>Self-monitoring health app</td>
<td>46%</td>
<td>Observational study</td>
</tr>
<tr>
<td>Chen et al, [21]</td>
<td>Effects of Journaling Dietary Intake App on the Health Outcomes of Chronic Kidney Disease Stage 3B-5</td>
<td>2016</td>
<td>20</td>
<td>Chronic kidney disease</td>
<td>35%</td>
<td>Observational study</td>
</tr>
<tr>
<td>Mak et al, [22]</td>
<td>Efficacy and Moderation of Mobile App-Based Programs for Mindfulness-Based Training, Self-Compassion Training, and Cognitive Behavioral Psychoeducation on Mental Health: Randomized Controlled Noninferiority Trial</td>
<td>2018</td>
<td>2161</td>
<td>Mental well-being</td>
<td>76.5% and 83.9%</td>
<td>RCT</td>
</tr>
<tr>
<td>Guertler et al, [23]</td>
<td>Engagement and Nonusage Attrition With a Free Physical Activity Promotion Program: The Case of 10,000 Steps Australia</td>
<td>2015</td>
<td>16,948</td>
<td>Physical activity promotion: 10,000 steps</td>
<td>25% to 75%</td>
<td>Observational study</td>
</tr>
<tr>
<td>Fukuoka et al, [24]</td>
<td>Identifying Factors Associated With Dropout During Prerandomization Run-in Period From an mHealth Physical Activity Education Study: The mPED Trial</td>
<td>2015</td>
<td>318</td>
<td>Physical activity education</td>
<td>34%</td>
<td>Observational study</td>
</tr>
<tr>
<td>Spring et al, [25]</td>
<td>Multicomponent mHealth Intervention for Large, Sustained Change in Multiple Diet and Activity Risk Behaviors: The Make Better Choices 2 Randomized Controlled Trial</td>
<td>2018</td>
<td>212</td>
<td>Diet behavior</td>
<td>17.90%</td>
<td>RCT</td>
</tr>
<tr>
<td>Roepke et al, [26]</td>
<td>Randomized Controlled Trial of SuperBetter, a Smartphone-Based/Internet-Based Self-Help Tool to Reduce Depressive Symptoms</td>
<td>2015</td>
<td>283</td>
<td>Reduce depressive symptoms</td>
<td>81.66%</td>
<td>RCT</td>
</tr>
<tr>
<td>Druce et al, [31]</td>
<td>Recruitment and Ongoing Engagement in a UK Smartphone Study Examining the Association Between Weather and Pain: Cohort Study</td>
<td>2017</td>
<td>6370</td>
<td>Weather and pain</td>
<td>N/A b</td>
<td>Observational study</td>
</tr>
<tr>
<td>Hales et al, [27]</td>
<td>Social Networks for Improving Healthy Weight Loss Behaviors for Overweight and Obese Adults: A Randomized Clinical Trial of the Social Pounds Off Digitally (Social POD) Mobile App</td>
<td>2016</td>
<td>51</td>
<td>Weight loss behavior</td>
<td>12%</td>
<td>RCT</td>
</tr>
<tr>
<td>Blödt et al, [28]</td>
<td>Effectiveness of App-Based Self-Acupressure for Women With Menstrual Pain Compared to Usual Care: A Randomized Pragmatic Trial</td>
<td>2018</td>
<td>221</td>
<td>App-based self-acupressure for menstrual pain</td>
<td>14%</td>
<td>RCT</td>
</tr>
<tr>
<td>Author</td>
<td>Name of the study</td>
<td>Year published</td>
<td>No. of participants</td>
<td>Area of study</td>
<td>Attrition rate</td>
<td>Type of study</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------------</td>
<td>---------------------------------------------------</td>
<td>----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Karhula et al, [29]</td>
<td>Telemonitoring and Mobile Phone-Based Health Coaching Among Finnish Diabetic and Heart Disease Patients: Randomized Controlled Trial</td>
<td>2015</td>
<td>517</td>
<td>Health coaching: diabetes and heart disease patients</td>
<td>8.90%</td>
<td>RCT</td>
</tr>
<tr>
<td>Holmen et al, [30]</td>
<td>A Mobile Health Intervention for Self-Management and Lifestyle Change for Persons With Type 2 Diabetes, Part 2: One-Year Results From the Norwegian Randomized Controlled Trial RENEWING HEALTH</td>
<td>2014</td>
<td>151</td>
<td>Self-management support for people with type 2 diabetes</td>
<td>21%</td>
<td>RCT</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bN/A: not applicable; this value was not reported.

Meta-Analysis

Results from the meta-analysis are presented in Figure 2. The average attrition rate overall was 43% (95% CI 29-57), with very high between-study heterogeneity indicated by an $I^2$ statistic of >99%. The very high heterogeneity is not unexpected in this case, as studies were extremely varied in terms of time, implementation, and the disease state that they were examining.

Figure 2. Meta-analysis of attrition rates in app-based intervention studies for chronic disease. ES: effect size.

Looking at the breakdown of results by the type of study, there was a higher degree of attrition in the observational real-world studies (49%, 95% CI 27-70) than in the RCTs in more controlled scenarios, with only 40% (95% CI 16-63) dropping out. Sensitivity analyses looking at differences in length of study (ie, short vs long), diabetes versus other chronic diseases, or...
whether the studies were numerically large did not find any similar differences in attrition rate between trials.

**Attrition Rates**

One reason associated with lower attrition rates was the behavioral characteristics of the included participants. Low attrition rates were characterized by reasons such as the perception of own health as poor—thus, incentivizing the need to change [18]—and those who wanted to be involved in their health care [20]. Other factors that were associated with attrition in included studies were health literacy; age, with younger participants dropping out less; and postgraduate education [18,22]. Very low attrition was also reported among those who were on strict diets or who had been healthy eaters prior to the initiation of the study [14]. Another association with low attrition was with those engaged in multiple interventions. Those engaged in internet or phone programs as well as apps were more likely to remain in the research study [23]. Conversely, there did not appear to be much influence on attrition rates in terms of length of study, the disease studied, or the size of the app trial.

Findings from these studies suggest ways to improve attrition rate and long-term engagement by using varying message contents or formats to maintain users’ interests; for example, tailored messages may have the potential to improve adherence to a clinically significant degree [16]. Other studies suggest less of a benefit from tailoring messages to maintain users’ interest; despite a low attrition rate of 22% at 4 months and 1 year in two studies, respectively, an app and health counseling did not reduce hemoglobin A1c levels between the intervention and usual care groups [17,30]. In addition, self-management skills and the ability to contact health professionals were found to increase engagement, while users’ feedback input improved usability of apps and enhanced user experiences for daily self-reports [17,19]. Classifying different types of users may be important in improving long-term engagement. Low retention rate might also be due to an unguided self-help approach, and further engaging those who need self-monitoring remains challenging.

Another issue with attrition was that definitions varied significantly. While some studies reported users who only logged in a single time as dropouts, others expanded the definition to include those who only used an app once or twice. For example, the RCT with the lowest dropout rate overall included patients who only sent a single report through the app during the entire follow-up time, which did not indicate sustained, long-term use [29]. While these users may have been nondropouts by the definitions used in that study, they had received significantly lower benefits from the intervention, and would likely be considered dropouts had the analysis been less broad.

**Discussion**

**Principal Findings**

Attrition in app-based interventions is an important and yet underresearched element. For these interventions to work, it is a necessary component that people use and continue to use the app; however, there appears to be evidence that this is not always the case. In this systematic review and meta-analysis, the pooled estimate of dropout rates was 43%, with higher rates seen in real-world research and lower rates in highly supported RCTs. This may indicate a very serious underlying issue, as high dropout rates in these interventions will limit their use and uptake in health care across a range of chronic diseases.

While dropout rates in RCTs were notably lower than in observational trials, it is worth noting that attrition was often defined differently in this research. RCTs tended to describe all participants as users of the app unless they had ceased using it entirely; while this is in line with best-practice intention-to-treat analyses, it also presents an important limitation with the pooled results above. Including people in analyses who have been randomized is laudable; however, this also obscures the fact that large proportions of people, even in these randomized trials with detailed patient support and follow-up, barely used the app, if at all. This is worrying, because it implies that even with very high levels of support, apps are not an intervention with substantial staying power for people with various chronic diseases. It is also worth recognizing that combining estimates for both observational and RCT studies may have some drawbacks, given the differences in study design and participant retention. However, the difference in reported dropout rates was not significantly different, with only a small difference in point estimates and overlapping confidence intervals. This is likely because the main divergence was in definition of attrition, rather than the specifics of the study per se. As reported above, even among RCTs with low rates of dropout, there may have been a number of studies that would meet the lesser definitions of attrition used in some observational research.

It was also concerning that there does not appear to have been much examination of the reasons behind this attrition in many studies. Few studies attempted to explain why people dropped out, with this being attributed to health literacy, age, and education, but it is unlikely that these are the only factors that would be related to attrition in the use of apps. For example, as mentioned in the results, people whose health saw greater improvements were more likely in some studies to keep using the app. It is likely that there are a range of unidentified issues that could potentially be targeted to ameliorate this problem, but thus far there has been little recognition of the issue formally, which may have limited the research that has been done to remedy the situation. Many studies do not even address the possibility that people dropping out of an app-based intervention at alarming rates could be an issue for the intervention’s adoption at scale, nor do they address the issue that this could cause in terms of aggravating health inequities depending on the reasons for dropout. This is especially concerning when considering that age and social status are likely to be barriers to app access—as some included studies hinted—which may further compound the issues caused by selection bias of those who use apps in the first place. If younger, healthier people are more likely to use apps overall, which is often the case [32], and are then more likely to use them long term, the apps may be less useful for the very populations that we most want them to help.
This is a common theme among trials, in which attrition or nonusage is barely addressed, or only given very surface-level appraisal. If there is a significant difference in the primary outcome between the intervention and control groups, there is a general attitude that the attrition is unimportant; this appears to be fairly common in RCTs, and may be because the aim of this research is specifically to evaluate the app in an intention-to-treat framework [29,30]. However, there are clear drawbacks to this, not least that we may be seeing a large underestimate in the literature of the efficacy of app-based interventions, caused by their generally low use in the populations who have been studied.

There are a number of very important limitations to this research. Firstly, the estimates produced are certainly not comprehensive. Many studies (N>30) that fit all of the inclusion criteria failed to report dropout or attrition in a way that could be extracted. Given the number of trials on app-based interventions, it was not considered feasible to follow up with every author group that had these figures, but it is worth noting that this best guess represents a relatively small number of trials within the total pool of potential evidence.

There is also the issue with heterogeneity. Given the nature of the included studies, it is not surprising to find very significant levels of heterogeneity statistically, but it is concerning for the meta-analysis as a reasonable estimate of attrition. These studies were conducted across different disease states, with highly variable interventions; the fact that they all included an app is a thin bond that did not overcome the vast differences that they had between them.

It is also worth noting that the research in this space is quickly evolving. We found no published research to be included before 2010, very little in the years leading up to 2015, and then an explosion of studies in the years after. It is likely that redoing this meta-analysis in 2025 will yield a much more reliable estimate of the figures. This may also allow for analyzing by disease state, which could prove to be a more accurate estimation of the rate of attrition.

There are a number of theories that might pertain to attrition in app-based interventions, with several different focuses. One area that could help inform attrition research in the future is behavioral theory, perhaps by examining the sociocognitive aspects of people who do and do not drop out of app-based studies. Integrated behavioral theories might also be useful in examining the relationship between social factors and the behaviors they cause, to come to an understanding of the process by which people decide to use or discontinue using apps.

This would ideally tie in to an examination of the broader social and demographic drivers of attrition. While few of these drivers have been identified in research so far—age, in particular—there remains a large evidential gap pertaining to how society influences behavior to prevent people from using app-based interventions. Future research should combine these two theoretical approaches to define the background reasons for attrition, so that interventions can be designed to minimize it.

Aside from the estimates of app attrition, there are some important implications of this research. Future studies looking at app-based interventions should include attrition as a secondary endpoint and develop methods to prevent it if possible. One important aspect would be to develop a standard measure of minimum use in app-based interventions; a reasonable example is the one used in some of the included trials of one or fewer log-ins to the app in any given period of time (ie, one log-in per month). Lower use than this basic threshold could then be considered attrition for the purposes of research studies. As well, there should be trials looking at ways to reduce the rate of dropouts, as well as the potential inequity in the rate of attrition, in app-based interventions. Without such research, we have no way of knowing if apps can be effective in the general population.

Conclusions

This systematic review and meta-analysis found that the pooled estimate for dropout rates in trials of app-based interventions for chronic diseases was 43% over a variety of timelines, with the length of time having little impact on the rate of dropout. Attrition was higher in observational real-world studies, with randomized clinical research seeing less than a third of patients drop out before the trials were completed. However, findings were limited by high heterogeneity and the lack of reporting in many trials on attrition rates. Future research should focus on how often patients drop out and examine reasons why, so that this important issue can be addressed in app-based interventions for chronic disease.
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Abstract

Background: Periconception lifestyle behaviors affect maternal, paternal, offspring, and transgenerational health outcomes. Previous research in other target populations has shown that personalized lifestyle interventions, in which face-to-face counseling and eHealth (“blended care”) are combined, may effectively target these lifestyle behaviors.

Objective: We aimed to assess the effectiveness of a periconceptional lifestyle intervention on the improvement of specific lifestyle components.

Methods: A blended periconception lifestyle care approach was developed, combining the outpatient lifestyle counseling service “Healthy Pregnancy” with the eHealth platform “Smarter Pregnancy” (www.smarterpregnancy.co.uk) in which lifestyle was coached for 24 weeks. All couples contemplating pregnancy or already pregnant (≤12 weeks of gestation) who visited the outpatient clinics of the Department of Obstetrics and Gynecology at the Erasmus University Medical Center (Erasmus MC), Rotterdam, the Netherlands, between June and December 2018, were invited to participate. We measured changes in lifestyle behaviors at weeks 12 and 24 compared with baseline. Generalized estimating equations were used to analyze the changes in lifestyle behaviors over time. Subgroup analyses were performed for women with obesity (BMI ≥30 kg/m²), women pregnant at the start of the intervention, and those participating as a couple.

Results: A total of 539 women were screened for eligibility, and 450 women and 61 men received the blended periconception intervention. Among the participating women, 58.4% (263/450) were included in the preconception period. Moreover, 78.9% (403/511) of the included participants completed the online lifestyle coaching. At baseline, at least one poor lifestyle behavior was present in most women (379/450, 84.2%) and men (58/61, 95.1%). In the total group, median fruit intake increased from 1.8 to 2.2 pieces/day ($P$ < .001) and median vegetable intake increased from 151 to 165 grams/day ($P$ < .001) after 24 weeks of online coaching. The probability of taking folic acid supplementation among women increased from 0.97 to 1 ($P$ < .001), and the probability of consuming alcohol and using tobacco in the total group decreased from 0.25 to 0.19 ($P$ = .002) and from 0.20 to 0.15 ($P$ = .63), respectively. Overall, the program showed the strongest effectiveness for participating couples. Particularly for vegetable and fruit intake, their consumption increased from 158 grams/day and 1.8 pieces/day at baseline to 190 grams/day and 2.7 pieces/day at the end of the intervention, respectively.

Conclusions: We succeeded in including most participating women in the preconception period. A high compliance rate was achieved and users demonstrated improvements in several lifestyle components. The blended periconception lifestyle care approach seems to be an effective method to improve lifestyle behaviors. The next step is to further disseminate this approach and to
perform a randomized trial to compare the use of blended care with the provision of only eHealth. Additionally, the clinical relevance of these results will need to be substantiated further.

(J Med Internet Res 2020;22(9):e19378) doi:10.2196/19378
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Introduction
A healthy lifestyle helps to optimize the well-being and health outcomes of individuals across their life course. Previous research has shown that adhering to a healthy lifestyle is associated with an increase in the quality of life and life expectancy [1-5]. The exact definition of a “healthy lifestyle” varies over time and between authors. Predominantly, a “healthy lifestyle” is referred to as a combination of lifestyle components associated with lower mortality and better health outcomes. Most definitions include components such as nutrition, physical activity, no smoking, and minimal alcohol consumption [6-10]. According to the World Health Organization, healthy nutrition can be further specified as the consumption of at least 400 grams of fruits and vegetables per day, less than 5 mg of salt per day, and limited consumption of (free) sugars (maximum of 25 gram per day), saturated fats (less than 10% of total energy intake), and trans-fats (less than 1% of total energy intake) [11].

The impact of parental lifestyle around the time of conception on maternal, paternal, fetal, and neonatal health is a focus of increasing interest. The periconception period commences 14 weeks before conception and ends 10 weeks after conception. During this period, adherence to a healthy lifestyle is critical for optimizing gamete function, early placentation, and embryonic development [12]. These processes influence both offspring health and future health across generations [13]. Therefore, the periconception period is considered the “window of opportunity” in which the foundation for optimum growth, development, and health across the life course is established.

A lifestyle intervention can be defined as a behavioral intervention method to improve an individual’s lifestyle by addressing the optimization of one or more lifestyle components. A lifestyle intervention during the periconception period has the potential to effectively target unhealthy lifestyle components and thereby improve reproductive outcome and the future health of both parents and their offspring [12]. However, several interventions have aimed to influence maternal lifestyle, but the time window to do so has been mostly too short to make an impact, with interventions starting when pregnancy is well underway [14]. Moreover, most interventions were not personalized to the individual couple, making it difficult to address their individual needs and wants. A lifestyle intervention that starts early, preferably in the preconception period, takes couples into account (not only women), and integrates the foundations of personalized medicine is therefore warranted to address the lifestyle of women and men throughout the pregnancy and perinatal periods [14-16].

The Erasmus University Medical Center (Erasmus MC) developed and tested the outpatient lifestyle counseling clinic “Achieving a Healthy Pregnancy,” and this intervention was demonstrated to decrease the prevalence of unhealthy lifestyle components in a sample of 419 mostly subfertile couples [17]. Additionally, the Erasmus MC developed and evaluated the eHealth coaching program “Smarter Pregnancy” in a large survey including both a general population cohort and a subfertile (in vitro fertilization/intracytoplasmic sperm injection) cohort [18-20].

Interventions that combine face-to-face counseling with eHealth (referred to as “blended care”) are increasingly applied in the context of mental health care [21]. Moreover, promising results have been shown for using blended care in lifestyle medicine [22]. With blended care, intervention effectiveness may be enhanced, as this treatment modality improves user motivation, engagement, and self-management, and decreases intervention resistance (and dropouts) and the number of hospital consultations. As such, blended care has the potential to reduce total treatment cost [23,24]. However, its benefits have mainly been proven in mental health care and have not been confirmed in the specific setting of periconception lifestyle care. We therefore developed and evaluated a blended personalized lifestyle care approach to periconception care, combining an outpatient lifestyle counseling service with the eHealth platform “Smarter Pregnancy” [25]. We aimed to assess the effectiveness of the lifestyle intervention on the improvement of the specific lifestyle components vegetable and fruit intake, folic acid supplement use, tobacco use, and alcohol consumption. Furthermore, intervention compliance rates were determined. Subgroup analyses were performed to evaluate the intervention effectiveness for specific subgroups, such as pregnant women, women whose partners also participated, women suffering from obesity, and men.

Methods

Study Design and Participants
All couples contemplating pregnancy or those already pregnant (≤12 weeks of gestation) who visited the outpatient clinics of the Department of Obstetrics and Gynecology at the Erasmus MC, Rotterdam, the Netherlands, were invited to participate. In our study, we invited couples to participate between June 2018 and December 2018. The exclusion criteria were pre-existing type 1 diabetes mellitus, insufficient knowledge of the Dutch language, and inability to provide informed consent. A woman could be included as a single participant if her partner did not participate.

This study was approved by the medical ethics and institutional review board of the Erasmus MC, Rotterdam, the Netherlands (MEC-2018-1232). Written informed consent was obtained from all female and male participants at enrollment.

http://www.jmir.org/2020/9/e19378/
**Intervention**

The blended care approach comprised the following two integrated parts: the outpatient clinic Healthy Pregnancy and the online eHealth coaching program Smarter Pregnancy. The study process is presented in Figure 1. The outpatient clinic Healthy Pregnancy was based on the previously proven to be effective outpatient clinic Achieving a Healthy Pregnancy [17]. The online eHealth program included 6 months of personalized coaching on the most prevalent inadequate nutrition and lifestyle behaviors (vegetable, fruit, and folic acid intake, tobacco use, and alcohol consumption). Use of the online coaching platform improved lifestyle components of the participants after 6 months by 26.3% (95% CI 23.0-29.9) for vegetable intake, 38.4% (95% CI 34.5-42.5) for fruit intake, 56.3% (95% CI 48.8-63.6) for folic acid supplement use, 35.1% (95% CI 29.1-41.6) for no tobacco use, and 41.9% (95% CI 35.2-48.9) for no alcohol consumption.

The counselor, a medical doctor trained in motivational interviewing, filled out the baseline screening of Smarter Pregnancy [25] together with the couple during a visit to the outpatient clinic Healthy Pregnancy. Following the results of the baseline screening of Smarter Pregnancy, the counselor provided the couple with tailored lifestyle advice and possible options to alter their lifestyle. The information obtained during the face-to-face session was used to personalize the 6 months of online coaching provided by the eHealth platform Smarter Pregnancy. Participating couples, both women and men, received up to three short motivating and supporting messages per week by email. These messages included vouchers, seasonal recipes, and personalized tips and recommendations to achieve a healthy diet and to increase physical activity. Every 6 weeks, additional questions addressing behavior, diet, and pregnancy status were sent to monitor lifestyle changes. All participants (both women and men) had access to their personal page on the online Smarter Pregnancy platform, which provided additional modules to encourage the performance of physical activity, increase compliance with hospital appointments, and optimize medication adherence. A summary of all individual results can also be extracted or shared with the health care professional for further evaluation and support of preconception and antenatal care.

**Figure 1.** Diagram of the study process.

| 1 | patient couple visits outpatient clinic Healthy Pregnancy |
| 2 | face-to-face counseling by medical doctor |
| 3 | together filling out baseline screening |
| 4 | activation of online coaching program Smarter Pregnancy |
| 5 | personalized online coaching for 24 weeks |

**Measurement Instruments and Data Collection**

The lifestyle indicators weight and height were measured during the face-to-face appointment. The BMI was calculated by dividing weight in kilograms by the square of height in meters. Using a lifestyle questionnaire integrated in the online coaching program Smarter Pregnancy, baseline screening and follow-up screening at weeks 6, 12, 18, and 24 of the program were performed. The follow-up screening was used to monitor the change in lifestyle components and the pregnancy state. At weeks 12 and 24 of the program, participants were invited to fill out a short questionnaire about all lifestyle components and the pregnancy state. At weeks 6 and 18, they received a short questionnaire that only included questions about lifestyle components that were found to be inadequate at baseline. The lifestyle questionnaire included questions regarding vegetable and fruit intake, folic acid supplement use, tobacco use, and alcohol consumption.

**Outcomes**

The blended care approach focused on the following five lifestyle components: vegetable and fruit intake, folic acid supplement use, tobacco use, and alcohol consumption. Adequate lifestyle behaviors, considered as a healthy lifestyle, were formulated as intake of at least 200 grams of vegetables per day, intake of at least two pieces of fruit per day, low dose (400 µg) folic acid supplement use (only for female participants), no tobacco use, and no alcohol consumption.

**Statistical Analysis**

Participants who completed the blended lifestyle care approach and those who resigned prematurely were included in the analysis. Compliance was defined as the percentage of participants who completed the 6-month blended care approach. Baseline characteristics of the study participants were computed as medians or percentages and were calculated separately for women who were pregnant at the start of the approach, women who were trying to conceive, and male participants. Vegetable
intake and fruit intake were analyzed as continuous variables. The results of dichotomous variables, folic acid supplement use, tobacco use, and alcohol consumption were shown as probabilities.

Generalized estimating equations were used to analyze the changes in lifestyle behaviors. Subgroup analyses were performed for obese women (BMI $\geq 30$ kg/m$^2$), pregnant women at the start of the program, and couples. We hypothesized that women with obesity may have more unhealthy lifestyle behaviors, pregnant women may have healthier lifestyle behaviors, and women who participated with their partners may be more responsive to the blended care approach. A $P$ value $<.05$ was considered statistically significant. All analyses were performed using SPSS package 21.0 (IBM SPSS Statistics) and R (R for Windows, version 3.5: R Core Team).

Results

Study Population

A total of 511 patients (450 women and 61 men) received the blended lifestyle care approach. Additionally, 58.4% (263/450) of female participants were included during the preconception period. The median BMI among female participants was 24.8 kg/m$^2$. Among female participants, 27.6% (124/450) were overweight (BMI 25-30 kg/m$^2$) and 20.9% (94/450) were obese (BMI $\geq 30$ kg/m$^2$). The median BMI among male participants was 25.5 kg/m$^2$. Among male participants, 38.2% (21/55) were overweight and 16.4% (9/55) were obese. The intervention compliance rate was 78.9% (403/511) among all participants. The highest compliance, defined as the percentage of participants who completed the online coaching program Smarter Pregnancy, was achieved in the group of women who were not pregnant at the start of the approach (215/263, 81.7%).

Baseline Lifestyle Behaviors

The median vegetable intake was 157 grams per day for women and 146 grams per day for men (Table 1). Adequate vegetable intake was achieved in 31.6% (137/434) of participating women and 25.0% (14/56) of participating men. The median fruit intake was 1.9 pieces per day for women and 1.4 pieces per day for men. Adequate fruit intake was observed in 49.1% (212/432) and 27.3% (15/55) of women and men, respectively. Folic acid intake was adequate at baseline in 76.7% (345/450) of participating women, and was adequate in 96.8% (181/187) and 62.4% (164/263) of women pregnant at the start of the program and nonpregnant women, respectively. Regular tobacco use was reported by 8.8% (38/431) of all women and 4.6% (8/175) of women who were pregnant at the start of the approach. On the other hand, 20.0% (11/55) of men reported tobacco use, and their partners were predominantly in the preconception period (10/11, 90.9%). Alcohol consumption was reported by 20.5% (88/430) of participating women, 1.1% (2/175) of women who were pregnant at the start of the approach, and 65.5% (36/55) of men. All baseline lifestyle behaviors were worse in nonpregnant women and men compared with women who were pregnant at the start of the approach. Subgroup analyses of lifestyle behaviors between normal weight (n=356) and obese women (n=94) showed no relevant differences at baseline (Table 2).
### Table 1. Baseline characteristics of the study participants stratified by sex and pregnancy status.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Women (N=450)</th>
<th>Pregnant women (n=187)</th>
<th>Nonpregnant women (n=263)</th>
<th>Men (N=61)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall value (years), median (IQR)</td>
<td>32.3 (28.5-36.2)</td>
<td>31.8 (28.0-35.2)</td>
<td>32.5 (29.0-36.6)</td>
<td>33.6 (30.9-39.5)</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall value (kg/m$^2$), median (IQR)</td>
<td>24.8 (22.1-29.1)</td>
<td>24.5 (21.9-29.0)</td>
<td>25.2 (22.3-29.4)</td>
<td>25.5 (22.6-29.0)</td>
</tr>
<tr>
<td>Overweight (BMI 25-30 kg/m$^2$), median (IQR)</td>
<td>27.5 (25.8-28.7)</td>
<td>27.3 (25.7-28.8)</td>
<td>27.5 (26.0-28.7)</td>
<td>27.7 (25.9-29.0)</td>
</tr>
<tr>
<td>Overweight, n (%)</td>
<td>124 (27.6%)</td>
<td>46 (24.6%)</td>
<td>78 (29.7%)</td>
<td>21 (38.2%)</td>
</tr>
<tr>
<td>Obese (BMI 30-60 kg/m$^2$), median (IQR)</td>
<td>32.9 (31.5-35.6)</td>
<td>32.0 (31.6-35.9)</td>
<td>33.8 (31.6-35.9)</td>
<td>34.5 (31.2-38.7)</td>
</tr>
<tr>
<td>Obese, n (%)</td>
<td>94 (20.9%)</td>
<td>37 (19.8%)</td>
<td>57 (21.7%)</td>
<td>9 (16.4%)</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td><strong>Adequate folic acid intake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n (%)</td>
<td>345 (76.7%)</td>
<td>181 (96.8%)</td>
<td>164 (62.4%)</td>
<td>N/A$^a$</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Vegetable intake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall value (grams/day), median (IQR)</td>
<td>157 (100-214)</td>
<td>157 (100-207)</td>
<td>150 (100-214)</td>
<td>146 (93-209)</td>
</tr>
<tr>
<td>Adequate (≥200 grams/day), n (%)</td>
<td>137 (31.6%)</td>
<td>51 (29.0%)</td>
<td>86 (33.3%)</td>
<td>14 (25.0%)</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>16</td>
<td>11</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td><strong>Fruit intake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall value (pieces/day), median (IQR)</td>
<td>1.90 (0.94-3.11)</td>
<td>2.3 (1.3-3.7)</td>
<td>1.7 (0.8-2.5)</td>
<td>1.4 (0.8-2.1)</td>
</tr>
<tr>
<td>Adequate (≥2 pieces/day), n (%)</td>
<td>212 (49.1%)</td>
<td>106 (60.6%)</td>
<td>106 (41.2%)</td>
<td>15 (27.3%)</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>18</td>
<td>12</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking (yes), n (%)</td>
<td>38 (8.8%)</td>
<td>8 (4.6%)</td>
<td>30 (11.7%)</td>
<td>11 (20.0%)</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>19</td>
<td>12</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td><strong>Alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use (yes), n (%)</td>
<td>88 (20.5%)</td>
<td>2 (1.1%)</td>
<td>85 (33.3%)</td>
<td>36 (65.5%)</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>20</td>
<td>12</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Completed the program (yes), n (%)</td>
<td>358 (79.6%)</td>
<td>143 (76.5%)</td>
<td>215 (81.7%)</td>
<td>45 (73.8%)</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.
Table 2. Differences in lifestyle behaviors at baseline between normal weight and overweight women and obese women.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Women (N=450)</th>
<th>Normal weight and overweight (n=356)</th>
<th>Obese (n=94)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall value (years), median (IQR)</td>
<td>32.5 (28.6-36.5)</td>
<td>31.6 (28.4-34.5)</td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pregnancy status</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Pregnant (yes), n (%)</td>
<td>150 (42.1%)</td>
<td>37 (39.4%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall value (kg/m²), median (IQR)</td>
<td>23.8 (21.5-26.0)</td>
<td>32.8 (31.5-35.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Adequate folic acid intake</strong></td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Value (no), n (%)</td>
<td>84 (23.9%)</td>
<td>36 (38.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vegetable intake</strong></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Overall value (grams/day), median (IQR)</td>
<td>157 (100-214)</td>
<td>128 (93-214)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>13</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fruit intake</strong></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Overall value (pieces/day), median (IQR)</td>
<td>2.08 (0.95-3.24)</td>
<td>1.6 (0.7-2.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>15</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Smoking (yes), n (%)</td>
<td>27 (7.6%)</td>
<td>12 (13.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>16</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Alcohol use (yes), n (%)</td>
<td>72 (20.2%)</td>
<td>15 (16.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data, n</td>
<td>16</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Effectiveness**

Figure 2 depicts the improvement in lifestyle behaviors for the total group and the several subgroups during the 24 weeks of online coaching.

An increase in vegetable intake was observed after 24 weeks compared with baseline intake. This improvement was found for all subgroups; however, the strongest effect was found in women whose partners also participated in the blended periconception lifestyle care approach. These women showed a mean vegetable intake of 158 grams per day at baseline, and 185 grams per day after 12 weeks (P<.001) and 190 grams per day after 24 weeks of online coaching (P<.001). Women with obesity increased their vegetable intake from 144 grams per day at baseline to 145 grams per day after 12 weeks (P=.87) and 147 grams per day at the end of the online coaching program (P=.72).

Fruit intake increased in all subgroups and this improvement was the greatest in the group of male participants. This group showed almost doubling in fruit intake at the end of the online coaching program compared with baseline (1.4 pieces per day at baseline, 2.1 pieces per day at 12 weeks [P<.001], and 2.3 pieces per day at 24 weeks [P<.001]). Subgroup analysis in the group of women with obesity showed an increase in fruit intake from 1.6 pieces per day at baseline to 1.7 pieces per day at 12 weeks (P=.35) and 1.8 pieces per day at 24 weeks of online coaching (P=.05).

The probability of using tobacco decreased from 0.08 at baseline to 0.06 at 12 weeks (P=.004) and 0.04 at 24 weeks (P=.012) in the group of female participants. Tobacco use among male participants decreased from a probability of 0.18 at baseline to 0.17 at 24 weeks; however, this effect was not significant (P=.84). Additionally, the number of tobacco users was too low to perform further analyses in subgroups.

The probability of consuming alcohol decreased in all subgroups at the end of the coaching program compared with baseline. A significant effect was shown in the total study population and in the subgroup of women, with a decrease in probability from 0.25 to 0.19 (P<.001) and from 0.20 to 0.14 (P<.001), respectively. Alcohol consumption among male participants...
decreased from a probability of 0.95 to 0.82; however, this effect was not significant ($P=.08$).

The probability of having adequate folic acid supplementation increased from 0.97 at baseline to 1 after 12 weeks ($P<.001$). This effect was sustained after 24 weeks of online coaching ($P<.001$).

Figure 2. Improvement in lifestyle behaviors during online coaching in the total group and multiple subgroups.
**Discussion**

**Main Findings**

This study confirms previous research reporting a high prevalence of inadequate lifestyle behaviors among women and men in the preconception period as well as during pregnancy [18]. Moreover, findings of this study suggest that a blended lifestyle care approach is an effective method to enhance a healthy lifestyle for couples who are either trying to conceive or who are pregnant. All targeted lifestyle components improved after the 24-week intervention. In particular, vegetable and fruit intake increased evidently among all study participants.

**Obesity**

The results from women with obesity were less convincing. Vegetable and fruit intake in this group increased only marginally. However, this finding is in contrast to previous results in the study by van Dijk et al that showed positive effects of the Smarter Pregnancy program on lifestyle behaviors in the group of overweight and obese women [18]. In this study, subgroup analyses of lifestyle behaviors at baseline between women with obesity and the rest of the study population (including overweight women) showed no differences. Traditionally, obesity was thought to be a consequence of an individual’s poor lifestyle choices resulting in excess energy balance. Recently, the complexity of factors contributing to excess energy balance and weight gain have become more clear, and the following seven factors highly connected to the development of obesity have been identified: individual physiology, social psychology, individual psychology, individual physical activity, physical activity environment, food consumption, and food production [26]. Therefore, an intervention targeting unhealthy lifestyle components among women with obesity should not only focus on food consumption, but also address multiple factors in an integrated manner, including individualized psychological support.

**The Black Box of eHealth**

The online coaching program Smarter Pregnancy has been proven to be effective for improving lifestyle behaviors [18,20,27]. However, the mechanism by which this intervention affects lifestyle behaviors and the elements that contribute the most are unclear and represent a “black box.” Opening this black box is even more relevant for the current blended care approach. Determining the core intervention principles, optimal frequency, and proportion between face-to-face counseling and eHealth could create an even more effective and efficient intervention.

**Strengths and Limitations**

This is the first study to develop and evaluate a blended personalized lifestyle care approach for the periconception period, designed for both women and their partners. We included a high number of participants (n=511) and achieved a high intervention compliance rate of 78.9%. All lifestyle components improved after the 24-week intervention. However, the clinical relevance of increasing vegetable intake with 20 grams per day and fruit intake with 1 piece per day should be explored further, since no research has been performed to substantiate this effect. Extending follow-up and including data on sustainment of improved parental behavior and on maternal and neonatal pregnancy outcomes could provide insights on the clinical relevance of our findings.

The relatively low number of male participants may reflect their low level of engagement in a healthy lifestyle program. It might even demonstrate the low male involvement in pregnancy itself. However, it could also reflect the low extent to which women actively involve their partners in pregnancy. Future interventions should focus on raising awareness among expecting fathers of their role in reproductive health and pregnancy [28]. Considering that women who participated with their partners showed the strongest improvements in all lifestyle components, increasing the number of men participating in the approach might improve intervention effects. The current blended care approach could be extended with one face-to-face counseling focused on the partner. Another option that would be easy to realize and implement is the development of an informative animation video aimed at men that underlines the shared responsibility and opportunities to promote reproductive health. The reasons for the high effective rates among couples could include mutual support, eating warm meals together, and inspiring one another.

**Comparison With Prior Work and Implications for Future Research**

A randomized controlled trial (RCT) is often considered to provide the most reliable evidence on the effectiveness of interventions. From this point of view, the absence of a control group (receiving only eHealth) is a possible limitation of this study. However, comparisons with previous research substantiate our findings. The study by Hammiche et al provided couples with tailored face-to-face preconception dietary and lifestyle counseling [17] and reported a compliance rate of only 26%. The survey by van Dijk et al included an even larger number of participants in the preconception or pregnancy period who received only the eHealth intervention Smarter Pregnancy [18]. This intervention study reported a compliance rate of 64.9%. The difference in compliance may be explained by the combination of face-to-face counseling with eHealth, resulting in higher participant engagement. Comparisons of effectiveness between the blended care approach and the survey with only the eHealth intervention should be made with caution, since information on possible confounding factors is missing. Furthermore, in recent years, there has been increasing discussion about the limitation of traditional RCT methodologies for the evaluation of eHealth interventions [29]. Locking down these interventions results in inclusion of possible defects and eliminates the opportunities for quality improvement and adaptation to the changing technological environment, often leading to validation of tools that are outdated by the time trial results are published. Therefore, a design that evaluates the intervention principles (rather than a specific locked-down version of the intervention) is more appropriate. Using the “Trial of Intervention Principle” evaluation method, the design allows for ongoing quality improvement modifications to the behavioral intervention technology based on the core intervention principles, and it continuously improves functionality and maintains technological currency [30].

---
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Further research could be performed on how to continue the steep increase in vegetable and fruit intake after 12 weeks, since our study showed an almost flat curve after this intervention period. The plateau in vegetable and fruit intake might be explained by intervention elements applied in the Smarter Pregnancy program. This intervention particularly focused on increasing external motivation and providing education. It might be effective to add elements that support behavior change in the long term, such as person action plans, goal setting, and maintenance plans [31].

The next step is to further disseminate the approach. Additionally, follow-up of our study participants and their pregnancy outcomes is needed to substantiate the clinical relevance of the results of this study.
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Abstract

Background: The increasing health service demand driven by the aging of the global population calls for the development of modes of health service delivery that are less human resource-intensive. Electronic health (eHealth) and medical apps are expected to play an important role in this development. Although evidence shows mobile medical apps might be effective in improving the care, self-management, self-efficacy, health-related behavior, and medication adherence of older adults, little is known about older adults’ intention to use these technologies when needed, or the factors influencing this intention.

Objective: The objective of this study was to investigate the relationship of technology acceptance factors and intention to use mobile medical apps among community-dwelling older adults.

Methods: Data was collected using questionnaires. The factors selected from the literature have been validated using Cronbach α and tested for significance using logistic regressions.

Results: Almost half (49.7%) of the included older adults reported no intention to use medical apps. Adjusted logistic regression analysis per factor showed that the factors Attitude toward use (odds ratio [OR] 8.50), Perceived usefulness (OR 5.25), Perceived ease of use (OR 4.22), Service availability (OR 3.46), Sense of control (OR 3.40), Self-perceived effectiveness (OR 2.69), Facilities (OR 2.45), Personal innovativeness (OR 2.08), Social relationships (OR 1.79), Subjective norm (OR 1.48), and Feelings of anxiety (OR 0.62) significantly influenced the intention to use mobile medical apps among older adults, whereas the factor Finance (OR 0.98) did not. When considered together, a controlled multivariate logistic regression yielded high explained variances of 0.542 (Cox-Snell R²) and 0.728 (Nagelkerke R²).

Conclusions: The high odds ratios and explained variance indicate that the factors associated with the intention to use medical apps are largely understood and the most important factors have been identified. To advance the evidence base, experimental controlled research should investigate the causality between the factors, intention to use, and actual use. For this purpose, our evidence suggests that policies designed to improve Attitude toward use appear most effective, followed by policies addressing Perceived usefulness, Perceived ease of use, Service availability, and Sense of control.

(J Med Internet Res 2020;22(9):e18080) doi:10.2196/18080
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Introduction

The number of adults over 65 years of age worldwide is expected to triple from 562 million in 2012 to 1.6 billion in 2050 and comprise 16.7% of the growing global population, up from the current 8.0% [1]. This aging of society is caused by increased longevity, decreased fertility, and the aging of the “baby boom” generation [1-3]. Older adults tend to make more
use of health services compared to other age categories [4]. In the Netherlands, for instance, older adults form about 20% of the total population while accounting for approximately 80% of total health care expenditure [4]. The abovementioned three-fold global increase in the number of older adults may therefore indeed be expected to significantly increase global health services utilization and expenditure, exposing governments and societies to a wide range of social and economic challenges [5].

An important consequence of this aging-driven increase in health service needs is the additional demand for human resources it will create. For instance, the Dutch health care sector is expected to face a shortage of between 100,000 and 125,000 health care professionals by 2022 [6]. The largest shortages will involve nurses, geriatric specialists, and psychiatrists. Instead of resolving the increased health service needs by expanding the factor of production labor (ie, increasing human resources), policy makers are considering increasing human resource productivity, as facilitated by the factor of production technology [7]. Technology may, for instance, enable older adults to live in their own homes more independently and for a longer period of time [4].

Electronic health (eHealth), defined by the World Health Organization as the use of information and communication technologies for health, is widely considered to be a promising technological advancement to address the challenges presented above [8]. Its potential for health service delivery innovation and for service expansion without increasing human resource capacity is viewed as essential to addressing the increasing needs of the aging population with limited extra burden on the health care system [9].

Mobile medical apps provide an easily and widely accessible form of eHealth. Medical apps are defined as apps that run on electronic consumer devices such as smartphones and tablets [10-12]. These apps can, for example, be used to gather information about one’s health, disease, or condition; help monitor health; or support users in activities concerning their health [13-15]. Medical apps have been shown to improve the care, self-management, and self-efficacy of older adults, as well as promote better behavior and medication adherence [16-19].

While medical apps have been shown to be effective tools in supporting or substituting conventional health service delivery, evidence reveals that older adults tend to be more resistant to accepting new information technology apps [20,21] and to be apprehensive toward novel technologies [22]. In view of the aging-related challenges outlined above, and the contribution medical apps may have in resolving them, it is imperative to better understand medical app adoption by older adults. The widely accepted and validated Theory of Reasoned Action (TRA) and Theory of Planned Behavior (TPB), as well as more specific theoretic models introduced below, posit that medical app adoption is primarily determined by the intention to use such apps [23]. Our research aim is to advance the evidence base on factors influencing the intention to use medical apps among older adults.

The Technology Acceptance Model (TAM) derived from the TRA and TPB posits that Perceived ease of use, Perceived usefulness, and Social influence are the main factors of technology adoption, via the Intention to use factor [24,25]. Subsequent research has revealed a variety of additional factors influencing the intended and actual use of technology, such as Subjective norm, Voluntariness, Image (TAM2), Self-efficacy, Social norms, Trust, and Compatibility [16,25-29].

More recently, several studies have been conducted to advance understanding of the intention to use and actual use of medical technology [28,30-32] in general and by older adults in particular [23,33-35]. These studies, among which are studies specifically addressing intention to use medical apps, had quite small sample sizes [31,35] and/or took a qualitative approach [23,30,36]. Hence, while these studies have advanced toward a more specific Senior Technology Acceptance Model (STAM) [32], evidence on the factors determining intention to use medical apps by older adults is quite limited. Therefore, we set out to assess the validity and significance of factors determining intention to use medical apps in a quantitative study involving a large sample of older adults.

Methods

Study Design and Data Collection

A cross-sectional study was designed to study the relationship between the intention to use medical apps and proposed factors derived from literature. For this purpose, we developed a questionnaire and administered it both digitally as well as on paper to facilitate the inclusion of older adults with limited computer experience. Assistance and explanations were given to participants who needed help filling out the questionnaire, via telephone, email, or personal assistance when requested. The data was collected by 4 data assistants from November 2018 to June 2019 in cooperation with different types of organizations, such as living facilities and leisure activity clubs for older adults, general practitioners, and a hospital. To further strengthen data triangulation, we used online questionnaires, which were distributed across the Netherlands in cooperation with health service provider organizations and wellness organizations via different online channels and mailing lists. The reporting of the online questionnaire follows the CHERRIES checklist (Checklist for Reporting Results of Internet E-Surveys), which can be found in Multimedia Appendix 1 [37].

The inclusion criteria for participants were as follows: the participant is 65 years of age or older; the participant does not have cognitive impairments (as assessed by caregivers or those who distributed the questionnaires on paper); and the participant lives alone or with other people in a regular or senior living facility, the rationale being that older adults living in care facilities are already receiving care and therefore have little to no need for medical apps that promote time- and location-independent care.

At the start of the questionnaire, the following information was given in writing: the purpose of the project; information and instructions regarding the questionnaire; the expected duration of the survey, and the names of the main researchers. In addition, information about data management and privacy of the
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participants was provided to them. Before the participants filled out the questionnaire, an informed consent form was signed to give permission to use the data for research purposes. To alleviate potential concerns regarding privacy for the paper-based version, an envelope was provided to participants to ensure no one other than the data assistants would see the completed questionnaire. Data assistants entered the completed questionnaires into a SPSS database (IBM Corp) and pseudonymized the data to ensure anonymity.

**Senior Technology Acceptance Model**

To analyze the association between acceptance factors and intention to use medical apps, an adapted and expanded version of the TAM for older adults is used. The TAM suggests that the Perceived usefulness and Perceived ease of use are key factors in explaining the intention to use, and subsequent use of a technological system [24,32]. We also included a number of factors from the STAM [32] and TAM2 [25], from which STAM is derived. In addition, we included specific acceptance factors for the use of medical apps among older adults from the literature, as indicated in Table 1, for a total of 12 factors. In addition, Table 1 shows the description of each factor and an example of a statement included in the questionnaire. For each factor, we included 1 to 4 statements to measure different aspects and strengths of the factor. These statements were answered using a 5-point Likert-scale (1=completely disagree, 2=disagree, 3=neutral, 4=agree, 5=completely agree). We computed a factor score by calculating the average score of all statements per factor.

The internal consistency of the items within the factors was investigated using Cronbach $\alpha$ [38,39]. The Cronbach $\alpha$ is expressed as a number between 0 and 1. The higher this number is, the lower the error variance is within the measuring instrument. The Cronbach $\alpha$ was acceptable if above 0.7 [40]. Items that, when removed, increased the Cronbach $\alpha$ of the acceptance factor by 0.1 or more were excluded from the acceptance factor and further analysis.

<table>
<thead>
<tr>
<th>Factor (number of statements)</th>
<th>Operational definition</th>
<th>Example of a statement</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness (3)</td>
<td>The extent to which a person believes that using the medical app will improve his or her quality of life</td>
<td>Using medical apps for remote health care would make my life easier.</td>
<td>[24,29,32,34]</td>
</tr>
<tr>
<td>Perceived ease of use (4)</td>
<td>The extent to which a person believes that using medical apps will be free of effort</td>
<td>It is easy to use medical apps for remote health care.</td>
<td>[24,25,29,32,34]</td>
</tr>
<tr>
<td>Attitude toward use (4)</td>
<td>An individual’s positive or negative feelings or appraisal about using medical apps</td>
<td>Using medical apps for remote care would be a good idea.</td>
<td>[24,29,32,34,41-43]</td>
</tr>
<tr>
<td>Subjective norm (3)</td>
<td>The person’s perception that most people who are important to them think they should or should not use medical apps</td>
<td>People who are important to me think that I should use medical apps.</td>
<td>[24,25,29,41-43]</td>
</tr>
<tr>
<td>Sense of control (2)</td>
<td>The perceptions of internal and external constraints on using medical apps</td>
<td>Using medical apps for remote health care is entirely within my control.</td>
<td>[29,42-44]</td>
</tr>
<tr>
<td>Feelings of anxiety (2)</td>
<td>An individual’s apprehension when he or she is faced with the possibility of using technology</td>
<td>I feel anxious to start using medical apps for remote health care.</td>
<td>[29,32]</td>
</tr>
<tr>
<td>Personal innovativeness (4)</td>
<td>Personal tendency to innovate, or introduce something new or different</td>
<td>In general, I do not hesitate to try out new information technology.</td>
<td>[20]</td>
</tr>
<tr>
<td>Social relationships (3)</td>
<td>An individual’s satisfaction with personal relationships and support from friends and family</td>
<td>I am satisfied with my personal relationships.</td>
<td>[32,45,46]</td>
</tr>
<tr>
<td>Self-perceived effectiveness (2)</td>
<td>Judgment of one’s ability to use medical apps to accomplish a particular job or task</td>
<td>I could perform a task on a medical app if I have just the instruction manual for assistance.</td>
<td>[29,32]</td>
</tr>
<tr>
<td>Service availability (3)</td>
<td>The obtainability and accessibility of medical apps</td>
<td>Medical apps for remote health care are always available whenever I need them.</td>
<td>[47]</td>
</tr>
<tr>
<td>Facilities (2)</td>
<td>Objective factors in the environment that can make technology usage easy. Included indicators are basic knowledge and available help</td>
<td>I have the knowledge needed to use medical apps.</td>
<td>[28,29,32]</td>
</tr>
<tr>
<td>Finance (1)</td>
<td>Having the financial resources to make technology usage easy</td>
<td>My financial situation stops me from using medical apps.</td>
<td>[28,29,32]</td>
</tr>
</tbody>
</table>
Statistical Analyses

Descriptive statistics were used to analyze the composition of the research sample. For continuous variables, the mean and standard deviation were calculated; for categorical variables, percentages were used. The Assessment of Activities of Daily Living, Self-Care, and Independence (ADL) [48-50] and the Identification of Seniors at Risk – Primary Care (ISAR-PC) questionnaires [51,52] were used and scores were calculated as follows. ADL consists of 16 items and for every item, the participant answered whether they needed help doing the mentioned activities (such as showering, dressing, or walking). The ADL score was computed by counting the number of activities for which no help was needed [50]. The ISAR-PC was used to measure the increased risk of functional decline and consisted of three elements. The first two elements, household help required and repeated aptness to forget, are yes/no questions where answering with yes increased the ISAR-PC score by 2.5 and 2, respectively. The last element is an ordinal scale of 3 age groups: 65 to 74 years, 75 to 84 years, and 85 years or older. For individuals in the first group, the ISAR-PC score was increased by 0; it was increased by 1.5 for the second group and by 3 for the last group. An ISAR-PC score greater or equal to 2 shows an increased risk of functional decline [51].

An individual’s living situation was a categorical variable, consisting of 4 options: living independently alone, living independently with others, living in a senior living facility alone, or living in a senior living facility with others. Previous internet experience was a binary question. Perceived quality of life involved respondents rating their quality of life between 0 and 100. General health consisted of 5 categories: excellent, very good, good, fair, and poor. Health care utilization was the sum of the number of times a participant had visited the GP, the emergency department, and the hospital in the last 6 months.

Univariate and Multivariate Logistic Regression

The calculated acceptance factor score served as input for the univariate and multivariate logistic regression analysis to examine the relationship between each of the acceptance factors as independent variables and intention to use medical apps as a dependent variable. Age, sex, and education served as control variables and were always included in the multivariate logistic regression model. Other candidate controls were marital status, living situation, ISAR-PC score, ADL score, previous internet experience, perceived quality of life, general health, and health care utilization. The controls that were measured on a continuous scale were tested on multicollinearity and one of two items that had an absolute correlation larger than 0.8 was removed, using expert opinion. The controls were iteratively added to the multivariate logistic regression model. Those that changed the odds ratio (OR) of any independent variable (the acceptance factor) by at least 10% when added to the multivariate logistic regression model were retained and incorporated in the final model [39,53]. Finally, we reported the measures of explained variance (the Cox-Snell $R^2$ and the Nagelkerke $R^2$) for the multivariate logistic regression models.

Validity and Reliability

To increase the internal validity, we included common, standardized, and validated instruments such as ADL and ISAR-PC [25,29,32,48,49,52]. Moreover, the questionnaire has been validated with the assistance of 4 older adults and several experts, including a geriatric nurse and 2 eHealth experts. The questionnaire is available on request. The database was checked for completeness and input errors, where a sample of paper questionnaires was compared to the database counterpart to check if they were identical.

To increase the external validity, we collected data for 40% of the respondents on paper, thus ensuring all eligible older adults were included. Moreover, data collection took place in several different geographical locations within The Netherlands. Lastly, Cronbach $\alpha$ was calculated for each factor to test the reliability. The study was approved by the medical ethical committee of Erasmus Medical Center (number MEC-2018-120).

Results

Population Characteristics

Our data set consisted of 364 older adults with an average age of 75 years (SD 7 years). Overall, 42.6% (n=155) of the 364 participants were male. Although 85.2% (n=310) of participants had experience using the internet, only 15.9% (n=58) had experience with medical apps. Despite the low proportion of participants that had ever used a medical app prior to filling out the questionnaire, more than 50.3% (n=183) stated an intent to use medical apps. Table 2 provides an overview of population characteristics. A Cronbach $\alpha$ score was calculated for each of the acceptance factors to validate the internal consistency of the items within that factor [38]. The Cronbach $\alpha$ scores of the acceptance factors are shown in Table 3. All factors have an acceptable value of above 0.7 and none of the statements, when deleted, increased the Cronbach $\alpha$ by 0.1 or more [40].
### Table 2. Baseline characteristics of the study cohort.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants (n=364)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>74.9 (7.1)</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>155 (42.6)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>9 (2.5)</td>
</tr>
<tr>
<td>Lower education</td>
<td>57 (15.7)</td>
</tr>
<tr>
<td>Intermediate education</td>
<td>160 (44.0)</td>
</tr>
<tr>
<td>Higher education</td>
<td>125 (34.3)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>190 (52.2)</td>
</tr>
<tr>
<td>Divorced</td>
<td>51 (14.0)</td>
</tr>
<tr>
<td>Widowed</td>
<td>89 (24.5)</td>
</tr>
<tr>
<td>Single</td>
<td>22 (6.0)</td>
</tr>
<tr>
<td>Living with partner</td>
<td>8 (2.2)</td>
</tr>
<tr>
<td><strong>Living arrangement, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Living independently, alone</td>
<td>129 (35.4)</td>
</tr>
<tr>
<td>Living independently, with others</td>
<td>161 (44.2)</td>
</tr>
<tr>
<td>Senior living facility, alone</td>
<td>34 (9.3)</td>
</tr>
<tr>
<td>Senior living facility, with others</td>
<td>35 (9.6)</td>
</tr>
<tr>
<td>Identification of Seniors at Risk – Primary Care questionnaire score, mean (SD)</td>
<td>1.4 (1.7)</td>
</tr>
<tr>
<td>Assessment of Activities of Daily Living, Self-Care, and Independence score, mean (SD)</td>
<td>14.6 (2.3)</td>
</tr>
<tr>
<td>Quality of life, mean (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.6 (7.0)</td>
</tr>
<tr>
<td>Prior experience with internet, n (%)</td>
<td>310 (85.2)</td>
</tr>
<tr>
<td>Prior experience with medical apps, n (%)</td>
<td>58 (15.9)</td>
</tr>
<tr>
<td>Intention to use, n (%)</td>
<td>183 (50.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>This measure is scored on a scale from 0 to 10.

### Table 3. Cronbach α of the technology acceptance factors.

<table>
<thead>
<tr>
<th>Factors&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness (n=3)</td>
<td>0.922</td>
</tr>
<tr>
<td>Perceived ease of use (n=4)</td>
<td>0.950</td>
</tr>
<tr>
<td>Attitude toward use (n=4)</td>
<td>0.955</td>
</tr>
<tr>
<td>Subjective norm (n=3)</td>
<td>0.974</td>
</tr>
<tr>
<td>Sense of control (n=2)</td>
<td>0.890</td>
</tr>
<tr>
<td>Intention to use (n=3)</td>
<td>0.969</td>
</tr>
<tr>
<td>Feelings of anxiety (n=2)</td>
<td>0.913</td>
</tr>
<tr>
<td>Personal innovativeness (n=4)</td>
<td>0.950</td>
</tr>
<tr>
<td>Social relationships (n=3)</td>
<td>0.716</td>
</tr>
<tr>
<td>Self-perceived effectiveness (n=2)</td>
<td>0.742</td>
</tr>
<tr>
<td>Service availability (n=3)</td>
<td>0.923</td>
</tr>
<tr>
<td>Facilities (n=2)</td>
<td>0.746</td>
</tr>
<tr>
<td>Finance (n=1)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>The n value refers to the number of statements within a construct.
Univariate and Multivariate Analysis

To analyze the relationship between each acceptance factor and intention to use medical apps, univariate and multivariate analyses were performed. The results of the univariate logistic regression analysis showed that all factors were significantly associated with Intention to use medical apps, except for Finance. As expected, these results showed all factors to be positively associated with Intention to use, except for the factor Feelings of anxiety.

The multivariate logistic regression analyses largely confirmed the results of the univariate analysis. None of the controls displayed multicollinearity and therefore none of the variables had to be excluded in the multivariate logistic regression. Controlling for age, sex, and education modestly reduces or increases the ORs. The other candidate controls mainly impact the original TAM key factor Attitude toward use. Table 4 presents these results.

The two right-most columns of Table 4 present two measures of explained variance (the Cox-Snell $R^2$ and the Nagelkerke $R^2$) for the models, which control for age, sex, education, and controls increasing the OR by more than 10%. When including all factors and none of the controls, the explained variances are 0.486 (Cox-Snell $R^2$) and 0.651 (Nagelkerke $R^2$). Adding the standard controls age, sex, and education did not have much of an impact on the explained variance. When adding all controls to the model, which includes all factors, the explained variances increase to 0.542 (Cox-Snell $R^2$) and 0.728 (Nagelkerke $R^2$), respectively.

### Table 4. Association between acceptance factors and intention to use medical apps.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Univariate OR(^a) (95% CI)</th>
<th>P value</th>
<th>Multivariate OR(^a) (95% CI)</th>
<th>P value</th>
<th>Multivariate OR(^a) (95% CI)</th>
<th>P value</th>
<th>Included controls</th>
<th>Cox-Snell $R^2$</th>
<th>Nagelkerke $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness</td>
<td>5.94 (3.88-9.08)</td>
<td>&lt;.001</td>
<td>5.25 (3.41-8.07)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>ISAR-PC(^d)</td>
<td>.340</td>
<td>.456</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>4.43 (3.01-6.52)</td>
<td>&lt;.001</td>
<td>4.22 (2.78-6.40)</td>
<td>&lt;.001</td>
<td>4.71 (3.02-7.36)</td>
<td>&lt;.001</td>
<td>ISAR-PC, ADL(^e), marital state, health care use</td>
<td>.298</td>
<td>.400</td>
</tr>
<tr>
<td>Attitude toward use</td>
<td>9.19 (5.52-15.30)</td>
<td>&lt;.001</td>
<td>8.50 (5.03-14.38)</td>
<td>&lt;.001</td>
<td>11.24 (6.08-20.79)</td>
<td>&lt;.001</td>
<td>ISAR-PC, ADL(^e), marital state, health care use</td>
<td>.440</td>
<td>.591</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>1.47 (1.17-1.84)</td>
<td>.001</td>
<td>1.48 (1.15-1.90)</td>
<td>.002</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.129</td>
<td>.173</td>
</tr>
<tr>
<td>Sense of control</td>
<td>3.59 (2.64-4.87)</td>
<td>&lt;.001</td>
<td>3.40 (2.45-4.72)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.293</td>
<td>.394</td>
</tr>
<tr>
<td>Feelings of anxiety</td>
<td>0.56 (0.44-0.70)</td>
<td>&lt;.001</td>
<td>0.62 (0.47-0.81)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.135</td>
<td>.181</td>
</tr>
<tr>
<td>Personal innovativeness</td>
<td>2.38 (1.85-3.06)</td>
<td>&lt;.001</td>
<td>2.08 (1.58-2.73)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.182</td>
<td>.243</td>
</tr>
<tr>
<td>Social relationships</td>
<td>1.76 (1.21-2.56)</td>
<td>.003</td>
<td>1.79 (1.18-2.71)</td>
<td>.006</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.131</td>
<td>.175</td>
</tr>
<tr>
<td>Self-perceived effectiveness</td>
<td>2.84 (2.10-3.82)</td>
<td>&lt;.001</td>
<td>2.69 (1.93-3.76)</td>
<td>&lt;.001</td>
<td>3.05 (2.14-4.36)</td>
<td>&lt;.001</td>
<td>Living situation</td>
<td>.240</td>
<td>.321</td>
</tr>
<tr>
<td>Service availability</td>
<td>3.71 (2.61-5.26)</td>
<td>&lt;.001</td>
<td>3.46 (2.37-5.06)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.245</td>
<td>.329</td>
</tr>
<tr>
<td>Facilities</td>
<td>2.70 (2.03-3.59)</td>
<td>&lt;.001</td>
<td>2.45 (1.78-3.35)</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.178</td>
<td>.239</td>
</tr>
<tr>
<td>Finance</td>
<td>0.93 (0.74-1.16)</td>
<td>.51</td>
<td>0.98 (0.76-1.28)</td>
<td>.90</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.097</td>
<td>.129</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)Adjusted for age, sex, and education.
\(^c\)Adjusted for age, sex, and education and all controls that increase the OR by at least 10%.
\(^d\)ISAR-PC: Identification of Seniors at Risk – Primary Care.
\(^e\)ADL: Assessment of Activities of Daily Living, Self-Care, and Independence.

### Discussion

**Principal Results**

In this study, we aimed to provide the first robust quantitative evidence on the intention to use medical apps among community-dwelling older adults and the factors identified in the literature that could assist in determining intention to use. We found that almost half of the respondents (49.7%, n=181) had no intention to use medical apps. This first descriptive finding is relevant due to the important contribution medical apps are anticipated to make in keeping health services affordable as the number of older people worldwide triples, resulting in an increase in health service demand. Hence, it is important to understand the factors determining the intention to use medical apps. Here, we first synthesize the evidence as identified in our study results.
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All but one of the proposed factors were very significantly related to Intention to use, with $P$ values <.01. More specifically, the multivariate logistic regression analyses showed that the following acceptance factors are significantly related to the intention to use medical apps in this population: Perceived usefulness, Perceived ease of use, Attitude toward use, Subjective norm, Sense of control, Feelings of anxiety, Personal innovativeness, Social relationships, Self-perceived effectiveness, Service availability, and Facilities. All these factors were positively associated with Intention to use, except for the factor Feelings of anxiety, which was negatively associated with Intention to use. Finance was the only identified factor not significantly related to Intention to use. As our results showed, having feelings of anxiety about using new technology may negatively affect the intention to use medical apps. This might be caused by factors such as a lack of self-efficacy, a desire for a greater sense of control, privacy issues, or a lack of trust. Future studies are needed to study the underlying causal factors.

The factor Attitude toward use stood out with an OR of 8.50 in the multivariate model (11.24 when controlled), indicating that a positive Attitude toward use roughly increases the Intention to use ten-fold. The other two original TAM factors, Perceived usefulness and Perceived ease of use, had the second- and third-highest ORs, albeit much lower than that for Attitude toward use. Sense of control is another classic factor [29,42-44] that has an OR above 3; the same is true for the lesser known factor Service availability [47]. The lack of significance of the factor Finance, originally included in STAM [32] and confirmed in subsequent studies [28,29], might be explained by the relatively low cost of medical apps compared to other technologies and the relatively generous mandatory health insurance coverage in The Netherlands.

The variables ISAR-PC, ADL, marital status, and recent health care use significantly impacted the Attitude toward use. Otherwise, the added controls had little (<10%) effect on ORs, with only two exceptions (Table 4). This indicates that, perhaps with the exception of Attitude toward use, measures to improve factor scores do not need to distinguish among subpopulations but can target the entire population of older adults. Standing out for its high OR, the factor Attitude toward use appears to be a prime candidate for interventions to increase intention to use among older adults by making attitudes more favorable.

**Comparison with Prior Work**

All the technology acceptance factors considered in this study are taken from the literature and have been positively associated with intention to use various forms of (medical) technology in other contexts, sometimes specifically for older adults [23,28,30-35]. Our research confirms the validity of these factors in explaining older Dutch adults’ intention to use medical apps.

Our findings are akin to the findings that Cajita et al [23] obtained for older adults with heart failure. They found Perceived usefulness, Perceived ease of use, Subjective norm, Social relationships, and Social influence to be significantly related to intention to use mobile technology [23]. These similarities arise despite the differences in patient populations, which include individuals from different countries, who have different morbidity and are of different sizes. Moreover, our findings strongly confirm the three original TAM factors as the main factors driving intention to use medical apps among older adults [24]. This robust finding is notable as these factors date back more than 30 years and technology has advanced considerably. Medical apps did not exist when TAM was developed. It is possible that the aging population has simply carried the factors associated with their generation into the future since 1989. In addition, our analyses confirm all but one of the factors of the recent STAM [32]. Altogether, these similarities suggest that our main findings have validity outside the Netherlands and beyond a near-term horizon.

**Limitations**

A first limitation of our study may be the length of the questionnaire used. Although steps were taken to minimize the impact of the length of the questionnaire, such as printing out the questionnaire so participants could take breaks or sitting with the participants while they filled out the questionnaire, some participants still showed signs of response fatigue [54]. To minimize the impact of response fatigue, participants could take breaks and save their answers online to continue later on. Second, we noticed that some of the participants, especially those aged >75 years, struggled to understand the use and utility of medical apps. To address this situation, the questionnaires and interviewers provided additional explanations about medical apps. Due to the cross-sectional design of this study, no claims of causality can be made [55] and the results might suffer from self-report bias [56]. Lastly, while the data was collected from a variety of contexts in The Netherlands, we cannot claim validity in other countries, where for instance the factor Finance may be of larger significance.

**Recommendations and Future Research**

The main contribution of this study is to provide the first large-scale quantitative evidence of the relationships between the proposed acceptance factors and the intention to use medical apps among older adults in the Netherlands. As noted, due to the research design, we cannot confirm causality among the identified relationships. Hence, a first recommendation is to advance research on the most significant factors using controlled experiments rather than large-scale cohort studies to confirm or refute any potential causality of the relationships found. Such studies may target older adults who do not yet intend to use medical apps; this is the most urgent group to include in such initiatives in view of the challenges related to the aging of societies. Moreover, even though behavioral intention has been shown to predict actual technology adoption [57], such experiments might study actual technology use, rather than intention to use. In addition, we recommend qualitative research to advance understanding regarding the nature of the relationships between the most significant factors and the intention to use. Meanwhile, policy designed at improving Attitude toward use appear most effective, accompanied by policies addressing Perceived usefulness and Perceived ease of use, as well as Service availability and Sense of control.

https://www.jmir.org/2020/9/e18080
Acknowledgments

MA designed the research project and developed the questionnaire. NSK, MA, and TG collected the data with the help of data assistants. NSK and TG performed the analyses under the supervision of MA and JvK. All authors interpreted the results. MA wrote the initial version of the manuscript. All authors revised the paper critically. We would like to thank all the experts and older adults who helped us validate our questionnaire, as well as the participants and data assistants.

Conflicts of Interest

None declared.

Multimedia Appendix 1

CHERRIES checklist.

References


15. Changizi M, Kaveh MH. Effectiveness of the mHealth technology in improvement of healthy behaviors in an elderly population-a systematic review. mHealth 2017 Nov 27;3:51-51. [doi: 10.21037/mhealth.2017.08.06] [Medline: 29430455]


19. mHealth Technologies: Applications to Benefit Older Adults.: Center for Technology and Aging; 2011. URL: https://2mjt5a2emh374130j5vkw9g-wpengine.netdna-ssl.com/wp-content/uploads/2011/01/gc3h49qube4igh3h7kp12v7q8y15qh6u99569k1zzuce7.pdf [accessed 2019-03-14]


33. Renaud K, van Biljon J. Facilitators of and Barriers to mHealth Adoption in Older Adults With Cardiovascular Nursing 2017;32(6):E1-E7. [doi: 10.1097/jcn.0000000000000401]


38. Cajita MI, Hodgson NA, Lam KW, Yoo S, Han H. Facilitators of and Barriers to mHealth Adoption in Older Adults With Heart Failure. CIN: Computers, Informatics, Nursing 2018;1. [doi: 10.1097/cin.0000000000000442]


Abbreviations

ADL: Activities of Daily Living
CHERRIES: Checklist for Reporting Results of Internet E-Surveys
eHealth: electronic health
ISAR-PC: Identification of Seniors at Risk – Primary Care
mHealth: mobile health
OR: odds ratio
STAM: Senior Technology Acceptance Model
TAM: Technology Acceptance Model
Exploring the Use of Mobile Health to Improve Community-Based Health and Nutrition Service Utilization in the Hills of Nepal: Qualitative Study

Ajay Acharya1*, MPH; Kenda Cunningham2*, DrPH; Shraddha Manandhar2, MPH; Niva Shrestha1, MPH; Mario Chen3, PhD; Amy Weissman4*, DrPH

1Family Health International 360, Kathmandu, Nepal
2Helen Keller International, Kathmandu, Nepal
3Global Health, Population, and Nutrition, Family Health International 360, Durham, NC, United States
4Asia Pacific Regional Office, Family Health International 360, Bangkok, Thailand

*these authors contributed equally

Corresponding Author:
Amy Weissman, DrPH
Asia Pacific Regional Office
Family Health International 360
19th Floor, Tower 3, Sindhorn Building
130-132 Wireless Road, Lumpini, Phatumwan
Bangkok, 10330
Thailand
Phone: 66 2 263 5200 ext 20226
Email: aweissman@fhi360.org

Abstract

Background: With mobile phone coverage and ownership expanding globally, mobile health (mHealth) interventions are increasingly being used to improve coverage and quality of health and nutrition services. However, evidence on mHealth intervention feasibility and factors to consider during program design is limited in low- and middle-income countries like Nepal.

Objective: This study aimed to examine the potential of using text messages to improve health and nutrition services by exploring mobile phone ownership and sharing; mobile phone use and skills; and interest, preferences, and limitations regarding mHealth interventions.

Methods: We conducted 35 in-depth interviews with 1000-day women (the period from conception to a child’s second birthday), health facility staff, and female community health volunteers (FCHVs), as well as eight focus group discussions with health facility staff, FCHVs, and 1000-day household decision-makers (ie, husbands, mothers-in-law, and fathers-in-law). We also conducted a mobile phone skills test. We employed thematic analysis using framework matrices and analytical memos.

Results: The study included 70 study participants, of whom 68 (97%) had a mobile phone, and phone sharing was uncommon. Use of text messages was most commonly reported by 1000-day women and health facility staff than household decision-makers and FCHVs. More than 8 in 10 participants (54/64, 84%) could dial numbers, and the majority (28/34, 82%) of 1000-day women, health facility staff, and male decision-makers could also read and write text messages. We found that 1000-day women preferred educational and reminder messages, whereas health facility staff and FCHVs desired educational and motivational messages. Participants suggested different types of texts for 1000-day women, families, FCHVs, and health facility staff, and reported less value for texts received from unknown phone numbers.

Conclusions: A text message–based mHealth intervention is acceptable in the hills of Nepal and has the potential to improve community health and nutrition service utilization, particularly by sending meeting reminders and by providing information. Our findings contribute to text message–based mHealth intervention design in under-resourced settings.
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Introduction
Mobile health (mHealth) involving the use of mobile phone technologies, such as text messaging, voice services, global navigation satellite systems, and mobile apps, is increasingly being adopted as a means of delivering public health interventions [1]. With expanding mobile phone ownership and accessibility in low- and middle-income countries (LMICs), interest in using mHealth interventions to overcome some of the health service delivery barriers has grown in recent years [1,2].

Text messages delivering reminders and other information can encourage recipients to adopt or maintain healthy behaviors. A previous meta-analysis showed an increase in antenatal care (ANC) visits and delivery by skilled birth attendants among women who received text message reminders about ANC appointments and health information during their pregnancy [3]. Despite the increased use of mHealth to improve health service uptake in LMICs [4], little is known about its feasibility and effectiveness. Although systematic reviews of mHealth in LMICs showed positive effects on maternal and child health service utilization [5-8], the reviewed studies mostly employed text messaging and varied widely in intervention and implementation details, study design, and context. Further, a systematic review on the use of mHealth for behavior change communication (BCC) interventions showed no promising results regarding effectiveness [9]. All of these systematic reviews identified the need to continue building the mHealth evidence base and highlighted the specific need for high-quality implementation research [5-8].

In LMICs like Nepal, where there is nearly universal mobile phone ownership and coverage of mobile phone service, the potential for mHealth interventions to extend the reach and quality of health services is encouraging. As of 2016, nearly all Nepali households (93%) owned at least one mobile phone (94% in urban areas, 91% in rural areas). Among 20 to 24-year-old individuals (the age group most likely to possess a mobile phone), 85% of women and 96% of men owned a mobile phone [10]. In Nepal, prepaid service, where customers pay before accessing the service offered by two leading mobile network service providers (Nepal Telecom and Ncell), is common.

Despite measurable progress in health and nutrition outcomes in the last few decades, Nepal retains the highest rates of maternal mortality in South-East Asia [11], and 36% of children under 5 years are chronically malnourished (stunted) [10]. The reasons for this include poor health service delivery, with financial constraints, unequal distribution of the health workforce, challenges in service extension and integration, and poor access to and inconsistent quality of health services [12,13].

Many development partners and the government of Nepal are committed to improving the availability and uptake of quality health services. For instance, Helen Keller International and Family Health International (FHI) 360 (authors’ organizations) and five other partners are implementing Suaahara II (2016-2021), a United States Agency for International Development–funded multisector nutrition program, which is now operational in 42 of Nepal’s 77 districts. Suaahara II involves both household and community-level interventions to improve health and nutrition-related behaviors and increase demand for quality health services, as well as system-level interventions to improve the quality of health services both at facilities and in communities [14].

Believing that mHealth interventions may help address some of the most challenging structural barriers to accessing community health and nutrition services [15], development partners and the government are beginning to implement mHealth activities in Nepal. For example, in January 2018, Suaahara II started an age- and stage-specific text message campaign of reminders and motivational messages targeting 1000-day households (the period from conception to a child’s second birthday), which involves messages to improve health and nutrition practices, as a new social and behavior change intervention to complement its ongoing home visits, group meetings, food demonstrations, and mass media radio programs. This campaign is based on monitoring data pointing to the high prevalence of mobile phone ownership and use [16] and two rounds of qualitative formative research exploring the potential for sending text messages to provide information on health and nutrition. Suaahara II has also been interested in designing a similar text message intervention for service providers to help address supply-side health service constraints.

Evidence on the feasibility of using text messages to improve uptake of government-led health and nutrition services in LMICs, however, is scant. Given these gaps, we conducted a qualitative study with both 1000-day households and service providers to determine the feasibility of using mHealth within the context of Suaahara II to improve the reach and quality of health and nutrition services in Nepal. Specifically, this study aimed to understand the potential of using text messages with 1000-day households and/or service providers to improve health and nutrition services by exploring mobile phone ownership and sharing; mobile phone use and skills; and interest, preferences, and limitations regarding mHealth interventions.

Methods
We conducted a qualitative study employing in-depth interviews (IDIs) and focus group discussions (FGDs) with health facility staff, female community health volunteers (FCHVs), 1000-day women, and other household decision-makers (ie, husbands, mothers-in-law, and fathers-in-law of the 1000-day women). The study was conducted in December 2018 in Syangja, a hilly district of Nepal, comprising 11 urban and rural municipalities made up of 97 wards with a population of about 290,000. The district has 97 public health facilities and 612 FCHVs [17]. We purposefully selected Syangja because it is a Suaahara II district, is geographically similar to other hilly districts, and has...
good mobile network coverage, a prerequisite for a text message intervention.

Within Syangja, the research team purposively selected one rural (Kaligandaki) and one urban (Chapakot) municipality. In consultation with Suahahara II staff and based on the implementation status of service-related interventions, the team selected one ward in each municipality. Kaligandaki’s sampled ward had implemented the Self Applied Technique for Quality Health (SATH) approach, a Suahahara II participatory approach that supports health mothers’ groups (HMGs) to conduct live social mapping with community members, encourages mothers to seek health services, and tracks 1000-day women’s health service utilization, whereas Chapakot’s sampled ward had not received this intervention.

All health facility staff and FCHVs of the selected wards were included in the study. Families of women in the 1000-day period were purposively selected. To identify 1000-day women, each health facility in charge selected one more and one less effective FCHV (performance assessed via monthly reports and evaluations) who in turn provided the names of five 1000-day women from their FCHV-led monthly HMG meeting registry. We asked FCHVs to ensure selection of mothers with diverse backgrounds, including different caste/ethnicity groups, age, level of education, and mobile phone access. Five additional 1000-day women per municipality were recruited by asking the five selected 1000-day women to each refer one additional mother from the community. Researchers also invited other 1000-day family members to participate in the study by asking each 1000-day woman who completed the interview to identify all adult decision-makers (husband, mother-in-law, or father-in-law) currently living in the same household and available to participate in the study.

We conducted 9-day training for 10 data collectors and pretested all data collection tools. The trained data collectors conducted IDIs and FGDs. IDIs were conducted with 10 FCHVs (five per ward) and 20 1000-day women (10 per ward). Eight FGDs were conducted as follows: four with male and female household decision-makers separately (two from each ward), two with FCHVs (one from each ward), and two with health facility staff (one from each ward). Researchers perceived this sample size to be adequate to reach saturation [18] but agreed to continue data collection until saturation was achieved. No new themes emerged in the final IDIs or FGDs.

Topics explored during IDIs included access to a mobile phone; phone and network coverage quality; and phone and text messaging use and preferences such as timing, type, frequency, recipient, and intention to reply to or share the text messages received. Similarly, wider community perception on mobile phone use/SIM card change, network access, phone sharing, text message information sharing with others, text message interest and preferences, and thoughts on using text messages as a BCC intervention were explored during FGDs.

Researchers also assessed the ability of all 1000-day women, FCHVs, and health facility staff to use a mobile phone. First, researchers asked the participants if they could dial on the phone and read and/or write a text message. Thereafter, researchers asked the participants to dial a phone number (usually that of the researcher) and then to read any existing text message on their mobile phone. If there were no text messages on the phone, the researcher sent a sample message in Nepali and asked the participant to open and read it. The researcher also asked each participant to write and send a text message from their phone to the study moderator’s phone number.

IDIs and FGDs were audio-recorded and then transcribed into Nepali by trained data collectors. Two translators were hired to translate the transcripts into English. Two researchers selected and independently open coded the same eight transcripts using NVivo 12 (QSR International). These were then used to develop the initial themes and codebook, which were used to code the remaining transcripts. On occasion, researchers added new themes and codes generated during coding. The two researchers developed a framework matrix using NVivo and independently analyzed the data producing analytical memos and then triangulated the results. Themes were identified and analyzed, and any similarities/differences among data collection sites and as per the categories of participants were noted. Following this round of analysis, in July 2019, researchers visited the study sites and gathered all of the health facility staff and FCHVs who had been study participants to share and validate the emerging findings and explore their perceptions and agreement/disagreement vis-a-vis the findings related to 1000-day families.

The study was approved by the Nepal Health Research Council on July 2, 2018, and FHI 360’s Protection of Human Subject Committee on November 21, 2018. All study participants provided written informed consent for both the interview/discussion and recording.

Results

Demographics

We conducted 35 IDIs and 8 FGDs, with a total of 70 participants (Table 1). The majority of health facility staff were young (mean age 28 years), and 5 out of 8 (63%) were from the Janajati socially disadvantaged caste in Nepal, with some Brahmins (socially advantaged caste). All the health workers possessed the qualifications required for their positions. Their service duration ranged from just 4 days to more than 15 years. The majority of FCHVs were in their early fifties (mean age 51 years), and 11 out of 17 (65%) were Brahmins, with some Janajatis. While slightly more than one-third (6/17, 35%) of FCHVs had completed 10 years of schooling, 53% (9/17) had not completed secondary school (below 8 years of schooling), and 2 out of 17 (12%) had no formal education. Nearly all had been FCHVs for more than 16 years, but two FCHVs were appointed only 4 months before data collection.
Table 1. Distribution of study participants.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Value, n</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In-depth interviews</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health facility staff</td>
<td>6</td>
<td>Three per site</td>
</tr>
<tr>
<td>FCHVs(^a)</td>
<td>9</td>
<td>Four in Kaligandaki and five in Chapakot</td>
</tr>
<tr>
<td>1000-day women(^b)</td>
<td>20</td>
<td>10 per site</td>
</tr>
<tr>
<td><strong>Focus group discussions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health facility staff</td>
<td>2</td>
<td>One per site with four participants per FGD(^c)</td>
</tr>
<tr>
<td>FCHVs</td>
<td>2</td>
<td>One per site with four participants per FGD</td>
</tr>
<tr>
<td>Male decision-makers</td>
<td>2</td>
<td>One per site with four to five participants per FGD</td>
</tr>
<tr>
<td>Female decision-makers</td>
<td>2</td>
<td>One per site with five participants per FGD</td>
</tr>
</tbody>
</table>

\(^a\)FCHVs: female community health volunteers.
\(^b\)The period from conception to a child’s second birthday.
\(^c\)FGD: focus group discussion.

Most 1000-day women were in their mid-twenties. Of the 20 1000-day women, 35% (7/20) had completed at least 10 years of schooling, and 4 out of 20 (20%) had not completed primary school. The majority (14/20, 70%) were Brahmins, with some Janajatis and Dalits. Most women were living in a joint family with their in-laws. All female decision-makers who participated in the study were mothers-in-law (n=10), with a mean age of 50 years. The majority of male decision-makers in the study were husbands (n=6), with a mean age of 29 years. A few decision-makers were fathers-in-law (n=3), with a mean age of 55 years.

**Mobile Phone Ownership and Sharing**

All study participants, except two of the 10 mothers-in-law, had a mobile phone and reported high mobile phone ownership among adult family members. The majority (48/64, 75%) of participants had a smartphone. We found no differences in phone ownership by age, sex, or caste among the majority of study participants. A few participants mentioned that ownership among women has increased to enable them to contact male relatives, many of whom emigrate for work.

The majority of the 1000-day women reported that they are allowed to access and read text messages, and most decision-makers confirmed this lack of restriction. Phone sharing was uncommon at the study sites, with a few exceptions. The majority (15/19, 79%) of 1000-day women mentioned accessing another phone, mainly that of their husbands, to make urgent calls when their phones had insufficient credit, when their phones stopped working, or when wanting to watch videos or check Facebook and this was not possible on their own phones. Some husbands also mentioned using the same phone as their wives (1000-day women). Some mothers-in-law expressed hesitation to ask their daughters-in-law to use their phones but felt comfortable sharing their phones with their daughters-in-law.

Being out of network coverage was uncommon at the study sites. The majority of study participants reported never having changed the SIM card. In the FGD with Kaligandaki health facility staff, age differences in SIM card behaviors were reported as follows:

*The aged people use the old number; we find the newer generation changing the SIM frequently.*

[Health facility staff, Kaligandaki, FGD]

**Mobile Phone Use and Skills**

Participants reported using mobile phones for various purposes, but primarily to receive calls. Text messaging was more frequently reported by 1000-day women and health facility staff compared with other male and female decision-makers and FCHVs. The majority (14/20, 70%) of 1000-day women reported using their phones to access the internet, particularly Facebook, Imo (video call and chat app), and YouTube, to make video calls, chat via text/messenger, and play games. Nearly all health facility staff, but only few FCHVs, reported accessing the internet on their phones. Some participants also reported differences in phone use among their household members, with fathers-in-law and mothers-in-law using the phone primarily to make calls and younger family members (eg, mothers and fathers of young children) using the phone to access the internet and for messaging.

More than 8 in 10 study participants (54/64, 84%) could dial phone numbers, but only about 72% (46/64) were able to read and 56% (36/64) were able to write text messages. The majority of those who could read and write text messages were 1000-day women, their husbands, and health facility staff (Table 2). Five of the 10 FCHVs reported a preference for voice compared to text messages, stating that they prefer to listen than read. This was supported by the mobile skills test, which found that three of the 10 were illiterate. Some of the FCHVs and health facility staff reported a preference for receiving important messages via both voice and text. In a health facility staff FGD, participants reported that text messages would be fine for health workers because of their capacity to read; however, a combined form would be more effective because reading would be bothersome especially when text messages are long. One health facility staff member made the following statement:
Person may feel bored in the middle of messages and feel why should I read this. So, it would be effective to listen, as well. The things that someone listened to, that person can present it in another place. [Health facility staff, Kaligandaki, FGD]

Table 2. Mobile phone use skills.

<table>
<thead>
<tr>
<th>Category</th>
<th>Phone dial(^b)</th>
<th>SMS text message writing and reading(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000-day women(^b) (N=20)</td>
<td>20 (100%) could dial the phone number</td>
<td>16 (80%) could read and 14 (70%) could write text messages in Nepali</td>
</tr>
<tr>
<td>FCHVs(^c) (N=17)</td>
<td>15 (88%) could dial the phone number</td>
<td>14 (82%) could read and 8 (47%) could write text messages in Nepali</td>
</tr>
<tr>
<td>Health facility staff (N=8)</td>
<td>8 (100%) could dial the phone number</td>
<td>8 (100%) could read and write text messages in both Nepali and English</td>
</tr>
<tr>
<td>Male decision-makers (husbands) (N=6)</td>
<td>6 (100%) could dial the phone number</td>
<td>6 (100%) could read and write text messages in Nepali</td>
</tr>
<tr>
<td>Male decision-makers (fathers-in-law)(^d) (N=3)</td>
<td>3 (100%) could dial the phone number</td>
<td>1 (33%) replied that they could read text messages in Nepali</td>
</tr>
<tr>
<td>Female decision-makers (mothers-in-law)(^d) (N=10)</td>
<td>2 (20%) could dial the phone number</td>
<td>1 (10%) replied that they could read text messages in Nepali</td>
</tr>
</tbody>
</table>

\(^a\)Data are provided as n (%).
\(^b\)The period from conception to a child’s second birthday.
\(^c\)FCHVs: female community health volunteers.
\(^d\)Assessment based on response.

Interest and Preferences for Text Message Interventions

Nearly all participants expressed interest in receiving text messages with health and nutrition information and about community-provided services, such as HMG meetings. Some topics of interest mentioned were nutrition, timing of ANC visits, postnatal care checkups, child immunization, growth monitoring and promotion, family planning, deworming, iron and calcium consumption, HMG meeting times and discussion topics, drinking water purification, and personal, family, and environmental sanitation.

Many 1000-day women also mentioned a desire for messages on the topics discussed in the HMG meeting to help participants retain information. The 1000-day women also expressed an interest in receiving text messages because the content would give them something to discuss when they are with their peers. Women made the following statements:

Some things could be confused or forgotten or due to noise could not be understood properly in the meetings. We can get information about that thing by reading [a] message. [1000-day woman, Chapakot, IDI]

SMS is good in that we can read the message, we talk about the message we read, and we can talk to each other when we go to cut grass and leaves. [1000-day woman, Kaligandaki, IDI]

Health facility staff and FCHVs were also interested in health and nutrition-related text messages and perceived them as a type of job aid. They explained that the new information would update and/or refresh their knowledge, and they would be able to store and access the information repeatedly on their phones. They also mentioned a desire for motivational messages that would inspire them to improve their work, as described by one IDI participant as follows:

If messages are sent regarding how a health worker should work, we will have to think about those things. We will realize if we are out of track, the things we need to improve. I will get a chance to improve those things. [Health facility staff, Kaligandaki, IDI]

Health facility staff and FCHVs also highlighted that text messages to families may encourage greater HMG participation (for example, by reminding mothers of the meeting time and communicating with mothers who they are unable to reach because of their heavy workloads). Health facility staff made the following statements:

If people get [a] reminder message today about tomorrow’s meeting, then they can show that message to the household head and tell [them] that they have to go tomorrow. [Health facility staff, Chapakot, IDI]

If the message goes to the family, there can be family discussions about the meeting, which might help create a more convenient environment within the family to allow women to attend meetings. [Health facility staff, Chapakot, FGD]

Health facility staff also noted that such messages would provide information that would tempt women to join HMGs to learn more and improve women’s perception of the importance of HMG meetings, thus encouraging more active participation. One health facility staff member made the following statement:

If topics of discussion are sent through SMS, they will realize how appropriate is it for them to know about it. There might be some things they might have known and some that they might not have known. They will
develop a feeling that they should go. [Health facility staff, Kaligandaki, IDI]

Health facility staff from both sites suggested that text messages should also be sent to FCHVs because they are the main organizers of the HMG meetings and the text messages can serve as a reminder and a guide in meeting preparation. FCHVs in Chapakot identified health facility staff as the priority text message recipients so health facility staff can teach the FCHVs new information learned from the messages. FCHVs in Kaligandaki prioritized health facility staff and FCHVs themselves but recommended different content for each group, since health facility staff are perceived to have more knowledge than FCHVs. Health facility staff in Chapakot noted that 1000-day women are the most crucial text message target.

Most FCHVs and household decision-makers from both study sites prioritized 1000-day women as primary text message recipients. This preference was because the women in the 1000-day period were perceived to be more interested in these matters, more educated, and more able to use the information as they were considered less likely to migrate away for work.

Some participants in both IDIs and FGDs expressed preferences regarding the frequency and timing of text messages. For example, in both settings, the majority (18/20, 90%) suggested that it would be most appropriate to receive a reminder text message 1 to 2 days before the HMG meeting. Furthermore, the majority (17/20, 85%) of 1000-day women preferred receiving text messages in the evening, but before 8 PM. Some women, however, reported being comfortable receiving text messages any time during the day. The majority (19/20, 95%) suggested that an SMS campaign send text messages once a month. One woman made the following statement:

Instead of making people feel bored by sending many messages, it would be good to send once or twice a month. Many messages should not be sent. [1000-day woman, Chapakot, IDI]

When asked about their response to receiving text messages, the majority (17/24, 71%) reported that they would read a message from an unknown phone number out of curiosity. Yet, some participants, particularly FCHVs and 1000-day mothers, mentioned that they would not read it, delete it, or read it but not reply. The majority (15/20, 75%) of 1000-day women also showed a high level of interest in interactive messaging that allowed them to reply to received text messages. They mentioned that they would respond to questions, reply with thanks, or provide feedback on the messages. Furthermore, nearly all (19/20, 95%) 1000-day participants reported that they would share information from the text messages with family members (eg, husband and mother-in-law), friends, and neighbors. Mothers-in-law from Kaligandaki, however, mentioned that when a daughter-in-law receives a text message, she would prefer not to share it with her mother-in-law because of differences in thoughts and attitudes. A health worker and a male decision-maker from Chapakot mentioned that they would like to share the text messages via Facebook to spread the word. Additionally, a health worker from Chapakot pointed out that sharing depends upon the nature and source of the message as follows:

If there is a message from Suaahara, you should also read. It was about what we should feed our children, and how should we take care of our children. We have to take care and feed the children. [Health facility staff, Chapakot, FGD]

Discussion

This study describes the interest, preferences, and skills related to a text message–based mHealth intervention among both 1000-day households and health and nutrition service providers. Our findings confirm high mobile phone ownership with sufficient skills among study participants to engage in a text message–based mHealth intervention. Participants preferred reminder messages that would provide information about the date and time of community-based services, such as HMGs. They also preferred informational text messages related to health and nutrition and interactive text messages from known phone numbers. The prioritized recipients were 1000-day women and FCHVs.

Prior research has shown promising use of text messages to improve uptake of health facility maternal and child health services in LMICs [5,6] and FCHV mobile phone use for data collection and disease surveillance following adequate training and support in Nepal [19,20]. Our study findings suggest that text messages could also be used to increase uptake of community health and nutrition services, such as HMGs meetings led by FCHVs, in Nepal and in similar low-resource settings.

Our study found that although 1000-day women have access to other phones in their families, they prefer to use their own phones and phone sharing is uncommon, which is important because previous studies have found reliance on shared phones a challenge for mHealth interventions. This is particularly true for retrieved voice messages [21] and for sensitive topics, such as family planning [22], because the information conveyed does not remain confidential [23]. Our findings suggest that information conveyed via an mHealth intervention in the hilly areas of Nepal will remain confidential and will reach the intended recipient. This highlights that phone sharing should be considered when designing mHealth interventions in LMICs [23].

Understanding target populations’ message delivery preferences is important [9] as mHealth interventions are more likely to be effective when message frequency, content, and style are tailored to these needs and preferences [15]. In our study, the majority of participants preferred receiving messages once a month and not early in the morning or at night. This is consistent with a qualitative study on text messaging preferences among adolescent females in the United States, where participants reported a desire for text messages in the afternoon or evening [24]. According to a meta-analysis, interventions using user-driven tailored message frequency were more beneficial compared with interventions that applied fixed or varying frequency [25].

In our study, we found a mixed preference for message delivery among health facility staff and FCHVs. Nearly half (5/10, 50%)...
of the FCHVs favored voice messages, whereas some FCHVs and health staff favored a combined approach of both text and voice messages. The preference of FCHVs for voice messages, given that they were slightly older and that some were illiterate, is consistent with findings from a cluster randomized controlled trial in the United States that found younger and higher-skilled users favored text messages [26]. Meanwhile, a study in rural Malawi determined that voice messages are more desirable by illiterate users [21]. These studies concluded that mHealth interventions need to include multiple modalities to ensure more participants benefit. This aligns with our findings and reflects that mHealth interventions in LMICs may be on the cusp of change owing to increased literacy levels.

We also found that although participants would read messages from unknown phone numbers, they would not value them. This suggests that before starting an mHealth intervention or sending text messages, programs should prepare the target audience and ensure the phone number to be used is communicated. Participants also expressed a strong interest in replying to text messages, suggesting that the mHealth intervention may be more acceptable if it requests a reply. This would also help to monitor whether messages have been received and read or to check whether messages were understood. Literature to date, however, points to contradictory findings on the benefits of this type of interaction. A meta-analysis on the efficacy of text messaging showed no difference between interventions that text participants and ask them to text back and those that text participants only [25]. Meanwhile, another systematic review of periodic messaging interventions showed that mHealth interventions using participants’ feedback were more effective compared with interventions not using feedback [27].

Owing to the purposive sampling of the data collection area, selection bias may have influenced the study results. Yet, when selecting study participants, we ensured diversity in age, education, caste, and ethnicity, so we believe our results reflect a broad range of people in the hilly areas of Nepal. The mountains and lowland plains, however, have not been reflected in this study. It is also important to note that the study was conducted in a Suaahara II implementation district, and thus, the study participants may have more exposure to study topics than populations residing in districts without at-scale health and nutrition interventions. We anticipate that if the intervention we developed can be successfully implemented and proven effective in improving health outcomes in the context of the Suaahara II program, it can be scaled up to additional geographies in Nepal. This would require additional validation of the findings across a broader range of settings beyond the one in this study. Furthermore, additional research is needed to deepen our understanding of the opportunities to use mHealth interventions to improve service reach and delivery in Nepal and other LMICs. For example, further implementation research on the effectiveness and costs associated with different implementation modalities (eg, text only, voice only, and combined messages as well as one-way versus interactive messaging) is needed.

Text messaging appears to be a promising cost-effective way to deliver health and nutrition information in remote and geographically dispersed populations like those in Nepal. Unlike other mHealth interventions, such as the use of applications, text messaging is easy to implement and does not require a special phone. This study provides important insights for the design of a text message–based mHealth intervention and suggests that mHealth has the potential to improve community health and nutrition service utilization in Nepal, particularly by sending meeting reminders and by providing information. Different groups had different preferences and requirements for potential text messages. Text message–based mHealth interventions in under-resourced settings could be encouraged and may result in higher service coverage and ultimately improved health and nutrition practices.
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Abstract

Background: The recent proliferation of digital health technology in low- and middle-income countries has made it possible for community health workers (CHWs) to use mobile health (mHealth) to perform tasks such as data collection and training. Although most studies focus on the prospect of digital apps to motivate and connect CHWs, only a few have captured end-user experiences with mobile-based apps. We examined the experience of frontline health workers with a move towards digitalized real-time data to record maternal and childcare services in remote areas of Afghanistan and Pakistan.

Objective: Our study aimed to explore CHW perceptions on the operability of the mHealth app in a community setting, usefulness of the app in the delivery of assigned maternal and childcare functions, and the task-technology fit with monitoring information systems.

Methods: The Hayat app, designed to digitalize and facilitate electronic record keeping, was evaluated to be embedded into mainstream health systems. The app had 2 components: smartphone app for data entry and web dashboard for visualization of the maternal, newborn, and child health reports. Using a qualitative exploratory study design, we conducted a total of 8 focus group discussions with purposively selected lady health workers (LHWs) and CHWs in 3 districts of Pakistan and 3 hamlets of Afghanistan, respectively. Focus group discussions were conducted in the local language, audio recorded, and converted into expanded notes for thematic analysis.

Results: Although a majority of LHWs used the app with ease, some initially faced difficulties in operating it and requested a longer duration of training. Contrary to LHWs, the CHWs were able to use the app without difficulty, as they were using it only to register clients. Overall, use of the mHealth app in both countries resulted in a positive impact on health education sessions, easier communication with parents or clients, tracking of routine immunization defaulters and follow-ups, improved data validity, easily accessible vaccination schedules, and faster registration. In addition to building up their image in the community and personal development, the improved reporting and monitoring mechanisms also set the stage for the LHWs to get recognized for their hard work. CHWs in Afghanistan also reported the app provided immediate access to information when requested by their supervisor. Although the Hayat app eliminates the need to carry multiple registers and helps in recalling client information at the touch of a button, technical issues around connectivity and data inputting tabs were highlighted by the participants.

Conclusions: The digitization of records not only provided CHWs support in their daily routine but also strengthened monitoring mechanisms and improved motivation. We recommend conducting end user experience studies before embedding apps into mainstream health systems as high acceptability does not always result in high uptake of digital technology.
Introduction

The vital role of community health workers (CHWs) as a bridge between the community and health care services is getting renewed attention in low- and middle-income countries (LMICs). CHWs have collectively helped in reducing the maternal and child mortality burdens and assisted in decreasing the burden and costs of tuberculosis and malaria [1-3]. Pakistan and Afghanistan have well-structured CHW programs known as the lady health worker (LHW) program in Pakistan and CHW program in Afghanistan, which have provided primary health care services for more than a decade [4]. In both programs, CHWs perform similar functions ranging from health education and awareness; diagnosis and treatment of prevalent diseases such as diarrhea, malaria, respiratory illnesses, and intestinal worms; directly observed therapy for tuberculosis; either antenatal or postnatal health care; and referrals to the health care facilities [5,6]. As Pakistan and Afghanistan still face some of the highest maternal and child mortality burdens and fertility rates in the region [7], the role of frontline health workers is critical to meet the sustainable development goal targets. A supportive work environment, motivation, and competency building are the key factors identified by the framework for strengthening CHW performance [8,9]. However, LHWs often work under little supervision and outreach support in Pakistan [10,11]. Similarly, in Afghanistan, capacity building and establishing support systems have been reported to improve service delivery by CHWs [12].

Cellphone penetration >90% in LMICs, coupled with falling call prices and increased network connectivity options, has improved the feasibility of mobile health (mHealth) programs [13] in remote areas of LMICs, creating the possibility for strengthening weak health systems. CHWs around the globe are using mHealth technology for data collection, training, communication, mobile job aids, decision support tools, and behavior change communication in the community. The few examples of successful mHealth-based facilitation of service provision by CHWs in remote and hard-to-reach areas in LMICs include an increase in the registration and uptake of family planning services in rural Tanzania [14] and an 85% reduction in the average number of days for overdue visits in Dar es Salam, Tanzania [15]. In Pakistan, an app called “e-Vaccs” was introduced in the province of Punjab to track the movement of vaccinators using GPS. The app was implemented to improve vertical accountability through digitalization of records and was supported by the government of Punjab (Punjab Information Technology Board) [16]. This led the way for other provinces to adopt digital immunization solutions to improve vaccination coverage, a prime example being the introduction of the Teeko app in the rural districts of the province of Sindh [13].

The majority of mHealth studies have focused on the prospect of a digital app to motivate and connect CHWs among themselves, their supervisors, and around the facilities [17]. However, few studies have captured end-user experiences with a mobile-based app [18,19]. User experience takes a broader look at the individuals’ entire interaction with the app that includes thoughts, feelings, and perceptions resulting from that interaction [20]. If the intended aim of the app is user satisfaction and improved work efficiency, the understanding of end-user experiences can provide valuable details on the features and functions most needed for the intended task, make available detailed knowledge of issues to be addressed, and offer an experience comparable with the traditional methods of working [21]. Concerns of not having enough data regarding the implementation and evaluation of the app before recommending the embedding of the app into mainstream health systems have been highlighted by academics globally. They fear a graveyard of poor-quality, unproven apps contributing to a fragmented mHealth landscape [22]. Some experts recommend assessing the barriers and challenges faced by the targeted end users before designing the app to be able to provide mHealth as a good-fit solution [20,23]. A study attributed the failure of technology to its lack of regard for user requirements and experience [24]. Another recent mHealth study aiming to inform how digital technology can be embedded within district health systems in LMICs highlighted the need for co-option by end users and district stakeholders. It also reported that ease of operability, satisfaction with reliable data, personal recognition, links to field support, and empowerment are powerful enablers of the shift towards digitalization [13]. The purpose of our study was to explore the necessary facets of the initial version of the Hayat app revolving around user centeredness to provide an evidence base informed by the understanding of experiences and needs of CHWs in remote areas of Pakistan and Afghanistan [25].

In this paper, we examine the end-user experiences of CHWs in Afghanistan and LHWs in Pakistan with moving towards digitalized real-time data for recording maternal and childcare services provided in the community. Evidence is drawn from experiences with implementing the Hayaat app, a mobile-based app for CHWs piloted in select remote areas of Pakistan and Afghanistan to track community-based health care delivery. The app was launched with an end goal of scalability throughout the regions. As compared with apps previously introduced in Pakistan, the Hayat app had a scaled-up immunization component from the Teeko app as well as a pilot maternal care component. The theory of change underpinning and guiding this intervention assumes that digital intervention will improve the validity and timeliness of reporting by health workers, allowing for accountability of CHW and LHW performance and on-site support resulting in improved visit frequency and quality. This improved visit frequency and quality are theorized to translate into increased household awareness and practices regarding maternal, newborn, and child health (MNCH) leading to improved health outcomes. Key features of the app included GPS to track CHWs during outreach visits, registering clients in the health facility and during outreach, and MNCH data.
collection. We draw on the experiences of frontline primary health workers using the mHealth app to inform the shift towards digitalization. The objectives of this study were to explore the perceptions of CHWs on the operability of the app in the community setting, usefulness of the app in the delivery of assigned MNCH functions, and task-technology fit with CHW’s monitoring information systems. We aimed to inform the embedding of the digital app into the mainstream health systems of both countries. We also hoped the findings of this evaluation could contribute to app development in other LMICs and inform the process of end-user evaluations.

**Methods**

**Study Setting**

This study was nested in a larger ongoing quasiexperimental study assessing the effectiveness of the Hayat app for improving maternal and child health in Pakistan and Afghanistan. In Pakistan, the app was implemented in 9 health care facility catchment areas of the Chitral District in Khyber Pakhtunkhwa Province and in the catchment areas of the districts Astore and Ghizer in the Gilgit-Baltistan Province covering a total population of 310,012 people, of which 49% are women. For this study, 4 union councils (UCs), 2 each from Khyber Pakhtunkhwa and Gilgit-Baltistan, were randomly selected from a list of UCs in which the Hayat app was implemented.

In Afghanistan, the Hayat app was implemented in 4 health facility catchment areas (Iragh, Shunbul, Khandaq, and Kalo) in Bamyan Province and 3 catchment areas (Ghaaran, Baharak, and Ishkashim) in Badakshan Province (total population of 117,878, 49% women). The health facilities in the catchment areas of these 2 provinces are operated by Aga Khan Health Services Afghanistan in collaboration with the Ministry of Public Health. For this study, we selected all the catchment areas from the 2 provinces in which the Hayat app was implemented (Table 1).

<table>
<thead>
<tr>
<th>Country</th>
<th>Catchment areas in which the Hayat app was implemented</th>
<th>Target population</th>
<th>Selected areas for this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pakistan</td>
<td>Koshi, Karimabad, Mulkhow, Charun, Lotkoh, Shoghore, Cha-</td>
<td>310,012</td>
<td>Buni, Garam Chashma, Gahkuch,</td>
</tr>
<tr>
<td></td>
<td>torkhand, Ishkoman, Bubar, Hatoon, Shergill, Singal, Gupis,</td>
<td></td>
<td>Gupis</td>
</tr>
<tr>
<td></td>
<td>Phander, Pingal, Sumal, Teru, Hundur Silgan, Taus, Thoi, Yasin, Gahkuch</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Afghanistan</td>
<td>Ishkashem, Baharak, Gharaan, Iragh, Shunbul, Khandaq, Kalo</td>
<td>117,878</td>
<td>Ishkashem, Baharak, Gharaan, Kalo, Shunbul, Khandaq, Iragh</td>
</tr>
</tbody>
</table>

**mHealth Intervention (Hayat App)**

The Hayat app was designed to digitalize record keeping, to make it easy for CHWs and shift from paper-based to mobile-based electronic record keeping. The app had two components: smartphone app for data entry and dashboard (web portal) for visualization of the MNCH reports at a later stage. In both countries, the CHWs were provided smartphones with the Hayat app. The app was designed according to the contextual role and scope of the CHWs in the respective country. For further details on the workflow of the Hayat app, refer to Figures 1 and 2.

The Hayat app features include client registration, data collection, GPS, capabilities, and awareness content.
Figure 1. Workflow of the Hayat app for community health workers. ANC: antenatal care; MNCH: maternal, newborn, and child health; PNC: postnatal care.

Client Registration
Clients can be registered, with their demographic profile, by CHWs in 2 categories: >2 years of age and <2 years of age. To find the client record, the app used multiple means such as fingerprint, QR card, ID card number, or household number.

Data Collection
LHWs can record the demographic and health-related data of pregnant women, women of childbearing age, and children <2 years old. Along with the demographic profile of each registered client, data can be recorded for antenatal care (ANC), delivery, postnatal care (PNC), family planning, illnesses, and maternal and child vaccinations.

GPS
GPS capabilities allowed real-time tracking of CHWs during outreach visits.

Awareness Content
The app has awareness videos to facilitate the CHWs in health education sessions and outreach activities (Figure 3).
Framework

We used an adapted framework derived from the task-technology fit model [26] and technology acceptance model [27] to explore the operability, usefulness, and task-technology fit of the mHealth app centered on the end users’ experiences. For this evaluation, we defined the assessment areas as follows.

Operability was defined as the perceptions and barriers such as ease of use, technical competency, and accessibility. This measure aimed to understand the characteristics and capabilities of end users to capture maternal and child health indicators in a resource-constrained setting using digital app.

Usefulness was defined as the perceived satisfaction of health managers and health workers in achieving their goals, including the results and consequences of use.

The task-technology fit of the app was defined as the capability of the app to facilitate the designated tasks of the end users including how the technology interacted with the management information system interface.

In line with the purpose of our study, we used a deductive form of analysis using 3 broad a priori themes of operability, usefulness, and task-technology fit. These themes guided the construction of interview guides, as our goal was to explore these areas in detail to assess whether the app works for our intended users (ie, CHWs) and help tease out any issues with the app.

Data Collection

Data were collected in July and August 2019 from selected districts of Afghanistan and Pakistan in which the Hayat app was introduced in April 2019. We used a qualitative exploratory study design and conducted focus group discussions (FGDs) with LHWs and CHWs in Pakistan and Afghanistan, respectively. FGD is a widely used tool for collecting data on the perceptions and experiences of health care workers and provides an opportunity for in-depth probing [25]. The moderator started out by asking the participants questions related to their own thoughts and experiences to establish rapport and hear the extent to which our a priori topics were already part of the participants’ thinking before we cued them to think along those terms. Our intention was to provide the necessary user-centered feedback to inform the development cycle of the app for future use, easy embedding into mainstream health systems, and ensuring its sustainability.

A total of 8 FGDs were conducted, including 4 FGDs with LHWs in Pakistan and 4 FGDs with CHWs in Afghanistan, achieving theoretical saturation.

Selection of Study Participants

Pakistan

The participants for this study were purposively selected and approached for FGDs. One FGD was conducted in each selected UC with 10-12 participants each.

Afghanistan

Altogether, 4 FGDs were conducted with 8-12 purposively selected participants in each session: 2 in Shebar district, 1 in Baharak district, and 1 in Ishkesham district. The sample size and participant characteristics are provided in Table 2.
A semistructured interview guide was developed for the FGDs for both countries, using relevant literature and adapted to the local context. Questions were framed around the a priori identified themes for the mobile app including operability, perceived usefulness, and task-technology fit. Probes were added where necessary to steer the discussions. Guides were developed in the English language and translated into local languages (ie, Urdu for Pakistan and Dari for Afghanistan). Experienced data collectors were hired and trained to conduct FGDs, manage data, and maintain professional and ethical conduct throughout the data collection. A free flow of discussion was ensured during the FGDs, and all participants were encouraged to contribute to the discussion. Notes were taken by the interviewer during the interviews and FGDs. The main points were summarized by the interviewer at the end of each interview and FGD to get confirmation from the participants. The interviews were conducted by one researcher in each country. These researchers belonged to the country assigned and were proficient in the local language. This ensured cultural sensitivity and familiarity with the area. The FGDs were arranged at a time and place convenient for participants, and each FGD lasted 40-50 minutes. To limit bias, the research team that undertook tool development, facilitation by the supervisors. Regarding the language of the app, in one of the FGDs, the LHWs suggested that it should be changed to Shina (a local language) as some of them had to translate the app features into Shina for some of the mothers to understand. The LHWs that were unable to translate were helped to Shina.

Despite the concerns shared by the LHWs regarding the short training period for the app, the majority stated that they were able to use the app with ease. A few mentioned that they faced difficulties in operating the app initially; however, they were able to work with it after a bit of trial and error and ongoing facilitation by the supervisors. Regarding the language of the app, in one of the FGDs, the LHWs suggested that it should be changed to Shina (a local language) as some of them had to translate the app features into Shina for some of the mothers to understand. The LHWs that were unable to translate were helped to Shina.

At first, we made many mistakes such as writing a female name in the male section. It was because we were not experienced at all. It took time but we learned. [LHW Booni]

Now, we don’t have to go everywhere. We get a phone package, and we call them [mothers]. Earlier, we used to call them using our own phones. [LHW Gahkuch-Ghizer]

It would be great if the language of the app is changed to Shina. [LHW Booni]
Afghanistan
The CHWs expressed that the app was user friendly, and they were able to use it without any trouble because the app was being used for registration of clients only and not for documentation of health status. They also mentioned being supported in the outreach by the Aga Khan Health Services Afghanistan personnel that provided technical support in operating the app. The CHWs were operating the app in their local language (ie, Dari).

Some people did not give us the tazkira number, which was a problem. But it is resolved now. We talked to the people who gave us this mobile phone about this, and they have asked us to just put 0799 in place of the tazkira number. This is not a problem now. [CHW Baharak]

Usefulness
Pakistan
The majority of the LHWs agreed that the awareness videos for the community outreach education sessions were very useful. However, they pointed out that additional videos on other topics such as depression and cancer are also needed. According to one LHW, to change the behavior of the community, variation in the methods of health education sessions is needed. Furthermore, some of the LHWs noted an increase in the communities’ response to the follow-up on vaccination and reported that the community viewed the videos with interest and asked questions regarding child health.

They (videos) are beneficial for mothers because the videos attract them, and they watch them with interest. [LHW Garam Chasma]

We give health education in health care centers, schools, and mosques too, so if we have videos of other diseases, that would be great. [LHW Booni]

What we used to tell them verbally wasn’t that effective. Now, conducting sessions with videos makes it really interesting, and they understand better. [LHW Gupis]

The digitalization of health records improved the work efficiency of the LHWs, as they were able to complete an hour’s worth of tasks in just a few minutes. Most of the LHWs reported that digitalization made the procedure of vaccination easier as, instead of entering data in multiple registers, LHWs can enter information in a single mobile device. They are also able to contact mothers for the scheduled vaccines; previously, they did not have enough calling credits. The LHWs noted that the app showed not only defaulter children by changing the colors of the entry but also the vaccination schedule of each child, which helped them list and contact mothers. The app was also reported to be helpful for monitoring child growth. The LHWs shared that, before the app, they did not weigh the children; however, with the app, they are required to weigh them for monitoring growth. The LHWs claimed they did not have growth charts for the last 3-4 years. However, now they have a growth chart in the app, which they can show mothers to inform them about their child’s nutrition and health status.

It has made our work easier now. Before, for vaccination, we had to do entry in different registers, but now we only need to enter in the mobile. [LHW Garam Chasma]

This [growth chart] is also useful for the mother, as they get to know about the health of the children; if they are skinny, they concentrate on the lines because they don’t want their children to be skinny. [LHW Gahkuch Ghizer]

The LHWs shared that the app had a positive effect in building up their image in the community. They felt that, with the introduction of the app, the community now trusted them and showed respect. The LHWs were pleased about the possibility of getting recognized for their hard work. They shared that the department was unhappy with their collective work and called them out for it despite their efforts, even during the campaigns. They hoped that the digitalization of records would allow for individual performance monitoring and give them their due credit. The LHWs also shared their changed attitude towards their work. Before the app, they had grown tired of working with multiple heavy registers for a long time. The replacement of these registers by a mobile phone brought excitement into their work and motivated them. Many stated that this was their first mobile phone and reported developing skills in using it and considered it as a skill-building opportunity. They reported improved self-esteem and confidence.

Our department is not happy with us. They criticize us for not working. We are lucky that we have mobile phones now so that we can get credit for all the work we do. We are very happy with this app. [LHW Booni]

We work very passionately. Because of the mobile phone, we have changed. Before, we didn’t know how to use a mobile phone, but we got it because of this project. [LHW Gahkuch Ghizer]

We are very happy with mobile; it has made our work very easy. We enjoy our work now. We are happy. [LHW Booni]

Afghanistan
The CHWs shared that they were most excited about using the video feature in the app for conducting health sessions at different locations in the community. This facilitated them in addressing communities’ concerns and raising awareness regarding the side effects of vaccination. The CHWs noted these videos to be beneficial for they created awareness and harnessed the community’s interest.

When we just speak, it doesn’t have a big impact. People remember things by watching. The good thing about this app is the videos. People can see it as well. [CHW Ishkashim]

Once a month, there is a meeting where all the community people are invited — sometimes in the mosque or at the home of community leaders. We have the responsibility of health education, so we use these videos to educate them about immunization, and they become more motivated for vaccination after watching this. [CHW Baharak]
Now people have become aware. They ask us to give them information not just on vaccination but also about nutrition, tuberculosis, and diabetes... every kind of disease. [CHW Baharak]

The CHWs reported increased efficiency of their work due to the digital app. They were able to comparatively register more children for vaccination and report their information to the vaccinators in a timely manner so that they can complete vaccinations. They also were able to share the child vaccination status with the parents and connect them to a nearby health care facility. The CHWs felt that the process of MNCH services was accelerating, as the app helped them focus on their catchment areas only. This helps vaccinators find the exact location of the child for routine immunization. Moreover, the saved information and vaccination schedule allowed them to track defaulter children. The digitalization of records eliminated duplication of work because the data are now saved in the app; earlier, they had to be careful to avoid losing information through torn, missing, and wet pages. It also facilitated the reporting of data to the clinic because they did not have to carry multiple registers.

For vaccination, the parents should be connected with the nearby health facility, which was missing previously. Parents keen to get their children vaccinated didn’t have enough information about the vaccination status of their children and which health facility to go for vaccination. It is resolved through this app. [CHW Shebar]

Before, when we came across someone who asked for the vaccination status of their child, it was difficult for us because the register was at home. But now the same register is in our pocket. We can register children on the spot and share any information if they need it. [CHW Baharak]

The positive influence of the app on the community was pointed out by the CHWs. In case the outreach team was unable to vaccinate a child, the mother could bring the child to the facility for vaccination. The app also helped the CHWs respond to community questions. The CHWs were pleased about improved reporting mechanisms and having information at hand through the mobile phone when asked by their supervisors. The CHWs reported personal development through the app. The app not only helped them get acquainted with digital technology but also improved their knowledge base regarding MNCH services.

My knowledge about the MNCH services was low before the introduction of this app, and I wasn’t able to respond to some of the mothers’ queries. But now, I have gone through the videos many times, and it has helped me to understand MNCH services such as ANC, PNC, breastfeeding, immunization, and family planning. [CHW Shebar 2]

From the perspective of reporting, it has helped us in a great way. We were unable to give the right report to the health facility before this app. They weren’t even happy with our work. But now, the reporting is good, and we are not losing any data. [FGD 4 Ishkashim]

Task-Technology Fit

Task-technology fit was defined as the capability of the app to facilitate the designated tasks of the end users including interoperability (ie, how the technology interacts with the management information system interface).

Pakistan

The LHWs expressed that all the work and data entry they did in multiple registers was now being done in a single mobile phone, eliminating the need to carry multiple heavy registers in the field for data recording. They also used the app to identify defaulter children for routine immunization. The LHWs were happy with the online data synchronization, as it will highlight their hard work for higher management. Nevertheless, the LHWs noted their frustration over not being able to edit or delete the client records. This required them to reenter data, which then created duplicate registrations. One LHW shared that because the baby was not named at the time of registration, she had to register the child again as the app would not allow her to edit the baby’s name. Also, some features present in the LHW register were reported missing in the app. The app did not include the monthly plans made by the LHWs nor the community chart that includes the total population, number of kids, and death and birth records. They also raised concerns regarding the limited options to choose from in certain categories such as nutrition and adverse outcomes in pregnant mothers.

It’s an online system, and it will highlight our hard work to the top. [LHW Booni]

There are fewer options than our registers — like if a pregnant woman has a mishap, we enter that in our register, but we can’t enter it in the app. [LHW Gakhuch Ghizer]

Afghanistan

The CHWs expressed appreciation for being able to recall client information at the touch of a button. Earlier, this level of recall was only possible by going through multiple registers. They also felt that the data are now more secure in the central server than in the registers. However, the CHWs voiced their apprehensions regarding the lack of connectivity and synchronization of data with the central server located at the Aga Khan Health Service office. They had to travel long distances every week for data transfer. The CHWs pointed to the lack of network coverage in their regions as the major hindrance to data transfer, as it requires internet connectivity. Their coordination with the health workers in facilities was also affected as they were not able to inform them of their referred cases in time. They also raised concerns regarding the lack of editing and deleting options in the app. This was a problem, as this did not allow them to edit mistakes and information. The CHWs also wanted to have the option to generate a list of children according to their gender.

This app is an ever-ready resource for us. Anytime we want something — information on the vaccine status of child or anything else — we can easily find it. [CHW Ishkashim]

http://www.jmir.org/2020/9/e18414/
The negative thing about this app is that the data are not synchronized with the portal system, and we have to travel a distance of 3 hours every week to transfer the data into the portal manually. [CHW Shebar]

Discussion

Principal Findings

Although the importance of including end users’ perspective for effective implementation of mHealth interventions has been emphasized in the past [28], the contribution of qualitative evaluation of mHealth apps to supplement their implementation has not received much attention in most South Asian countries. This study adds important insights on the function and applicability of the Hayat mHealth app in facilitating routine work of LHW and CHWs in Pakistan and Afghanistan, respectively.

Our findings show that most of the LHWs and CHWs found the app easy to use and it facilitated day-to-day tasks in Pakistan and Afghanistan. Table 2 compares the characteristics of the sampled participants. While the mean age of participants was 39 years in both countries, the level of education and years of experience were higher in participants from Pakistan compared with participants in Afghanistan. The reason for these differences is that LHWs in Pakistan are paid government employees whereas CHWs in Afghanistan work as volunteers. Furthermore, the LHWs are required to have completed at least matriculation, whereas there is no such requirement for recruitment of CHWs. Even though the 2 populations differ significantly, the findings related to the operability and usefulness of the app were largely similar in both countries. However, the app was being used for the full range of MNCH services in Pakistan in contrast to Afghanistan, where its use was limited to client registration, education, referral, and immunization. The app was found to be useful on many fronts; some of the encouraging results highlighted in this study included improvement of service delivery planning, time management and efficiency, accuracy of collected data, communication with caregivers, caregiver’s compliance with instructions, individual LHW performance accountability, and simplification of the work routine. CHWs in Uganda and Mozambique also felt that an mHealth app had the potential to improve their work efficiency, planning, and communication with supervisors [29]. Offline features of the app and awareness videos were reported to be most useful when conducting outreach visits, supporting the use of videorecorded health messages for raising awareness in communities. Findings reported from a study conducted in Pakistan indicated the usefulness of an offline feature; however, awareness videos on routine immunization were reported as a less-used feature by the vaccinators [13].

Simultaneously, findings of this study also highlighted the challenges faced by end users in remote and hard-to-reach areas that will require addressing to maximize the utilization of the app in resource-constrained settings. First, network coverage was limited, and while the offline feature prevented data from being lost, the users still felt frustration at not being able to sync data in real-time as it then became a pending or additional task requiring their attention later. In addition, issues in communicating referrals with health facilities and traveling long distances to upload data were some of the other constraints. Second, the capacity building of digital literacy skills for those in need should be carried out on a regular basis to maximize the output of an mHealth intervention. Third, because the CHWs were fully aware of the capabilities of the dashboard and app to monitor individual performance, there was a strong sense that acknowledgment of individual performance was expected. They were not satisfied with the current supervision mechanisms, which masked individual efforts. They were judged on cumulative performance, without individual acknowledgment, creating grounds for favoritism and unjust admonishment. The study also highlighted that the CHWs hoped that the app would help address the need to constantly prove their efforts to their supervisors and dedication to the program, especially in Afghanistan, where they are volunteers [6].

Our study showed that management of data was facilitated, reducing missing and erroneous entries and improving transparency and accountability. Multiple ways of registration allowed for many ways to recall data if one form of information was lost. The CHWs were also excited about the possibility of abolishing registers that were a hassle to work with. CHWs using the Geohealth app in Brazil also reported that replacing paper with the app greatly reduced the load they carried into the field [30].

Technical issues highlighted during the study need to be considered because they strongly contribute to the usability of the app; if not corrected, these issues ultimately threaten uptake. A study in São Paulo, Brazil highlighted that the technical characteristics of an app should align with the task features of CHWs for it to be operable, useful, and sustainable. It also highlighted the need to involve end users in assessing the technical barriers in hardware and software to maximize the utilization of an mHealth app [30].

The benefits of equipping health workers with data management technologies to improve the continuity of care in hard-to-reach populations have been established in the existing literature. Global examples revealed high levels of acceptance and willingness to learn despite lack of experience with such tools [31-33]. It also shows that the use of mHealth apps by CHWs has improved outreach services, data collection and management, and outreach activities [34,35]. Moreover, a digital app has the potential to improve users’ knowledge, skills, and performance [36-38]. The literature shows that the contribution of an app to the improvement of health outcomes depends on its perceived usefulness and usability by the users. It highlights the role of the users in the successful implementation of an mHealth app [39,40]. The usefulness of the mHealth app for CHWs is centered on the ease of integration into the routine workflow, improved capacity to deliver follow-up services, less paperwork, organization of data, and abolishing the paper-based registers [30-41]. Moreover, a boost in the CHWs motivation when provided with mobile phones was reported in a study conducted by Madon et al [37].
Strengths and Limitations

Iterative qualitative methods used to explore the experiences of the end users helped identify factors influencing the uptake of the digital app.

The participants’ responses may have been skewed towards being socially acceptable, hence creating a social desirability bias. Because this study involved cell phones (desired product), the bias might be significant. Several strategies were adopted to avoid or limit any social desirability bias. The FGD participants were volunteers, and the FGDs were conducted at a time and place convenient to the participants to make them feel comfortable [42]. Interviewees were only provided a brief overview of the study at the beginning to avoid preparing respondents to answer in a socially acceptable way [43]. Moreover, the interviews were conducted by an experienced moderator that strived to create an open and comfortable atmosphere for the participants to share their viewpoints and experiences [44]. The participants were assured that there was no incorrect answer, their responses would not affect their participation or lead to their mobile phones (given as part of the study) being taken away, and the FGD was about hearing their diverse views and understanding their feelings. They were also encouraged to support their views with personal experiences [45]. These strategies collectively provided confidence that any social desirability bias was reduced.

Conclusions

Involving end users is necessary for successful integration of an mHealth app into existing programs. Qualitatively evaluating the digital app from the lens of operability, usefulness, and task-technology fit provided us with a broader picture of the factors that could affect its uptake in the longer term. Our findings indicate that the app being in the local language, supplemented with a simple interface, made it easy for the CHWs to adopt and use it. It saved time, organized the work routine, removed the need to work with manual data registers, and promoted accountability. The relevance of this study extends beyond the 2 countries to similar LMIC settings.
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Abstract

Background: The World Health Organization recommended HIV self-testing (HIVST) for individuals practicing unsafe sexual behaviors; however, the adherence to HIV testing has not been reported.

Objective: In this study, we attempted to determine the adherence to HIVST among men who have sex with men (MSM), as well as the impact factors and potential effects of their adherence.

Methods: We conducted a longitudinal study among MSM in Harbin, Heilongjiang province, China from July 1, 2017 to June 30, 2018. A mobile app system was used to provide the “Mailing rapid test reagent kit” for the HIVST service. The proportion of those who adhered to HIV testing every 3 months was calculated. Logistic regression was used to explore the impact factors related to adherence to HIVST. Rates of HIV infection between MSM who adhered to HIVST and those who did not were compared using Cox proportional hazards regression. Changes of condom use behaviors between the two groups were also compared using the chi-square test.

Results: A total of 1315 MSM who received the HIVST service through the app were included in the study. Overall, 10% of the MSM adhered to HIVST, and the proportion of adhering tests was only 34.9%. Adherence of HIVST was associated with marital status (adjusted odds ratio [OR] unmarried vs married 2.31, 95% CI 1.13-4.71) and the number of HIV tests they received (adjusted OR 3 times vs 2 times or below 3.36, 95% CI 2.01-5.63; adjusted OR 4 times or above vs 2 times or below 7.30, 95% CI 4.67-11.42). Twenty HIV seroconversions were observed during 1-year follow up. The rate of HIV infection in the adherence group (17.10 per 100 person years, 95% CI 8.80-30.84) was significantly higher than that in the nonadherence group (4.80 per 100 person years, 95% CI 2.77-7.88; adjusted hazard ratio 3.33, 95% CI 1.35-8.20). Those who adhered to HIV testing were more likely to improve condom use behaviors, although the difference was not statistically significant.

Conclusions: Regular HIV testing is necessary for early detection of HIV infection among MSM. Given the poor adherence, a new internet-based management paradigm for MSM is needed to raise their health awareness to optimize the implementation of HIVST.

(J Med Internet Res 2020;22(9):e19627) doi:10.2196/19627
Introduction

Promoting HIV testing is an essential way to achieve the first 90% of the World Health Organization (WHO)’s “90-90-90” target (90% detection, 90% treatment, 90% viral suppression) [1]. However, in 2017, the gap to reach this first 90% remained large, with a worldwide detection rate of HIV infection of 75%, and about 30% of HIV-infected patients in China did not know their status [2,3]. The proportion was even larger among men who have sex with men (MSM); a systematic review indicated that about half of the MSM in China had not been tested for HIV [4]. In 2018, the theme of World AIDS Day was “Know Your Status,” which aimed to close the gap and expand HIV testing [5].

For key populations at high risk of HIV exposure, such as MSM, only paying attention to whether or not testing is performed is insufficient because it cannot reflect whether the frequency and regularity of HIV testing are appropriate [6,7]. Regular HIV testing is necessary for the early detection and treatment of HIV infection among MSM [8]. Considering the time window of 3-12 weeks of HIV detection along with the technical advances in HIV rapid test reagents, the Chinese Center for Disease Control and Prevention (CDC) recommended that sexually active MSM undergo HIV testing every 3 months, which is consistent with the recommendation of the US CDC and more frequent than the interval of 6-12 months recommended by the WHO in 2007 [8-10]. Despite the recommendation, it is important to examine the actual adherence to HIV testing among MSM to provide guidance for interventions. The Chinese government has made substantial effort in expanding HIV testing, with the number of HIV testing services provided by medical institutions increasing from 100 million in 2012 to 230 million in 2019 [11]. However, due to the anonymity in providing HIV testing services, it has not been possible to calculate the number of individuals who received HIV testing, let alone the testing frequency and adherence. Moreover, previous epidemiological studies rarely revealed the adherence to HIV testing but rather focused on the HIV testing rate or HIV testing uptake by examining whether MSM received HIV testing or not during the study period [12,13]. In addition, previous cross-sectional studies were not able to evaluate the real-world HIV testing adherence, as calculating this index requires follow-up observation, and participants in cohort studies and trials were influenced by the researchers’ reminders for receiving HIV testing and other services to avoid loss to follow up. In addition, questionnaire-based frequency of HIV testing might be a biased estimation, because the reporting bias was hard to measure.

Considering the inconvenience and perceived stigma raised from conventional facility-based HIV testing, HIV self-testing (HIVST) has been supported by 23 countries and was strongly recommended in the 2016 WHO guideline. HIVST is a process in which a person collects his/her own specimen (oral fluid or blood), performs a test, and interprets the result, often in a private setting, either alone or with a trusted person [14]. The “Thirteenth Five-year Plan” (2017-2022) for HIV prevention and control in China also supports HIVST [15,16]. Currently, with the increasing popularity of mobile devices and the rise in online sexual partners-seeking behaviors through mobile apps among MSM, a new method of HIVST named “Mailing rapid test reagent kit” has been conducted around the world. The implementation of this testing method, which combines internet technology with HIV testing and counseling services of community-based organizations, showed good acceptability and feasibility among MSM [17-19]. These findings shed light on the importance of the adherence to HIVST for development of HIVST policy and intervention methods. In the present study, we conducted a real-world longitudinal analysis of use of the “Mailing rapid test reagent kit” app for HIVST. We aimed to examine the adherence to HIV testing among MSM, as well as the impact factors and potential effects of their adherence.

Methods

Study Design and Setting

A longitudinal study was undertaken in Harbin, Heilongjiang province, China from July 1, 2017 to June 30, 2018. The participants were enrolled by the KangTong clinic, which is a community-based organization for MSM in Harbin. This site was chosen because it is the largest and most professional community-based organization in Harbin that could provide HIV testing services for MSM, and was considered to be the most acceptable site among MSM. In addition, the KangTong clinic uses the “Mailing rapid test reagent kit” as the main HIV testing service.

The inclusion criteria of participants were: (1) biologically male, (2) had anal sex with a man at least once in their life, (3) 15 years or older, (4) no difficulty in using the HIVST app, (5) willing to complete questionnaires of the study, and (6) willing to provide written informed consent. Participant recruitment was conducted continuously for a 1-year period. During recruitment, researchers and trained staff of the KangTong clinic publicized the HIVST app to MSM through electronic media (such as WeChat, QQ, and other geosocial networking apps) and offline venues (such as in clinics, parks, and bars) with the help of publicity posters and pictures. The HIVST app’s functions were introduced to participants by trained staff. The privacy policy was specifically explained to the participants, including: (1) the encrypted test result reports are only sent to the user through the app by an authorized person at the KangTong clinic; (2) the information collected will be kept confidential and anonymized; (3) if participants need consulting services related to the test results, the consulting service will be implemented in a one-to-one manner by trained staff of the community-based organization, and the process of consulting will also protect participants’ privacy. At the beginning of the registration, an electronic informed consent form was provided via the app. After completing registration and becoming familiar with HIVST functions, the community-based organization’s staff routinely informed participants of the benefits of HIV
testing and encouraged them to receive the HIVST service through the app at any time as needed; however, no specific interventions on the frequency of using the HIVST service were implemented. Thus, we observed the frequency of using HIVST services based on individual behavior so as to best reflect adherence in a real-world situation.

Based on the frequency and interval between two adjacent HIVSTs, participants who met the following criteria were defined as the adherence group: (1) no interval between two adjacent HIV tests exceeded 100 days (including 100 days) and (2) the period between the date of the last HIV test and endpoint of this study (June 30, 2018) was less than or equal to 100 days. Participants who did not meet at least one of the above criteria were defined as the nonadherence group. However, for those with HIV seroconversion, if the last HIV test result was positive, and no further tests were required once an HIV infection was confirmed, the second criterion of adherence/nonadherence grouping was no longer considered. The threshold of 100 days was set according to the 3-month HIV testing interval recommended by the Chinese CDC, with consideration of weekends and holidays when the mail might be delayed. The primary outcome was adherence to HIV testing among MSM, and we also explored the impact factors of HIV testing adherence. The secondary outcomes were the rate of HIV infection and changes of condom use behaviors between the adherence and nonadherence groups.

Ethics approval for this study was obtained from the Peking University Institutional Review Board (IRB00001052-16016).

**HIVST Procedures**

A new method of delivering the HIVST service “Mailing rapid test reagent kit” was supported by the KangTong clinic and provided to MSM through a mobile app. The procedure for using the app for HIVST was as follows: (1) click the “Get the test kit” button, and fill in a questionnaire related to sociodemographic characteristics, sexual behaviors, and condom use information; (2) fill in the phone number and address information used to mail the test kit; (3) pay a deposit (¥100, approximately US $14.22) through the app; (4) KangTong clinic sends a package including the HIV rapid test reagent kit (Alere Determine@) and two condoms to the user (the kit was provided free of charge, but an express shipping fee of ¥10 [approximately US $1.42] was required); (5) complete the HIVST using the test kit (a “How to use” button is available on the app including a tutorial video); (6) take a clear picture of the test kit and upload it to the KangTong clinic as required through the app interface (using the “Upload the picture” button); (7) the KangTong clinic generates an HIV testing report for the user in the app system showing the result (“Negative” or “Positive”) and date of this HIVST; (8) after receiving the report, the user can click the “Return your deposit” button, and get their deposit back (see Figure 1 and Figure 2). In addition, if a user’s test result was HIV positive, the staff of KangTong clinic would contact the user by phone initially. After checking basic information of the user to avoid contacting the wrong person, the staff would explain the meaning of the test result to the user and persuade him to come to the local CDC to confirm the HIV status accompanied by a staff member of the clinic. If the result was confirmed to be HIV-positive, the community-based organization’s staff would provide the psychological counseling service and help the user contact the local CDC for further treatment. The participant was informed of the availability of these follow-up services by community-based organization staff at the time of recruitment.

To protect user privacy, the encrypted test results were only sent to the user through the app by an authorized person at the KangTong clinic. The user could view the report after logging into the app. The user’s phone number and address were only used to mail the test kit and are kept confidential.
Statistical Analysis

We calculated the proportion of MSM who adhered to HIV testing, and then compared characteristics between the adherence and nonadherence groups using the chi-square test. We used multiple imputations to deal with missing data in the variables of age, marital status, and age of first anal sex with a man because there was a less than 10% missing rate for these three variables. Univariate and multivariate logistic regression analyses were used to explore the impact factors of HIV testing adherence. For sensitivity analysis, different multivariate logistic regression models were constructed by adjusting using different variables to verify the stability of impact factors, and different multivariate logistic regression models were also constructed using original data with missing values. As another method to evaluate participants’ adherence to HIV testing, we also calculated the proportion of adhering tests. If the interval between a given HIV test and the previous test was shorter than 100 days (including 100 days), the given HIV test was defined as an “adhering test.” The proportion of adhering tests was calculated as the total number of adhering tests among participants divided by the total number of tests, excluding their first HIV tests.

Participants with at least two HIV test results were also included in the analysis to calculate the rates of HIV infection in the two
Because the enrollment time of each user was different, the follow-up period for each user was calculated individually. The date of HIV seroconversion was defined as the midway point between the last negative test date and the first positive test date. Univariate and multivariate Cox proportional hazards regression analyses were used to estimate the hazard ratio, reported with 95% CIs and P values, to compare the ability to detect HIV seroconversions according to adherence to HIV testing. The multivariate Cox proportional hazards regression model was adjusted for age, condom use behavior, and other sexually transmitted diseases (STDs).

The condom use behavior data were analyzed as a categorical variable based on the questionnaire response about condom use: “Never,” “Ever,” “Consistent,” and “Uncertain.” We considered the consistent use of condoms as a protective behavior. We divided the change of condom use behaviors into three categories: “Better,” “Worse,” and “Other.” “Better” means that the users changed their behavior to a more protective category (such as changing from “Never” to “Ever,” “Never” to “Consistent,” or “Ever” to “Consistent”), or maintained as “Consistent” (including individuals whose baseline information of condom use was uncertain, but consistent use of condom was reported in the follow up). “Worse” means that the users changed the behavior to a more unsafe category (such as changing from “Ever” to “Never,” “Consistent” to “Ever,” or “Consistent” to “Never”). “Other” means that the users’ condom use behaviors were maintained in the less protective categories (“Never” and “Ever”) and other conditions with uncertain condom use behavior. Participants with at least two HIV test results were included in the analysis to reflect the change of condom use behaviors. We compared the changes of condom use behaviors between the adherence and nonadherence groups using the chi-square test.

A two-sided P value of .05 or less was regarded as significant. The data were verified and statistical analyses were performed with SAS version 9.4 (SAS Institute, Inc., Cary, NC, USA) and SPSS version 21.0 (IBM Corp).

### Results

From July 1, 2017 to June 30, 2018, a total of 2702 MSM were recorded as registered users of the app. Among them, 1677 (62.07%) MSM received the HIVST service and uploaded the test results. Data of 1315 app users were included in the final analysis and divided into the adherence group (n=131, 9.96%) and nonadherence group (n=1184, 90.04%) based on the intervals of their HIVSTs. Those who were confirmed to be HIV-positive at the first test (n=144) were excluded, and 218 MSM who only had one HIV test record and the period between their test date and endpoint of this study was shorter than 100 days were also excluded, because we could not confirm whether or not they would adhere to HIV testing (see Figure 3). A total of 2634 HIVSTs were received by the 1315 MSM. Among them, 920 HIVSTs (34.93%) were determined to be adhering tests.

As shown in Table 1, the majority of the 1315 MSM were unmarried and had attained higher education of university/college or above. With respect to sexual behaviors, although the majority of the participants reported first having anal sex with a man between 19 and 25 years of age, nearly a third of the participants reported their first such encounter when they were underage (≤18 years). Most of the MSM had always used the internet and some apps to seek sexual partners instead of traditional offline venues. Nearly 10% of the participants reported having had 3 or more casual man sex partners (9.1%) in the past 6 months, and approximately 15% also reported having had sex with women. With respect to drug use behaviors, approximately a quarter of the MSM used drugs (including methamphetamine, Rush Poppers, and other hallucinogens) to enhance sex. Approximately 10% reported a diagnosis of syphilis and other STDs.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=1315), n (%)</th>
<th>Adherence to HIV testing (n=131), n (%)</th>
<th>Nonadherence to HIV testing (n=1184), n (%)</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic and social characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>362 (27.53)</td>
<td>33 (25.2)</td>
<td>329 (27.79)</td>
<td>3.451</td>
<td>2</td>
<td>.18</td>
</tr>
<tr>
<td>26–40</td>
<td>525 (39.92)</td>
<td>46 (35.1)</td>
<td>479 (40.46)</td>
<td>476.571</td>
<td>2</td>
<td>.00</td>
</tr>
<tr>
<td>≥41</td>
<td>428 (32.55)</td>
<td>52 (39.7)</td>
<td>376 (31.76)</td>
<td>4.352</td>
<td>2</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>222 (16.88)</td>
<td>15 (11.5)</td>
<td>207 (17.48)</td>
<td>6.123</td>
<td>2</td>
<td>.04</td>
</tr>
<tr>
<td>Unmarried</td>
<td>1038 (78.94)</td>
<td>111 (84.7)</td>
<td>927 (78.29)</td>
<td>22.34</td>
<td>2</td>
<td>.00</td>
</tr>
<tr>
<td>Divorced or widowed</td>
<td>50 (4.18)</td>
<td>5 (3.8)</td>
<td>50 (4.22)</td>
<td>0.63</td>
<td>2</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>188 (14.30)</td>
<td>16 (12.2)</td>
<td>172 (14.53)</td>
<td>7.89</td>
<td>2</td>
<td>.05</td>
</tr>
<tr>
<td>High school</td>
<td>284 (21.60)</td>
<td>24 (18.3)</td>
<td>260 (21.96)</td>
<td>12.78</td>
<td>2</td>
<td>.00</td>
</tr>
<tr>
<td>University/college or above</td>
<td>843 (64.11)</td>
<td>91 (69.5)</td>
<td>752 (63.51)</td>
<td>20.39</td>
<td>2</td>
<td>.00</td>
</tr>
<tr>
<td><strong>Sexual behaviors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age of first anal sex with a man (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>373 (28.37)</td>
<td>32 (24.4)</td>
<td>341 (28.80)</td>
<td>13.98</td>
<td>3</td>
<td>.04</td>
</tr>
<tr>
<td>19–25</td>
<td>689 (52.40)</td>
<td>71 (54.2)</td>
<td>618 (52.20)</td>
<td>17.62</td>
<td>3</td>
<td>.00</td>
</tr>
<tr>
<td>26–40</td>
<td>203 (15.44)</td>
<td>23 (17.6)</td>
<td>180 (15.20)</td>
<td>17.62</td>
<td>3</td>
<td>.00</td>
</tr>
<tr>
<td>≥41</td>
<td>50 (3.80)</td>
<td>5 (3.8)</td>
<td>45 (3.80)</td>
<td>0.12</td>
<td>3</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Sex role</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insertive only</td>
<td>475 (36.12)</td>
<td>56 (42.7)</td>
<td>419 (35.39)</td>
<td>2.34</td>
<td>2</td>
<td>.91</td>
</tr>
<tr>
<td>Receptive only</td>
<td>322 (24.49)</td>
<td>30 (22.9)</td>
<td>292 (24.66)</td>
<td>1.23</td>
<td>2</td>
<td>.92</td>
</tr>
<tr>
<td>Both</td>
<td>518 (39.39)</td>
<td>45 (34.4)</td>
<td>473 (39.95)</td>
<td>20.39</td>
<td>2</td>
<td>.00</td>
</tr>
<tr>
<td><strong>Place for seeking sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline venues (eg, bars, parks)</td>
<td>269 (20.46)</td>
<td>21 (16.0)</td>
<td>248 (20.95)</td>
<td>3.98</td>
<td>1</td>
<td>.04</td>
</tr>
<tr>
<td>Internet/software/app</td>
<td>1046 (79.54)</td>
<td>110 (84.0)</td>
<td>936 (79.05)</td>
<td>1.23</td>
<td>2</td>
<td>.91</td>
</tr>
<tr>
<td><strong>Number of regular man sexual partners in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>543 (41.29)</td>
<td>51 (38.9)</td>
<td>492 (41.55)</td>
<td>3.499</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td>1</td>
<td>514 (39.09)</td>
<td>50 (38.2)</td>
<td>464 (39.19)</td>
<td>3.499</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td>2</td>
<td>174 (13.23)</td>
<td>25 (19.1)</td>
<td>149 (12.58)</td>
<td>3.499</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td>3 or above</td>
<td>84 (6.39)</td>
<td>5 (3.8)</td>
<td>79 (6.67)</td>
<td>3.499</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td><strong>Number of casual man sexual partners (with no money transaction) in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>735 (55.89)</td>
<td>68 (51.9)</td>
<td>667 (56.33)</td>
<td>3.22</td>
<td>3</td>
<td>.33</td>
</tr>
<tr>
<td>1</td>
<td>295 (22.43)</td>
<td>28 (21.4)</td>
<td>267 (22.55)</td>
<td>3.22</td>
<td>3</td>
<td>.33</td>
</tr>
<tr>
<td>2</td>
<td>165 (12.55)</td>
<td>23 (17.5)</td>
<td>142 (11.99)</td>
<td>3.22</td>
<td>3</td>
<td>.33</td>
</tr>
<tr>
<td>3 or above</td>
<td>120 (9.13)</td>
<td>12 (9.2)</td>
<td>108 (9.12)</td>
<td>3.22</td>
<td>3</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Sex with male sex workers in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1256 (95.51)</td>
<td>123 (93.9)</td>
<td>1133 (95.69)</td>
<td>0.891</td>
<td>1</td>
<td>.35</td>
</tr>
<tr>
<td>Yes</td>
<td>59 (4.49)</td>
<td>8 (6.1)</td>
<td>51 (4.31)</td>
<td>0.891</td>
<td>1</td>
<td>.35</td>
</tr>
</tbody>
</table>
The baseline characteristics of MSM from the adherence and nonadherence groups were similar, with no significant differences observed in terms of sociodemographic characteristics and sexual behaviors. However, some notable differences were found between the groups, including a larger proportion of HIV seroconversions in the adherence group than in the nonadherence group, and MSM in the adherence group tended to have more HIVSTs compared with those in the nonadherence group (Table 1).

Regression analysis showed that MSM who were unmarried were more likely than those who were married to women to adhere to HIVST. In comparison with MSM who had 2 or less HIVSTs, those who had 3 or more tests were more likely to adhere to HIVST (Table 2). No other significant factors contributing to HIVST adherence were found among the sexual behaviors and STD variables. The results remained stable in sensitivity analysis when variables were adjusted differently in different multivariate logistic regression models (see Multimedia Appendix 1).

At 1-year follow-up, a total of 20 seroconversions were found, including 8 in the adherence group and 12 in the nonadherence group. The rate of HIV infection in the adherence group was significantly higher than that in the nonadherence group (Table 3).

With respect to condom use behaviors, almost half of the MSM used condoms consistently in their recent anal sex with men at baseline at the time of their first HIV tests, and only 1.5% never used a condom. The differences in condom use behaviors between the two groups were not significant at baseline ($\chi^2=3.096, P=.38$; Table 4). However, most of the MSM had changed the behaviors to a better level or maintained the consistent use of condoms by the 1-year follow-up. In addition, the proportion of MSM whose behaviors became “Better” was higher in the adherence group than that in the nonadherence group when comparing the behaviors at their second HIV tests to the baseline, and the result was similar when comparing the behaviors at their fourth HIV tests to the baseline; although none of the differences between the two groups was statistically significant, the implications are meaningful (Table 5, Multimedia Appendix 2). The proportions of behaviors becoming “Better” in the two groups were similar when comparing the third HIV testing to the baseline (see Table 5, Multimedia Appendix 2).
## Table 2. Impact factors of HIV self-testing (HIVST) adherence.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Proportion, % (n/N)</th>
<th>OR ^b (95%CI)</th>
<th>P value</th>
<th>AOR ^c (95%CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic and social characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>9.1 (33/362)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>26-40</td>
<td>8.8 (46/525)</td>
<td>0.99 (0.61-1.59)</td>
<td>.96</td>
<td>0.99 (0.58-1.70)</td>
<td>.98</td>
</tr>
<tr>
<td>≥41</td>
<td>12.1 (52/428)</td>
<td>1.44 (0.90-2.30)</td>
<td>.13</td>
<td>1.66 (0.96-2.90)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>6.8 (15/222)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Unmarried</td>
<td>10.7 (111/1038)</td>
<td>1.65 (0.94-2.88)</td>
<td>.08</td>
<td>2.31 (1.13-4.71)</td>
<td>.02</td>
</tr>
<tr>
<td>Divorced or widowed</td>
<td>9.1 (5/55)</td>
<td>1.36 (0.47-3.92)</td>
<td>.57</td>
<td>1.27 (0.41-3.94)</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>8.5 (16/188)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>High school</td>
<td>8.5 (24/284)</td>
<td>0.99 (0.51-1.92)</td>
<td>.98</td>
<td>0.89 (0.44-1.80)</td>
<td>.74</td>
</tr>
<tr>
<td>University/college or above</td>
<td>10.8 (91/843)</td>
<td>1.30 (0.75-2.27)</td>
<td>.35</td>
<td>0.96 (0.52-1.79)</td>
<td>.91</td>
</tr>
<tr>
<td><strong>Sexual behaviors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age of first anal sex with a man (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>8.6 (32/373)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>19-25</td>
<td>10.3 (71/689)</td>
<td>1.24 (0.80-1.93)</td>
<td>.33</td>
<td>1.23 (0.76-1.98)</td>
<td>.41</td>
</tr>
<tr>
<td>26-40</td>
<td>11.3 (23/203)</td>
<td>1.35 (0.77-2.38)</td>
<td>.30</td>
<td>1.69 (0.86-3.31)</td>
<td>.13</td>
</tr>
<tr>
<td>≥41</td>
<td>10.0 (5/50)</td>
<td>1.05 (0.36-3.08)</td>
<td>.93</td>
<td>1.55 (0.46-5.20)</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Sex role</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insertive only</td>
<td>11.8 (56/475)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Receptive only</td>
<td>9.3 (30/322)</td>
<td>0.77 (0.48-1.23)</td>
<td>.27</td>
<td>0.88 (0.52-1.48)</td>
<td>.63</td>
</tr>
<tr>
<td>Both</td>
<td>8.7 (45/518)</td>
<td>0.71 (0.47-1.08)</td>
<td>.11</td>
<td>0.79 (0.51-1.24)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Place for seeking sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline venues (eg, bars, parks)</td>
<td>7.8 (21/269)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Internet/software/app</td>
<td>10.5 (110/1046)</td>
<td>1.39 (0.85-2.26)</td>
<td>.19</td>
<td>1.50 (0.89-2.54)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Number of regular man sexual partners in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>9.4 (51/543)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>9.7 (50/514)</td>
<td>1.04 (0.69-1.57)</td>
<td>.85</td>
<td>0.87 (0.54-1.40)</td>
<td>.57</td>
</tr>
<tr>
<td>2</td>
<td>14.4 (25/174)</td>
<td>1.62 (0.97-2.70)</td>
<td>.07</td>
<td>1.35 (0.72-2.54)</td>
<td>.36</td>
</tr>
<tr>
<td>3 or above</td>
<td>6.0 (5/84)</td>
<td>0.61 (0.24-1.58)</td>
<td>.31</td>
<td>0.50 (0.18-1.39)</td>
<td>.19</td>
</tr>
<tr>
<td><strong>Number of casual man sexual partners (with no money transaction) in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>9.3 (68/735)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>9.5 (28/295)</td>
<td>1.03 (0.65-1.63)</td>
<td>.91</td>
<td>0.92 (0.54-1.55)</td>
<td>.75</td>
</tr>
<tr>
<td>2</td>
<td>13.9 (23/165)</td>
<td>1.59 (0.96-2.64)</td>
<td>.07</td>
<td>1.12 (0.62-2.05)</td>
<td>.70</td>
</tr>
<tr>
<td>3 or above</td>
<td>10.0 (12/120)</td>
<td>1.09 (0.57-2.08)</td>
<td>.79</td>
<td>1.12 (0.53-2.33)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Had sex with male sex workers in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9.8 (123/1256)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>13.6 (8/59)</td>
<td>1.45 (0.67-3.11)</td>
<td>.35</td>
<td>1.56 (0.66-3.71)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Had sex with women in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10.5 (116/1109)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Proportion, % (n/N)(^a)</td>
<td>OR(^b) (95%CI)</td>
<td>(P) value</td>
<td>AOR(^c) (95%CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>---------------------------------------------------</td>
<td>-----------------------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>-------------------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>Drug use for enhancing sex in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9.3 (93/1004)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>12.2 (38/311)</td>
<td>1.36 (0.91-2.04)</td>
<td>.13</td>
<td>1.20 (0.75-1.92)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>STDs(^e)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Have other STDs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9.9 (117/1180)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>10.4 (14/135)</td>
<td>1.05 (0.58-1.89)</td>
<td>.87</td>
<td>1.03 (0.54-1.94)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Number of HIVSTs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 times or below</td>
<td>5.5 (55/992)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>3 times</td>
<td>16.8 (26/155)</td>
<td>3.43 (2.08-5.67)</td>
<td>&lt;.001</td>
<td>3.36 (2.01-5.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4 times or above</td>
<td>29.8 (50/168)</td>
<td>7.22 (4.70-11.08)</td>
<td>&lt;.001</td>
<td>7.30 (4.67-11.42)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Proportion=number of participants in adherence group/total number of participants in the category.

\(^b\)OR: odds ratio.

\(^c\)AOR: adjusted odds ratio; all characteristics were adjusted in the multivariate logistic model.

\(^d\)N/A: not applicable.

\(^e\)STD: sexually transmitted disease.

### Table 3. Comparison of HIV infection rates of the adherence and nonadherence groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Seroconversions</th>
<th>Person years</th>
<th>Rate(^a) (95% CI)</th>
<th>HR(^b) (95%CI)</th>
<th>(P) value</th>
<th>AHR(^c) (95%CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total(^d)</td>
<td>20</td>
<td>296.69</td>
<td>6.74 (4.38-10.00)</td>
<td>N/A(^e)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Nonadherence to HIV testing</td>
<td>12</td>
<td>249.91</td>
<td>4.80 (2.77-7.88)</td>
<td>1.00</td>
<td>N/A</td>
<td>1.00</td>
<td>N/A</td>
</tr>
<tr>
<td>Adherence to HIV testing</td>
<td>8</td>
<td>46.77</td>
<td>17.10 (8.80-30.84)</td>
<td>3.48 (1.42-8.54)</td>
<td>.006</td>
<td>3.33 (1.35-8.20)</td>
<td>.009</td>
</tr>
</tbody>
</table>

\(^a\)Rate is calculated as the number of seroconversions per 100 person years.

\(^b\)HR: hazard ratio.

\(^c\)AHR: adjusted hazard ratio; multivariate Cox proportional hazards model adjusted for age, condom use behaviors, and other sexually transmitted diseases.

\(^d\)A total of 680 men who have sex with men with 2 or more HIV tests were included in this analysis.

\(^e\)N/A: not applicable.

### Table 4. Comparison of baseline condom use behaviors in the adherence and nonadherence groups.

<table>
<thead>
<tr>
<th>Condom usage</th>
<th>Total (N=680), n (%)</th>
<th>Adherence to HIV testing (n=131), n (%)</th>
<th>Nonadherence to HIV testing (n=549), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>10 (1.5)</td>
<td>4 (3.1)</td>
<td>6 (1.1)</td>
</tr>
<tr>
<td>Ever</td>
<td>162 (23.8)</td>
<td>30 (22.9)</td>
<td>132 (24.0)</td>
</tr>
<tr>
<td>Consistent</td>
<td>305 (44.9)</td>
<td>56 (42.7)</td>
<td>249 (45.4)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>203 (29.8)</td>
<td>41 (31.3)</td>
<td>162 (29.5)</td>
</tr>
</tbody>
</table>
Table 5. Comparison of condom use behavior changes in the adherence and nonadherence groups.

<table>
<thead>
<tr>
<th>Testing interval</th>
<th>Adherence to HIV testing, n (%)</th>
<th>Nonadherence to HIV testing, n (%)</th>
<th>$\chi^2$ (df=2)</th>
<th>$P$ value</th>
</tr>
</thead>
</table>
| **Second test vs first test**  
(n=680)                      |                                 |                                    |                |           |
| Better                 | 65 (49.6)                       | 244 (44.5)                         | 1.202          | .55       |
| Worse                  | 15 (11.5)                       | 65 (11.8)                          |                |           |
| Other                  | 51 (38.9)                       | 240 (43.7)                         |                |           |
| **Third test vs first test**  
(n=323)                      |                                 |                                    | .539           | .76       |
| Better                 | 31 (40.8)                       | 103 (41.7)                         |                |           |
| Worse                  | 12 (15.8)                       | 31 (12.6)                          |                |           |
| Other                  | 33 (43.4)                       | 113 (45.7)                         |                |           |
| **Fourth test vs first test**  
(n=168)                      |                                 |                                    | 1.109          | .57       |
| Better                 | 29 (58.0)                       | 58 (49.1)                          |                |           |
| Worse                  | 4 (8.0)                         | 12 (10.2)                          |                |           |
| Other                  | 17 (34.0)                       | 48 (40.7)                          |                |           |

Discussion

Principal Findings

In this study, we estimated the HIV adherence among MSM using first-hand data recorded by the app of HIVST, demonstrating that about 90% of MSM do not adhere to HIV testing as recommended by the Chinese CDC without targeted intervention. The proportion was much higher than that lost to follow up (23%-54%) reported by cohort studies and trials that provided HIV testing services [20-22]. In addition, the proportion of adhering tests was only 34.9%. These results indicate the need to focus on the poor HIV testing adherence among MSM.

The negative attitude of MSM toward regular HIVST might be related to certain social and cultural factors. First, MSM may not have sufficient awareness of the need for regular HIV testing because of the lack of related publicity and education [23,24]. The education of HIV testing for MSM has mainly focused on the action to persuade them to be tested and to know their HIV status; however, only focusing on whether they have had HIV test results in their lifetime and the number of tests they received is inadequate, as promoting regular HIV testing is also important [24,25]. Unfortunately, the mobilization for “regular testing” of sexually active people is inadequate all over the world [24-28]. Thus, greater awareness and habit of adhering to HIV testing need to be cultivated. In this study, we found that MSM who received more HIV testing had better HIV testing adherence (adjusted odds ratio for times 3.36, 95% CI 2.01-5.63; adjusted odds ratio for times or above 7.30, 95% CI 4.67-11.42), which showed that improving HIV testing adherence is possible once the habit of regular testing is cultivated, and targeted interventions are needed to focus on MSM who are in the habit-formation period.

Second, MSM in China still face prejudice, discrimination, and stigma associated with their sexual orientation and same-sex behavior [27]. This phenomenon is related to the social and cultural environment of China, although it has improved in recent years, which might still hinder MSMs’ adherence to HIV testing. Our study showed that MSM who were unmarried were more likely to adhere to HIV testing than those married to women (adjusted odds ratio 2.31, 95% CI 1.13-4.71). The majority of MSM who were married to women did not want to disclose their male sex behaviors and risk of HIV infection to their families. The stigma and psychological distress from privacy disclosure might prevent them from receiving HIV testing regularly [29].

Third, MSM, especially those with persistent high-risk behaviors, are prone to denial of the risk of HIV infection; thus, frequent testing may introduce greater psychological stress [27]. In addition, several studies have shown that economic factors and testing costs are the main factors restricting the use of testing services [23,27,30]. However, in our study, the testing reagent kits were provided free of charge, and only a small express fee was required, which could effectively avoid the influence of economic and cost factors on testing intentions.

We found that adhering to HIV testing regularly had two potential beneficial effects. First, it could promote case identification of HIV-infected MSM. The rate of HIV infection in the adherence group was 3.3 times higher than that in the nonadherence group (95% CI 1.35-8.20). Given the similar characteristics of sexual behaviors and STDs between the two groups, this effect of case identification was mainly attributable to the timely and regular testing, which could contribute to realization of the first “90%” in the WHO’s 90-90-90 target and improve the effectiveness of HIV testing services. Second, adhering to HIV testing might have a potential positive impact on condom use behaviors. There was a tendency for those adhering to HIV testing to be more likely to improve their condom use behavior than those who did not adhere to testing (5% better at their second HIVST, 9% better at their fourth HIVST). Although the difference was not statistically significant, this beneficial effect might be meaningful because
the goal of high-risk behavior reduction among MSM was only 10% in the “Thirteenth Five-year Plan” (2017-2022) for HIV prevention and control in China, and adhering to HIVST within the 1-year period of this study could achieve a 5% reduction in high-risk sexual behavior [9]. Tang and colleagues [31] showed that HIVST was associated with subsequent consistent condom use, which also supports our finding.

Therefore, it is necessary to improve the low level of HIV testing adherence. An internet-based HIVST service such as “Mailing rapid test reagent kit” could be a feasible method to promote the adherence and regularity of HIV testing. The main benefits of such a service include dependable privacy protection, cost-effectiveness, and acceptability [32-34]. In this study, 62.07% (1677/2702) of the registered users of the app received the HIVST service and uploaded the test results, which is much higher than the proportion of 21.4% reported by De Boni et al [35]. In addition, approximately a quarter of registered app users (680/2702) received more than one test. Moreover, the internet-based method could be used as a feasible and utilizable tool to solve the following challenges brought by use of the internet in HIV/AIDS control for MSM and to promote case identification. On the one hand, the internet has gradually become the main source of seeking sexual partners for MSM [36]. Indeed, in our study, about 80% of MSM sought sexual partners using internet software or apps, which are more convenient but also bring about more challenges for HIV transmission [37]. On the other hand, more than a quarter of the MSM in our study (28.4%) first reported having anal sex when they were underage. There is a trend that internet users tend to be younger in China [38]. Quayle and Newman [39] indicated that some images and messages with sexual inducement on the internet offered sexual motivation and interest to users, especially for minors. Therefore, it is necessary to pay attention to the internet-based HIV prevention and testing services for minors. In addition, 23.7% of the MSM in this study reported using drugs for enhancing sex, and recent studies have shown that the internet is facilitating drug trafficking [40]. Drug use could result in the loss of self-control and is often accompanied by high-risk sexual behaviors that increase the risk of HIV transmission [41].

Given that the HIV testing adherence was only 10% in this study, we should consider whether the HIVST service provided needs to be improved by considering aspects of empowerment and feasibility. Although the HIVST package is free and convenient to use, HIVST users may feel greater distress, anxiety, and less social support when testing at home, especially for the first test. However, with the increase of the number of tests, this psychological pressure will be gradually diluted [42], which further highlights the importance of regular testing. Enabling MSM to perform self-testing at home may increase their sense of empowerment or self-assurance by taking charge of their own health [43], and then eventually form a benign positive feedback mechanism. Therefore, targeted improvements of interventions along with internet-based HIVST are essential. More online health education needs to be provided to promote MSMs’ awareness of not only HIV testing but also the importance of adhering to HIV testing as far as possible to reduce the threshold of inner stigmas. In addition, improving the participants’ empowerment might be a gradual process. To cultivate their habit of adhering to HIV testing, a module can be added to internet-based HIVST tools to automatically remind MSM to receive HIV testing regularly based on their previous test records.

Limitations
Our study has several limitations. First, the 1-year observational period was relatively short, and only 20 seroconversions were found during this time, which might lead to a biased estimation of the rate of HIV infection. Second, our study was only conducted at a single site in an urban area of Harbin and overlooked the HIV testing adherence in rural areas, which will need further investigations. Finally, some people might have purchased an HIV testing kit on their own or received HIV testing in other cities, which might have resulted in underestimating the HIV testing adherence in our study. Nevertheless, our study clearly showed the adherence to the “Mailing rapid test reagent kit” HIVST service in Harbin.

To our knowledge, this is the first study that aimed to focus on adherence to HIV testing in a real-world situation. The characteristics of MSM who adhered to HIV testing regularly in this study could serve as an important external control for future studies and provide good evidence for guideline development in HIV testing services. In future studies, researchers should recruit a larger number of MSM participants at multiple centers with a much longer follow-up period to further estimate HIV testing adherence among MSM.

Conclusions
In this longitudinal study, only 10% of participants adhered to HIVST using the app of “Mailing rapid test reagent kit.” Regular HIV testing was shown to be necessary for the early detection of HIV infection and might potentially promote condom use behaviors to some extent. Our study has major practical implications for public health decisions and policymakers. In particular, more attention should be paid to encourage regular HIV testing rather than only recommending HIV testing among sexually active subpopulation at high risk of HIV exposure. HIV testing adherence could become an indicator recommended in guidelines to measure the implementation quality of HIV testing. More feasible and affordable public health management paradigms combined with internet-based methods could be implemented to promote the adherence and regularity of HIV testing.
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Abstract

Background: The past few decades have seen an exponential increase in using mobile phones to support medical care (mobile health [mHealth]) among people living with psychosis worldwide, yet little is known about WeChat use and WeChat-based mHealth among people living with schizophrenia (PLS) in China.

Objective: This study aims to assess WeChat use, endorsement of WeChat-based mHealth programs, and health related to WeChat use among PLS.

Methods: We recruited a random sample of 400 PLS from 12 communities in Changsha City of Hunan Province, China. WeChat use was assessed using the adapted WeChat Use Intensity Questionnaire (WUIQ). We also compared psychiatric symptoms, functioning, recovery, quality of life, and general well-being between WeChat users and nonusers using one-to-one propensity-score matching.

Results: The WeChat use rate was 40.8% in this sample (163/400); 30.7% (50/163) had more than 50 WeChat friends and nearly half (81/163, 49.7%) spent more than half an hour on WeChat, a pattern similar to college students and the elderly. PLS also showed higher emotional connectedness to WeChat use than college students. About 80.4% (131/163) of PLS were willing to participate in a WeChat-based mHealth program, including psychoeducation (91/163, 55.8%), professional support (82/163, 50.3%), and peer support (67/163, 41.1%). Compared with nonusers, WeChat users were younger, better educated, and more likely to be employed. WeChat use was associated with improved health outcomes, including lower psychiatric symptoms, lower depression, higher functioning, better recovery, and higher quality of life.

Conclusions: WeChat-based mHealth programs hold promise as an empowering tool to provide cost-effective interventions, to foster global recovery, and to improve both physical and mental well-being among PLS. WeChat and WeChat-based mHealth programs have the potential to offer a new path to recovery and well-being for PLS in China.

(J Med Internet Res 2020;22(9):e18663) doi:10.2196/18663
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Introduction

People living with schizophrenia (PLS) are individuals with a diagnosis of schizophrenia, which is a disturbance of thought, perception, and a blunting of affect, which can be characterized by 3 major symptoms: psychosis, cognitive dysfunction, and negative symptoms [1,2]. Recent decades have seen a growing prevalence of mobile phone technology and an increasing interest in using mobile phones to support medical care (mobile health [mHealth]) among PLS worldwide. Mounting evidence shows that PLS own mobile phones and are highly engaged with mHealth [3-5]. A recent meta-analysis shows that 81.4% of PLS owned a mobile phone at some time in the last 2 years, a rate similar to the 90% observed in the general population [3]. The use of mobile phones and the internet among PLS is also similar to that in the general population [5]. The wide accessibility of mobile phones makes mHealth a valuable intervention approach for PLS as it can provide cost-effective, nonstigmatizing, and ongoing support, while overcoming geographic and temporal constraints [3-5]. PLS generally express great interest in mHealth with most in favor of using mobile phones to enhance contact with services and support self-management [3].

A burgeoning literature has consistently demonstrated strong evidence for the feasibility, effectiveness, and efficacy of mHealth [4-9]. For instance, a recent literature review shows an overall retention rate of 92% (95% CI 82%-98%) in mHealth among PLS, as well as a range of potential benefits and satisfaction reported by users [4]. Numerous studies have also shown benefits of mHealth for PLS, such as increased access to health care, remote monitoring and tracking of functioning, the capacity for supplementing and augmenting traditional therapy, enhanced self-monitoring and self-management, increased self-esteem and empowerment, enhanced social interactions and social support, improved medication adherence, decreased stigma due to their condition, relapse prevention, and improved social functioning [6-8].

Given these benefits, mHealth presents new opportunities to promote recovery and well-being among PLS. Recovery is a multifaceted concept that involves the development of new meaning and purpose in one’s life as one grew beyond the catastrophic effects of mental illness [10]. For PLS, recovery is not just about symptom reduction and functional improvement, but more an appreciation and satisfaction with life, self-esteem, and improved social functioning [11]. A large number of mHealth programs have been found to promote recovery for people with mental illness, including PLS [12-17].

In China, the most prevalent mobile app is WeChat (literally: micro message) owned by Chinese tech giant Tencent [18]. First released in January 2011, WeChat quickly gathered momentum and popularity, and has become the most widely and extensively used mobile social networking app in China [19]. According to a recent 2019 quarterly report, WeChat boasts over 1.13 billion monthly active users across a wide range of age groups [20], with 93% of urban users logging into WeChat on a daily basis [19]. WeChat has similar characteristics to WhatsApp for message release in various formats (eg, texts, videos, voices, and images) [18]. Additionally, it is similar to Facebook’s Newsfeed by enabling members to post text messages, pictures, emojis, web pages, and even small videos to Moments and to give and get comments [18]. Furthermore, WeChat provides additional functions such as entertainment, shopping, payments, banking, and city services, such as paying traffic fines and booking transportation [18]. Collectively, WeChat has seamlessly infiltrated every aspect of daily life for people in China, including PLS, and has generated innovative ways for connection, communication, and interactions as an all-purpose multifunctional app. Because of its high popularity and multiple functions, WeChat has been increasingly utilized as a medium for health interventions, with acceptability, feasibility, and efficacy well-established in people with various health conditions [21-24]. However, to date, most studies have focused on WeChat users from the general population or people with physical illnesses. Although WeChat is being used by PLS, research examining WeChat use rate and endorsement of WeChat-based mHealth among PLS is lacking. Such information may inform the development of WeChat-based mHealth interventions for PLS in China.

The wide recognition of the extensive benefits of mHealth for PLS worldwide, and the lack of research on WeChat use and WeChat-based mHealth among PLS in China represent a significant knowledge gap relevant to mental health services research in China. As the growth in demand for mental health care exceeds the resources available to China’s mental health system, it is critical to develop more innovative and cost-effective methods of health care delivery. WeChat and WeChat-based mHealth hold great promise for improving mental health care delivery through extending the reach of services and supplementing existing models of care [3]. However, the potential benefits of WeChat-based mHealth among PLS and their families depend on information on levels of WeChat access and engagement for this population [3]. It is thus essential to learn more about whether and how PLS use WeChat and WeChat-based mHealth if relevant WeChat-based mHealth programs are developed.

This study was conducted to fill this research gap by examining WeChat use, endorsement of WeChat-based mHealth programs, and health outcomes of WeChat users in an urban community sample of PLS in China. Specifically, we first examined participants’ interest in mHealth programs. Finally, we examined how WeChat use is related to clinical outcomes, personal recovery, and well-being for this population.

Methods

Participants and Procedures

This was a cross-sectional study conducted in 12 community health centers from May 2019 to September 2019. All participants were recruited from China’s largest demonstration project in mental health services—the “686 Program”. The “686 Program” is aimed at integrating hospital and community health services for people with mental illness, including PLS [12-17]. WeChat-based programs. Finally, we examined how WeChat use can be best used among PLS in China. According to a recent 2019 quarterly report, WeChat boasts over 1.13 billion monthly active users across a wide range of age groups [20], with 93% of urban users logging into WeChat on a daily basis [19].

In China, the most prevalent mobile app is WeChat (literally: micro message) owned by Chinese tech giant Tencent [18]. First released in January 2011, WeChat quickly gathered momentum and popularity, and has become the most widely and extensively used mobile social networking app in China [19]. According to a recent 2019 quarterly report, WeChat boasts over 1.13 billion monthly active users across a wide range of age groups [20], with 93% of urban users logging into WeChat on a daily basis [19]. WeChat has similar characteristics to WhatsApp for message release in various formats (eg, texts, videos, voices, and images) [18]. Additionally, it is similar to Facebook’s Newsfeed by enabling members to post text messages, pictures, emojis, web pages, and even small videos to Moments and to give and get comments [18]. Furthermore, WeChat provides additional functions such as entertainment, shopping, payments, banking, and city services, such as paying traffic fines and booking transportation [18]. Collectively, WeChat has seamlessly infiltrated every aspect of daily life for people in China, including PLS, and has generated innovative ways for connection, communication, and interactions as an all-purpose multifunctional app. Because of its high popularity and multiple functions, WeChat has been increasingly utilized as a medium for health interventions, with acceptability, feasibility, and efficacy well-established in people with various health conditions [21-24]. However, to date, most studies have focused on WeChat users from the general population or people with physical illnesses. Although WeChat is being used by PLS, research examining WeChat use rate and endorsement of WeChat-based mHealth among PLS is lacking. Such information may inform the development of WeChat-based mHealth interventions for PLS in China.

The wide recognition of the extensive benefits of mHealth for PLS worldwide, and the lack of research on WeChat use and WeChat-based mHealth among PLS in China represent a significant knowledge gap relevant to mental health services research in China. As the growth in demand for mental health care exceeds the resources available to China’s mental health system, it is critical to develop more innovative and cost-effective methods of health care delivery. WeChat and WeChat-based mHealth hold great promise for improving mental health care delivery through extending the reach of services and supplementing existing models of care [3]. However, the potential benefits of WeChat-based mHealth among PLS and their families depend on information on levels of WeChat access and engagement for this population [3]. It is thus essential to learn more about whether and how PLS use WeChat and WeChat-based mHealth if relevant WeChat-based mHealth programs are developed.

This study was conducted to fill this research gap by examining WeChat use, endorsement of WeChat-based mHealth programs, and health outcomes of WeChat users in an urban community sample of PLS in China. Specifically, we first examined participants’ interest in mHealth programs. Finally, we examined how WeChat use is related to clinical outcomes, personal recovery, and well-being for this population.

Methods

Participants and Procedures

This was a cross-sectional study conducted in 12 community health centers from May 2019 to September 2019. All participants were recruited from China’s largest demonstration project in mental health services—the “686 Program”. The “686 Program” is aimed at integrating hospital and community health services for people with mental illness, including PLS [12-17]. WeChat-based programs. Finally, we examined how WeChat use can be best used among PLS in China. According to a recent 2019 quarterly report, WeChat boasts over 1.13 billion monthly active users across a wide range of age groups [20], with 93% of urban users logging into WeChat on a daily basis [19].

In China, the most prevalent mobile app is WeChat (literally: micro message) owned by Chinese tech giant Tencent [18]. First released in January 2011, WeChat quickly gathered momentum and popularity, and has become the most widely and extensively used mobile social networking app in China [19]. According to a recent 2019 quarterly report, WeChat boasts over 1.13 billion monthly active users across a wide range of age groups [20], with 93% of urban users logging into WeChat on a daily basis [19]. WeChat has similar characteristics to WhatsApp for message release in various formats (eg, texts, videos, voices, and images) [18]. Additionally, it is similar to Facebook’s Newsfeed by enabling members to post text messages, pictures, emojis, web pages, and even small videos to Moments and to give and get comments [18]. Furthermore, WeChat provides additional functions such as entertainment, shopping, payments, banking, and city services, such as paying traffic fines and booking transportation [18]. Collectively, WeChat has seamlessly infiltrated every aspect of daily life for people in China, including PLS, and has generated innovative ways for connection, communication, and interactions as an all-purpose multifunctional app. Because of its high popularity and multiple functions, WeChat has been increasingly utilized as a medium for health interventions, with acceptability, feasibility, and efficacy well-established in people with various health conditions [21-24]. However, to date, most studies have focused on WeChat users from the general population or people with physical illnesses. Although WeChat is being used by PLS, research examining WeChat use rate and endorsement of WeChat-based mHealth among PLS is lacking. Such information may inform the development of WeChat-based mHealth interventions for PLS in China.
services for serious mental illness, with a series of services provided including a monthly free medicine distribution to registered patients [25,26]. Our target population was adult people aged 18 or older with a diagnosis of schizophrenia by the Chinese Classification of Mental Disorders-3 (CCMD-3) or the International Classification of Diseases-10 (ICD-10), living with at least one family member, and able to read and communicate. Those who were younger than 18 years of age with diagnosis other than schizophrenia, living alone, or being unable to read or communicate effectively due to illiteracy or disability were excluded. Using prevalence of WeChat use as our primary outcome variable, sample size was calculated based on the following formula for cross-sectional study: \( N = \frac{Z^2 \times (P \times (1-P))}{E^2} \), Assuming \( \alpha = 0.05 \) (accordingly, \( Z = 1.96 \)), \( P \) (prevalence of WeChat use) = 0.4, and \( E \) (error) = 5%, we came with a sample size of 369. In this study, a total of 400 PLS completed the interviews, satisfying the sample size requirement. The sample had a mean age of 46.87 (SD 10.99; range 18-77) and was comparably distributed by gender. Most were unemployed (358/400, 89.5%) and with an education level of middle and high school (271/400, 67.8%). The largest proportion of participants were married or living with partners (172/400, 43.0%), followed by single status (150/400, 37.5%). Most PLS had a diagnosis of schizophrenia for over 10 years (347/400, 86.8%), with a mean duration of 21.42 (SD 10.62) years. Most PLS started treatment and took medication within 1 year of their diagnosis (357/400, 89.3%). All PLS received free standard and unified medication through the 686 Program, which mainly included risperidone, clozapine, and aripiprazole.

The study was approved by the Institutional Review Board of the Xiangya School of Public Health of Central South University. During the monthly free medicine distribution day, a research team of 3-5 psychiatrists went to each health center, where registered people with mental illness receive medication refills. A poster with detailed information about the study was posted in each health center to promote study participation. Individuals who expressed interest in participating in the study completed a clinical assessment about their current symptoms and functioning by 3 psychiatrists and a brief survey by the research team. All participants had the study explained to them and provided written informed consent before participating. Their responses were then checked by a quality control member of the team to ensure there were no inconsistencies or missing items. All participants were reimbursed with RMB 10 (US $1.4) in return for their time for participating.

Measures

WeChat Use

WeChat use was assessed with the WeChat Use Intensity Questionnaire (WUIQ), as adapted by 2 studies (Wen et al [27] and Pang et al [28]) with minor modifications (as in Ellison et al’s [29]) from the original assessment tool on Facebook use intensity. It is a 7-item questionnaire measuring the infiltration of WeChat into everyday life and users’ emotional attachment to WeChat [27-29]. The first question asks about the number of total WeChat friends one has, with optional answers ranging from 1 (0-50 friends) to 5 (more than 200 friends). The second question asks about the amount of time a person spends on WeChat in a typical day, with options ranging from 1 (0-30 minutes) to 5 (more than 3 hours). The rest of the survey includes a 5-item scale of emotional attachment to WeChat that asks about attitudes toward WeChat use. Each item is rated on a 5-point Likert scale from 1 (totally disagree) to 5 (strongly agree). A WeChat intensity score is then calculated by averaging the total set of question scores. The WUIQ has been increasingly used in China due to the wide popularity of WeChat-based studies, with satisfactory psychometric properties reported [27-29]. In this study, the WUIQ showed good internal consistency, with a Cronbach \( \alpha \) of .80.

Psychiatric Symptoms

Psychiatric symptoms were measured with the 18-item Brief Psychiatric Rating Scale (BPRS-18) to assess a set of common symptom characteristics in patients with psychiatric disorders [30]. It covers 5 domains of clinical symptoms: affect, positive symptoms, negative symptoms, resistance, and activation as proposed by Shafer [31]. Each item is rated on an 8-point Likert scale from 0 (not assessed), 1 (not at all) to 7 (extremely severe). The total score ranges from 0 to 126, with higher scores representing greater severity of symptoms. The BPRS-18 has been frequently used in schizophrenia research and has well-established psychometric properties [30,31]. In this study, the BPRS-18 showed good internal consistency, with a Cronbach \( \alpha \) of .85.

Functioning

Participant functioning was assessed using the Global Assessment of Functioning (GAF) scale to measure a person’s psychological, social, and occupational functioning on a hypothetical continuum of mental health illness ranging from 1 to 100 [32], with examples provided for each 10-level interval. This 1-item scale, with higher scores indicating better functioning, has been widely used in clinical assessments and has satisfactory psychometric properties [33,34]. In this study we assessed the functional level of PLS over the past month.

Disability

The 12-item World Health Organization Disability Assessment Schedule 2.0 (WHODAS 2.0) [35] was used to measure participant’s disability and functional impairment. It covers 6 domains of functioning: cognition, mobility, self-care, getting along with people, life activities, and participation in society [35]. Each item is rated on a 5-point Likert scale from 0 (no difficulty) to 4 (extreme difficulty) to assess the level of difficulty experienced while performing the activities. The total score ranges from 0 to 48, with higher score representing higher level of disability [36]. The WHODAS 2.0 has been widely used in China with good psychometric performance established [37,38]. In this study, the WHODAS 2.0 showed good internal consistency, with a Cronbach \( \alpha \) of .89.

Depression

Depression was assessed with the Patient Health Questionnaire-9 (PHQ-9) [39] to screen for depressive symptoms by asking whether respondents have experienced a series of depressive symptoms in the past 2 weeks. Each item is rated on a 4-point Likert scale from 0 (not at all) to 3 (nearly every day) to assess the severity degree of depression symptoms. The total score
ranges from 0 to 27, with higher score indicating more depression. The Chinese version of PHQ-9 has also been widely shown to be both culturally acceptable and psychometrically valid [40,41]. In this study, the PHQ-9 showed good internal consistency, with a Cronbach α of .92.

**Anxiety**

Anxiety was assessed with the Generalized Anxiety Disorder Scale-7 (GAD-7) [42] by asking whether respondents have experienced a series of anxiety symptoms in the past 2 weeks. Each item is rated on a 4-point Likert scale from 0 (not at all) to 3 (nearly every day) to assess the severity degree of anxiety symptoms. The total score ranges from 0 to 27, with higher scores indicating more anxiety symptoms. The Chinese version of GAD-7 has also been widely shown to be both culturally acceptable and psychometrically valid [43,44]. In this study, the GAD-7 showed good internal consistency, with a Cronbach α of .96.

**Recovery**

Recovery was assessed with the Recovery Assessment Scale (RAS). The RAS is the most widely used scale for measuring a personal perspective on recovery globally, and originally included 5 factors. In this study, we used an 8-item short form of RAS (RAS-8) composed of 2 factors: (1) personal confidence and hope, and (2) no domination by symptoms [45]. Each item is rated on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree). The total score ranges from 8 to 40, with higher score indicating better perceived recovery. In this study, the RAS-8 showed good internal consistency, with a Cronbach α of .91.

**Quality of Life and General Well-Being**

Quality of life and general well-being were measured using the first 2 general questions from the World Health Organization Quality of Life Brief Scale (WHOQOL-BREF) [46]. WHOQOL-BREF is a generic cross-cultural instrument to measure quality of life and is available in more than 40 countries [47]. Quality of life was assessed by asking “How do you evaluate your quality of life in the past two weeks?” on a 5-point scale from 1 (very bad) to 5 (very good). General well-being was assessed by asking “Are you satisfied with your health status?” on a 5-point scale from 1 (very unsatisfied) to 5 (very satisfied).

**Statistical Analysis**

Scales and indices were tested for reliability, and exploratory and summary statistics were computed for all variables. Data were examined for the presence of missing and influential values, as well as for outliers, skew, and kurtosis. Continuous variables were described using mean and standard deviation, and categorical variables were described using frequency and percentage. WeChat use patterns in this study were compared with those of other populations in other studies using the same or similar scale [27,48,49]. WeChat users and nonusers were compared for sociodemographics by a two-tailed unpaired t test for age and χ² test for gender, marriage, education, and employment. We also compared a series of health outcomes (symptoms, functioning, disability, depression, anxiety, recovery, quality of life, and general well-being) between WeChat users and nonusers using propensity score matching.

Propensity score matching is a widely used method for robust comparison of outcomes between groups by controlling for observed group differences [50]. To control for selection bias, the WeChat use group and nonuse group were 1:1 matched using an optimal matching algorithm on the propensity score. Optimal matching is chosen to retain the maximal number of matched pairs by minimizing the global propensity score distance with replacement, thus minimize sample size loss and improve study external validity [51]. For match tolerance, we used a default value of 1 × 10⁻¹⁵ to check the overlap assumption. Propensity scores were generated using logistic regression with the model variables of age, gender, marital status, education, and employment. Differences in health outcomes can be estimated by conditioning on the estimated propensity score, assuming no unmeasured confounders [50]. All data were analyzed using STATA version 16 (StataCorp).

**Results**

**WeChat Use and Patterns**

WeChat use rate was 40.8% in this sample (163/400). As shown in Table 1, among the 163 WeChat users, 50 (30.7%) had more than 50 WeChat friends and nearly half spent more than half an hour on WeChat. Among the 5 items of emotional attachment to WeChat subscale, the top-ranking item was “WeChat is part of my everyday activity” with a mean score of 3.61 (SD 0.94; range 0-5) and for which 58.9% (96/163) of participants indicated agreement; by contrast, the lowest-ranking item was “I feel out of touch when I haven’t logged onto WeChat for a day” with a mean score of 3.06 (SD 1.7; range 0-5) and for which 41.7% (68/163) of participants indicated agreement. These results indicate that WeChat has become an important part of daily life for a sizable portion of WeChat users with schizophrenia.

We also compared the WUIQ score of the current PLS sample with 3 other available samples—2 college student samples and 1 elderly sample [27,48,49] in China. PLS had fewer WeChat friends than college students (mean 1.52 vs 2.34/2.44), and the percentage of PLS with more than 50 WeChat friends was similar to that of the elderly (50/163, 30.7% vs 12/35, 34.3%). However, the time PLS spent on WeChat daily was comparable to college students (mean 2.08 vs 2.00/2.77), but the percentage of PLS spending more than 30 minutes daily on WeChat was lower than that of the elderly (81/163, 49.7% vs 27/35, 77.1%). Comparisons on emotional attachment to WeChat were only available for college students, but these showed that PLS generally reported higher emotional attachment to WeChat than college students, with higher mean scores in all 5 items of the emotional attachment to WeChat subscale. Overall, these results indicate that PLS had WeChat friend numbers similar to the elderly, spent time on WeChat similar to college students, and yet had higher emotional attachment to WeChat use than college students.
**Table 1. Summary statistics for WeChat intensity score and comparison with other studies.**

<table>
<thead>
<tr>
<th>Variables</th>
<th>People living with schizophrenia (N=163) (this study)</th>
<th>Undergraduates and graduates (N=339) [27]</th>
<th>College students (N=508) [48]</th>
<th>Old persons aged ≥50 (N=35) [49]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of WeChat friends&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous, mean (SD)</td>
<td>1.52 (0.99)</td>
<td>2.34 (1.71)</td>
<td>2.44 (1.31)</td>
<td>— b</td>
</tr>
<tr>
<td>≤50, n (%)</td>
<td>113 (69.33)</td>
<td>125 (36.87)</td>
<td>—</td>
<td>23 (65.71)</td>
</tr>
<tr>
<td>&gt;50, n (%)</td>
<td>50 (30.67)</td>
<td>214 (63.13)</td>
<td>—</td>
<td>12 (34.29)</td>
</tr>
<tr>
<td>Time spent on WeChat daily&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous, mean (SD)</td>
<td>2.08 (1.38)</td>
<td>2.00 (1.47)</td>
<td>2.77 (1.51)</td>
<td>—</td>
</tr>
<tr>
<td>≤30 minutes, n (%)</td>
<td>82 (50.31)</td>
<td>165 (48.67)</td>
<td>—</td>
<td>8 (22.86)</td>
</tr>
<tr>
<td>&gt;30 minutes, n (%)</td>
<td>81 (49.69)</td>
<td>174 (51.33)</td>
<td>—</td>
<td>27 (77.14)</td>
</tr>
<tr>
<td>WeChat is part of my everyday activity&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>3.61 (0.94)</td>
<td>3.61 (1.03)</td>
<td>3.48 (0.99)</td>
<td>—</td>
</tr>
<tr>
<td>I am proud to tell people I am on WeChat&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>3.28 (1.18)</td>
<td>2.77 (1.16)</td>
<td>2.74 (0.86)</td>
<td>—</td>
</tr>
<tr>
<td>I feel out of touch when I haven’t logged onto WeChat for a day&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>3.06 (1.17)</td>
<td>2.27 (1.13)</td>
<td>2.76 (1.11)</td>
<td>—</td>
</tr>
<tr>
<td>I feel I am part of the WeChat community&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>3.31 (1.01)</td>
<td>3.10 (1.08)</td>
<td>3.04 (1.00)</td>
<td>—</td>
</tr>
<tr>
<td>I would be sorry if WeChat shut down&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>3.28 (1.04)</td>
<td>2.93 (1.25)</td>
<td>3.09 (1.08)</td>
<td>—</td>
</tr>
<tr>
<td>Total mean score for all 7 items, mean (SD)</td>
<td>2.83 (0.77)</td>
<td>2.72 (1.26)</td>
<td>2.98 (0.78)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Optional answers include: 1=50 or less; 2=51-100; 3=101-150; 4=151-200; 5=more than 200; in the table we reclassified the answers into 2 classes with 50 as cutoff.

<sup>b</sup>Not available.

<sup>c</sup>Optional answers include: 1=less than 30 minutes; 2=30-60 minutes; 3=1-2 hours; 4=2-3 hours; 5=more than 3 hours; in the table we reclassified the answers into 2 classes with 30 minutes as cutoff.

<sup>d</sup>Optional answers include: 1=strongly disagree; 2=disagree; 3=neutral; 4=agree; 5=strongly agree.

**Endorsement of WeChat-Based mHealth Programs**

**Table 2** presents participants’ endorsement of WeChat-based mHealth programs. Among all 163 participants, 131 (80.4%) indicated a willingness to participate in any kind of WeChat-based mHealth program. Among the 3 proposed WeChat-based mHealth programs, the most commonly endorsed was psychoeducation (91/163, 55.8%), followed by professional support (82/163, 50.3%) and peer support (67/163, 41.1%). As for the number of WeChat-based mHealth programs participants were willing to participate, the majority were endorsing 1 kind of program (60/163, 36.8%), followed by all 3 kinds (38/163, 23.3%), 2 kinds (33/163, 20.2%), and no program at all (32/163, 19.6%).
Table 2. Endorsement of WeChat-based mHealth programs (N=163).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you willing to participate in WeChat-based mHealth programs?</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>32 (19.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>131 (80.4)</td>
</tr>
<tr>
<td>Are you willing to participate in WeChat-based psychoeducation?</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>72 (44.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>91 (55.8)</td>
</tr>
<tr>
<td>Are you willing to join WeChat-based peer support group?</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>96 (58.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>67 (41.1)</td>
</tr>
<tr>
<td>Are you willing to receive WeChat-based professional support?</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>81 (49.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>82 (50.3)</td>
</tr>
<tr>
<td>Number of WeChat-based mHealth programs that respondents were willing to participate</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>32 (19.6)</td>
</tr>
<tr>
<td>1</td>
<td>60 (36.8)</td>
</tr>
<tr>
<td>2</td>
<td>33 (20.2)</td>
</tr>
<tr>
<td>3</td>
<td>38 (23.3)</td>
</tr>
</tbody>
</table>

Sociodemographics Comparison Between WeChat Users and Nonusers

Table 3 compares sociodemographics between WeChat users and nonusers by two-tailed unpaired t test for age and \( \chi^2 \) test for gender, marital status, education, and employment. Significant differences were found in age, education, and employment between WeChat users and nonusers. Compared with nonusers, WeChat users were younger (41.70 vs 50.42, \( P < .001 \)), more educated (college and above: 41/163, 25.2% vs 13/237, 5.5%, \( P < .001 \)), and more likely to be employed (27/163, 16.6% vs 15/237, 6.3%, \( P = .001 \)).
Table 3. Sociodemographic comparison between WeChat users and nonusers.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All respondents (N=400)</th>
<th>WeChat users</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (N=237)</td>
<td>Yes (N=163)</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>46.87 (10.99)</td>
<td>50.42 (0.67)</td>
<td>41.70 (0.77)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>200 (50.00)</td>
<td>121 (51.05)</td>
<td>79 (48.47)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>200 (50.00)</td>
<td>116 (48.95)</td>
<td>84 (51.53)</td>
</tr>
<tr>
<td>Marriage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single, n (%)</td>
<td>150 (37.50)</td>
<td>83 (35.02)</td>
<td>67 (41.10)</td>
</tr>
<tr>
<td>Married/cohabited, n (%)</td>
<td>172 (43.00)</td>
<td>104 (43.88)</td>
<td>68 (41.72)</td>
</tr>
<tr>
<td>Else&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>78 (19.50)</td>
<td>50 (21.10)</td>
<td>28 (17.18)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary and below, n (%)</td>
<td>75 (18.75)</td>
<td>66 (27.85)</td>
<td>9 (5.52)</td>
</tr>
<tr>
<td>Middle and high, n (%)</td>
<td>271 (67.75)</td>
<td>158 (66.67)</td>
<td>113 (69.33)</td>
</tr>
<tr>
<td>College and above, n (%)</td>
<td>54 (13.50)</td>
<td>13 (5.49)</td>
<td>41 (25.15)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed, n (%)</td>
<td>358 (89.50)</td>
<td>222 (93.67)</td>
<td>136 (83.44)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>42 (10.50)</td>
<td>15 (6.33)</td>
<td>27 (16.56)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Descriptive statistics were compared with chi-square tests for categorical variables (gender, marriage, education, and employment) and unpaired t test for continuous variable (age).

<sup>b</sup> Significance at P<.05 or P<.01.

<sup>c</sup> Else include divorced, separated, and widowed.

**Health Outcome Comparison Between WeChat Users and Nonusers**

Table 4 compares health outcomes between WeChat users and nonusers by propensity score matching modeled on age, gender, marriage, education, and employment. For health outcomes, significant differences were found in psychiatric symptoms, functioning, depression, recovery, and quality of life. Compared with nonusers, WeChat users had lower scores in psychiatric symptoms (30.47 vs 34.40, *P*=.030) and depression (8.58 vs 9.19, *P*=.024), as well as higher scores in functioning (66.13 vs 59.26, *P*<.001), recovery (23.92 vs 17.30, *P*<.001), and quality of life (3.28 vs 2.96, *P*=.002). In addition, WeChat users had lower disability and higher general well-being scores than nonusers, but the differences only reached a trend level effect after matching. No significant difference was found in anxiety scores between WeChat users and nonusers.

In order to know if health outcomes of WeChat users are further affected by the number of WeChat friends and the time PLS spent on WeChat, we conducted similar comparisons of health outcomes by number of friends (with 50 as cutoff) and time spent on WeChat (with 30 minutes as cutoff) using propensity score matching. Our results showed the greater than 50 WeChat friend group had significantly better functioning than the less than or equal to 50 WeChat friend group (difference=4.61, *P*=.024); they also reported higher a recovery (difference=3.20, *P*=.078), but with only a trend effect. No significant differences on other health outcomes were observed between these WeChat friend groups and the daily WeChat use groups (>30 and ≤30 minutes daily; Results are shown in Appendix 1).
Table 4. Health outcome comparison between the WeChat use group and nonuse group.a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All respondents (N=400), mean (SD)</th>
<th>WeChat use group (A), (N=163), mean (SD)</th>
<th>Non-use full group (B) (N=237), mean (SD)</th>
<th>(C) = A–B, P value (before matching)</th>
<th>Non-use matched group (D) (N=163), mean (SD)</th>
<th>(E) = A–D, P value (after matching)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPRS-18b</td>
<td>32.90 (11.43)</td>
<td>30.47 (10.41)</td>
<td>34.53 (11.81)</td>
<td>&lt;.001c</td>
<td>34.40 (10.72)</td>
<td>.030f</td>
</tr>
<tr>
<td>WHODAS 2.0d</td>
<td>26.02 (10.22)</td>
<td>23.49 (9.03)</td>
<td>27.74 (10.63)</td>
<td>&lt;.001c</td>
<td>27.10 (9.31)</td>
<td>.080f</td>
</tr>
<tr>
<td>GAFf</td>
<td>61.83 (13.58)</td>
<td>66.13 (13.09)</td>
<td>58.97 (13.18)</td>
<td>&lt;.001c</td>
<td>59.26 (11.61)</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>PHQ-9g</td>
<td>9.01 (7.54)</td>
<td>8.58 (7.48)</td>
<td>9.30 (7.58)</td>
<td>.352</td>
<td>9.19 (6.52)</td>
<td>.024c</td>
</tr>
<tr>
<td>GAD-7bh</td>
<td>6.67 (6.43)</td>
<td>6.08 (6.17)</td>
<td>7.08 (6.58)</td>
<td>.133</td>
<td>6.20 (5.67)</td>
<td>.101</td>
</tr>
<tr>
<td>RAS-8i</td>
<td>20.29 (9.31)</td>
<td>23.92 (9.07)</td>
<td>17.80 (8.65)</td>
<td>&lt;.001c</td>
<td>17.30 (8.17)</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>QOL-1j</td>
<td>3.05 (0.90)</td>
<td>3.28 (0.89)</td>
<td>2.89 (0.88)</td>
<td>&lt;.001c</td>
<td>2.96 (0.82)</td>
<td>.002c</td>
</tr>
<tr>
<td>QOL-2k</td>
<td>3.02 (0.95)</td>
<td>3.16 (0.96)</td>
<td>2.92 (0.94)</td>
<td>.014c</td>
<td>3.00 (0.87)</td>
<td>.065c</td>
</tr>
</tbody>
</table>

aContinuous variables were compared using independent 2-sample unpaired t test for unmatched samples and paired t test for matched sample.
bBPRS-18: the 18-item Brief Psychiatric Rating Scale
cSignificant at P<.05 or P<.01.
dWHODAS 2.0: the 12-item World Health Organization Disability Assessment Schedule 2.0
eTrend effect at P<.10.
fGAF: Global Assessment of Functioning
gPHQ-9: Patient Health Questionnaire-9
hGAD-7: Generalized Anxiety Disorder Scale-7
iRAS: Recovery Assessment Scale
jQOL: quality of life

Discussion

Summary

This study provides a first examination of WeChat use patterns, endorsement of WeChat-based mHealth programs, and health outcomes related to WeChat use among an urban community sample of PLS in China. We also compared use patterns and intensity of use with comparable data available for other groups, such as for college students or an elderly sample. Our findings show a promising WeChat use rate of 40.8% (163/400) among this sample, whose WeChat friend number is similar to that of an elderly sample. Although PLS spent comparable time on WeChat to college student samples, they showed a higher level of emotional connectedness to WeChat use than college students. About 80.4% (131/163) of PLS were willing to participate in any kind of WeChat-based mHealth programs, with psychoeducation being the most commonly endorsed program (91/163, 55.8%). Compared with nonusers, WeChat users were younger, better educated, and more likely to be employed. WeChat use was also associated with improved health outcomes, including lower psychiatric symptoms, lower depression, higher functioning, better recovery, and higher quality of life. This suggests that WeChat users among PLS may represent a higher functioning group that are particularly amenable to mHealth programs using WeChat.

WeChat Use and Patterns

In this study, WeChat use rate was 40.8% (163/400) among PLS, a rate within the range of 27%-71% for social media use reported among PLS in various studies across the world [52-57]. Thus, WeChat use among PLS in China is consistent with other popular social media use rates among PLS reported globally. When compared with 2 college student samples and 1 elderly sample, PLS had similar number of friends to the elderly, and spent similar time on WeChat to college students, but reported stronger emotional connectedness to WeChat use. The results extend the growing body of research showing that people with serious mental illness, including schizophrenia, are heavy consumers of internet and social media content [5,58,59]. PLS’s high emotional connectedness to WeChat may be related to negative stereotypes attached to mental illness that disrupt direct social contacts but makes the internet and social media a potentially safer alternative to meet social needs [60]. As a result, the WeChat use rate and emotional connectedness to WeChat use among PLS suggests that WeChat may be a widely accepted and appealing platform for health interventions in China.

Endorsement of WeChat-Based mHealth Programs

The finding that 80.4% (131/163) of PLS were willing to participate in any kind of WeChat-based mHealth programs is consistent with past literature showing high endorsement of mHealth intervention among PLS and other persons with other psychoses [3]. This finding indicates a wide acceptability of WeChat-based mHealth programs for people with mental illness in China. Among the 3 proposed WeChat-based mHealth programs, the most commonly endorsed was psychoeducation (91/163, 55.8%), followed by professional support (82/163, 50.5%).
found that only 1 out of the total 58 identified social functioning
social functioning and WeChat use corresponds to an
use and health outcomes may influence each other in a
nonusers. It is also likely that the association between WeChat
social networks and social support between WeChat users and
Further research is still needed to directly measure and compare
partially supported by our findings showing higher functioning
network and more social support [18,27]. This hypothesis is
outcomes among WeChat users may be through a larger social
symptoms, better functioning, better recovery, and better quality
depression, higher functioning, better recovery, and higher
WeChat use alone, regardless of WeChat use intensity, was associated
better health outcomes. This finding aligns with the
growing literature showing that social media use is associated
with improved clinical and psychosocial outcomes among PLS
and other persons with other psychoses, with reports of fewer
symptoms, better functioning, better recovery, and better quality
of life [52,58,67]. One potential mechanism of better health
outcomes among WeChat users may be through a larger social
network and more social support [18,27]. This hypothesis is
partially supported by our findings showing higher functioning
and better recovery among the over 50 WeChat friends group.
Further research is still needed to directly measure and compare
social networks and social support between WeChat users and
nonusers. It is also likely that the association between WeChat
use and health outcomes may influence each other in a
bidirectional way. For instance, the positive association between
social functioning and WeChat use corresponds to an
underdeveloped yet important conceptualization of social media
participation as a dimension of social functioning, as raised by
Bjornestad et al [58]. In this recent review, Bjornestad et al [58]
found that only 1 out of the total 58 identified social functioning
measures included social media as a social activity. They thus
proposed that social media use be included into social
functioning measurement in the future to avoid inadequate
clinical assessment of social functioning.

Limitations
This study has several limitations. First, our sample was drawn
from 12 urban communities and may not be generalizable to
other locales such as rural communities, where mobile phone
and WeChat access may be lower. As a result, the findings in
this study may not capture the whole picture of social media
use among PLS in China. Future research may benefit from
conducting a nationally representative sample of WeChat users
who are PLS. Second, when comparing WeChat use intensity,
we used 2 college student samples and 1 elderly sample as
comparison groups, instead of the general population or similar
PLS samples. This was due to the lack of similar WeChat use
intensity data on these populations. We expect more studies on
WeChat use among various populations, including PLS using
the WUIS in the future to allow for more cross-comparisons.
Third, the cross-sectional study design did not make it possible
to establish causality between WeChat use and health outcomes.
Future research should examine WeChat use longitudinally and
examine the relationship between use and well-being. Fourth,
WeChat, like any other social media, may carry the potential
risk of violating personal privacy and confidentiality, which
should be taken into consideration when designing
WeChat-based mHealth research and interventions. All
participants in research or interventions should be made aware
of the potential privacy issues pertaining to their WeChat data
and should provide informed consent prior to participation.

Conclusions and Implications
This initial study provides new data on the relationship between
social media use using WeChat, mHealth program interest, and
characteristics of WeChat users (PLS) in China. Our findings
show a promising WeChat use rate and wide acceptability of
WeChat-based mHealth programs among this population. This
finding has implications for enhancing the current
community-based treatment of PLS in China to augment existing
treatment programs with WeChat-based mHealth interventions.
Such interventions hold promise for reaching a larger population
with schizophrenia, especially in regions of the world where
traditional resources are scarce [3]. We also found that WeChat
use was related to a series of positive health outcomes including
decreased symptoms and depression, as well as improved
functioning, recovery, and quality of life. This finding offers
early validation of the interest and opportunities for leveraging
popular social media platforms, such as WeChat, for supporting
the health and well-being of PLS. WeChat-based mHealth
programs can be an empowering tool to provide cost-effective
interventions, to foster recovery and to improve both physical
and mental well-being among PLS. WeChat and WeChat-based
mHealth programs have the potential to lead to a new path to
recovery and well-being for PLS in China. Finally, future
research should build on the findings from this study to develop
a WeChat-based integrative family intervention program that
includes 3 key components surveyed in this study: psychoeducation, peer support, and professional support. Such
an intervention could provide support and training for PLS and family members to facilitate recovery and improve the well-being of PLS directly as well as indirectly through improved quality of care provided by family caregivers [68].
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Abstract

Background: Digital health innovations can improve health system performance, yet previous experience has shown that many innovations do not advance beyond the pilot stage to achieve scale. Vietnam’s National Immunization Information System (NIIS) began as a series of digital health pilots, first initiated in 2010, and was officially launched nationwide in 2017. The NIIS is one of the few examples of an electronic immunization registry (EIR) at national scale in low- and middle-income countries.

Objective: The aim of this study was to understand the determinants of scale-up of the national EIR in Vietnam.

Methods: This qualitative study explored the facilitators and barriers to national scale-up of the EIR in Vietnam. Qualitative data were collected from October to December 2019 through in-depth key informant interviews and desk review. The mHealth Assessment and Planning for Scale (MAPS) Toolkit guided the development of the study design, interview guides, and analytic framework. MAPS defines the key determinants of success, or the “axes of scale,” to be groundwork, partnerships, financial health, technology and architecture, operations, and monitoring and evaluation.

Results: The partnership and operations axes were critical to the successful scale-up of the EIR in Vietnam, while the groundwork and monitoring and the evaluation axes were considered to be strong contributors in the success of all the other axes. The partnership model leveraged complementary strengths of the technical working group partners: the Ministry of Health General Department of Preventive Medicine, the National Expanded Program on Immunization, Viettel (the mobile network operator), and PATH. The operational approach to introducing the NIIS with lean, iterative, and integrated training and supervision was also a key facilitator to successful scale-up. The financial health, technology and architecture, and operations axes were identified as barriers to successful deployment and scale-up. Key barriers to scale-up included insufficient estimates of operational costs, unanticipated volume of data storage and transmission, lack of a national ID to support interoperability, and operational challenges among end users. Overall, the multiple phases of EIR deployment and scale-up from 2010 to 2017 allowed for continuous learning and improvement that strengthened all the axes and contributed to successful scale-up.

Conclusions: The results highlight the importance of the measured, iterative approach that was taken to gradually expand a series of small pilots to nationwide scale. The findings from this study can be used to inform other countries considering, introducing, or in the process of scaling an EIR or other digital health innovations.

(J Med Internet Res 2020;22(9):e19923) doi:10.2196/19923
KEYWORDS
immunization; immunization information system; electronic immunization registry; scale-up; digital health intervention; mHealth; eHealth

Introduction
Digital health innovations are changing the way health is delivered worldwide. The World Health Organization (WHO) defines digital health as “the field of knowledge and practice associated with the development and use of digital technologies to improve health” [1]. Digital health innovations can play an important role in improving health system performance and can advance progress toward achieving universal health coverage and sustainable development goals [2,3]. However, previous experience has shown that many digital health innovations do not advance beyond the pilot stage to become institutionalized within health systems [4-6].

Vietnam’s National Immunization Information System (NIIS) began as a series of digital health pilots, first initiated in 2010 [7], and was officially launched nationwide in 2017. By 2020, the NIIS included 20 million client records. The NIIS is an example of an electronic immunization registry (EIR), a confidential, computerized, population-based routine system to capture, store, access, and share individual-level, longitudinal health information on vaccine doses administered [8,9]. Immunization is among the most cost-effective child health interventions and saves 2 to 3 million lives per year; however, 1 in 5 infants do not receive all their required vaccine doses [10]. EIRs aim to improve the immunization delivery system to reach every child by supporting the delivery of more effective, efficient, data-driven care. EIRs can capture other individual-level demographic or health data and can link to other systems that manage vaccine stock and logistics, human resources, or other individual or population health data [11]. In Vietnam, the EIR, which includes SMS text message reminders, has been shown to improve immunization coverage and timeliness of vaccination [12] and is one of the few examples of an EIR at national scale in low- and middle-income countries.

Scale-up refers to “deliberate efforts to increase the impact of innovations successfully tested in pilot or experimental projects so as to benefit more people and to foster policy and program development on a lasting basis” [13]. Scaling goes beyond expanding an innovation to more users or geographies and in fact often results in new organizational or technological complexities [14]. Others have defined scale more expansively, including integration with the health system, sustainable funding and government support, and the ability to replicate, refine, and improve over time [4,15].

The digital health community has increasingly recognized the importance of scale and has initiated efforts to support scaling digital health interventions [15]. The Principles for Digital Development, collaboratively developed by 500+ implementers to capture best practices for integrating technology in development projects, highlight “design for scale” as one of 9 guiding principles [16]. Initiatives like the Health Data Collaborative [17], Digital Impact Alliance [18], and Digital Square [19] have been launched to support scale-up through alignment and coordination, strategic resourcing, operational guidance, and development of “global goods” that can be adapted and scaled in new contexts [15].

The evidence base to understand factors that influence scaling digital health interventions is limited [20,21]. The WHO and others have identified the need for implementation research to understand the complexities of implementing and scaling digital interventions [2,6]. National EIRs are far from being universal, even in high-income countries [22,23], and to our knowledge, there are limited studies of the facilitators and barriers influencing their scale-up, particularly in low-resource settings.

The aim of this study was to understand the determinants of scale-up of the national EIR in Vietnam, thereby contributing to the evidence on how and why digital interventions can successfully achieve scale.

Methods
Study Design
This study explored the facilitators and barriers to national scale-up of the EIR in Vietnam through qualitative methods, using the mHealth Assessment and Planning for Scale (MAPS) Toolkit as a conceptual framework [13]. The MAPS Toolkit, codeveloped in 2015 by the WHO, the United Nations Foundation, and Johns Hopkins University, outlines 6 axes to measure digital health project maturity. Qualitative data were collected through in-depth key informant interviews and document review and were analyzed according to the MAPS Toolkit axes.

Conceptual Framework
The MAPS Toolkit served as the conceptual framework for this study to ground Vietnam’s experience in scaling up an EIR within known factors that influence successful scale-up and sustainability of digital health products. Although the toolkit was designed to prospectively guide iterative program implementation, it has also been used for retrospective program evaluation [24]. MAPS defines the key determinants of success, also known as the “axes of scale,” to be groundwork, partnerships, financial health, technology and architecture, operations, and monitoring and evaluation (M&E) (Figure 1), each of which are divided into more specific drivers of success (Figure 2) [13].
Setting
Vietnam has a 5-level health system, with administrative levels at the national, regional, provincial, district, and commune levels [25]. At the national level, the Ministry of Health (MOH) sets national policies and programs and manages the national and regional-level hospitals and institutes [26]. The provincial level oversees provincial health departments and provincial health centers and hospitals that follow national MOH policies [26]. The Vietnam National Expanded Program on Immunization (NEPI) was first introduced in Vietnam in 1981 with the primary goal of protecting children from the most common infectious diseases by providing free immunization services to children [27]. At the national level, the MOH’s General Department of Preventive Medicine (GDPM) oversees NEPI activities in 4 regions, 63 provinces and cities, 696 districts, and 11,138 communes (Figure 3) [25]. Public immunization services are mainly delivered at the commune level, the hepatitis B vaccine is provided at hospitals, and vaccines that are not supported by NEPI are administered at fee-based immunization facilities [25]. Until 2009, Vietnam’s immunization records and vaccine supply tracking were paper based. Health centers began to be equipped with computers in 2005; internet connection at the commune level became available in 2012.
**Intervention**

The evolution of the current national EIR in Vietnam began with a small pilot (Figure 4). From 2010 to 2012, NEPI and PATH, an international nongovernmental organization serving as a technical partner, collaborated with the WHO to develop and pilot an electronic vaccine stock management system (VaxTrak) in 3 provinces and an immunization registry software (ImmReg) in one district of Ben Tre province. The goal of the software was to improve the ability to track babies who were due for vaccination and reduce the time for immunization recording and reporting compared with a paper-based system. Both systems were successful in reducing the time burden of reporting among health workers and most users found the systems to be acceptable and feasible for scale-up [7].

These two systems were combined, upgraded, and then deployed by NEPI with support from PATH in all districts of Ben Tre province from 2014 to 2015. This resulted in increased full immunization coverage and improved on-time vaccination rates [12].

In 2016, this combined system was integrated into the NIIS, which was being developed by the MOH in partnership with Viettel, the largest mobile network operator (MNO) in Vietnam. The NIIS was to be an EIR system in which health workers could register and track the immunization records of pregnant women and newborns, as well as inform vaccine stock
management. The NIIS technical working group includes GDPM, NEPI, Viettel, and PATH, who partnered to pilot the NIIS in 5 provinces. The NIIS was further upgraded based on learnings from this experience and in preparation for national scale-up. In June 2017, the NIIS was officially deployed nationally. Leading up to nationwide scale-up, the MOH requested all communes to back enter the full vaccination history for all children born from January 2015 through June 2017.

From 2018 to 2019, the NIIS technical working group focused on increasing NIIS uptake, improving data quality and data use, and transitioning completely to paperless immunization records. As of January 2020, over 20 million records have been registered into the system (including back-entered data, immunization data for pregnant women, and childhood immunizations delivered among the annual birth cohort of approximately 1.7 million [28]).

Participants
Project documents were selected for inclusion in the document review based on project and study relevance. A total of 1 project proposal and 8 project evaluation reports detailing the project objectives, processes, successes, and challenges were included in the document review. Documents included end users’ perspectives on the acceptability and feasibility of the system through surveys of Expanded Program on Immunization (EPI) staff at provincial, district, and commune health centers conducted in 2012 and 2015.

Critical case purposive sampling [29] was used to select key informants to interview. A case was identified as critical based on their essential and extensive involvement with the project, with consideration for diversity of perspectives based on each participant’s role on the project. A total of 6 key informants were selected: 2 Ministry of Health staff (1 from GDPM and 1 from NEPI), 2 representatives from Viettel, and 2 PATH staff members. These key informants represented each of the organizations in the national-level NIIS technical working group (TWG), had been involved in every phase of the NIIS implementation, and were selected for their ability to speak to all the axes of scale in the MAPS framework.

Data Collection
PATH staff conducted 6 in-depth semistructured interviews in person with key informants from October to December 2019. The semistructured interview guide was developed based on the evaluation questions and the MAPS framework. Interviews were audiorecorded with permission from the informant, and the interviewer documented summary notes during the interview. Audiorecordings were transcribed into Microsoft Word and translated into English.

Data Analysis
An a priori codebook was developed, guided by the MAPS axes. The codebook was then refined by coding data from project documents and in-depth interviews in Microsoft Excel and Atlas.ti (version 8; ATLAS.ti Scientific Software Development GmbH). Coding was completed independently and concurrently by 2 PATH staff and an external evaluator. Codes were reviewed by the evaluation team and any changes or disagreements were discussed until resolved. Once coding was finalized, codes were grouped into key themes guided by the evaluation questions and MAPS axes. Exemplar quotations were identified to present the themes and were validated with key stakeholders.

Ethics
The study procedures were reviewed and received nonresearch determination by PATH. Prior to the interviews, participants were informed of the study’s objectives, advantages and disadvantages of participating, and rights of participants. Importance of maintaining confidentiality was emphasized during training of data collectors and the start of interviews. Written consent was obtained from all participants. Study data were stored in an access-restricted server, only available to study staff for the purpose of data analysis.

Results
Overview
Table 1 summarizes the key facilitators and barriers experienced during scale-up of the NIIS, organized by the MAPS axes of scale.
Table 1. Key facilitators and barriers to scale-up.

<table>
<thead>
<tr>
<th>Axes of scale</th>
<th>Facilitators</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groundwork and monitoring and evaluation</td>
<td>- Learnings from multiple pilots and phases contributed to optimization of all other axes&lt;br&gt;- Learnings established scientific basis for scale-up</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Partnerships</td>
<td>- Each member of the partnership plays a critical role</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>- MOH&lt;sup&gt;b&lt;/sup&gt; is owner and leader</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- MOH contracts MNO&lt;sup&gt;c&lt;/sup&gt; to provide a service</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Expansive technological, network, human, and financial resource capacity of MNO</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- MNO well established and trusted by government and public</td>
<td></td>
</tr>
<tr>
<td>Financial health</td>
<td>- Estimated time and cost of system</td>
<td>- Unanticipated operational costs, particularly for refresher trainings, supportive supervision, and regular system upgrades</td>
</tr>
<tr>
<td></td>
<td>- MNO provides services free of charge</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Government commitment to allocate budget</td>
<td></td>
</tr>
<tr>
<td>Technology and architecture</td>
<td>- User-friendly system</td>
<td>- Enormity of data affects system capacity and network connectivity</td>
</tr>
<tr>
<td></td>
<td>- System adaptability</td>
<td>- Lack of national ID</td>
</tr>
<tr>
<td></td>
<td>- Strong data security and privacy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Existing infrastructure</td>
<td></td>
</tr>
<tr>
<td>Operations</td>
<td>- Availability of pretested and enhanced training materials and standard operating procedures</td>
<td>- Dual reporting systems (paper and digital)</td>
</tr>
<tr>
<td></td>
<td>- Cascading training-of-trainer training for nationwide training and technical support network</td>
<td>- Low computer literacy of end users</td>
</tr>
<tr>
<td></td>
<td>- Integration of supervision within existing structures</td>
<td>- High turnover of health care workers</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.<br><sup>b</sup>MOH: Ministry of Health.<br><sup>c</sup>MNO: mobile network operator.

Key Facilitators to Scale-up

The partnership and operations axes were most commonly perceived to be critical to the successful deployment and scale-up of the EIR in Vietnam. Though key informants identified elements in the financial health axis and technology and architecture axis that were facilitators to successful scale-up, these axes were not as commonly or strongly mentioned in comparison to the partnership and operations axes. The groundwork and monitoring and evaluation axes were considered to be strong contributors in the success of all the other axes.

Partnership

The NIIS is a product of a hybrid model, with the public, private, and civil society sectors contributing to the successful scale-up and sustainability of the NIIS. The NIIS partnership has enabled the government to own and run the system alongside supportive partners working together as a team.

The NIIS TWG was formed in 2016 with the aim to contribute to the technical implementation and sustainability of the NIIS. Membership comprises MOH’s GDPM as the management authority, NEPI as the immunization expert, Viettel as the technology expert, and PATH as the liaison, serving as the connection across stakeholders. Initially the TWG met weekly, then over time it shifted to once or twice per month, depending on whether NIIS operationalization challenges emerged that required a timely response.

The most commonly expressed theme among key informants was the importance of the partnership in the success of the EIR implementation and scale-up. Key informants repeatedly noted the importance of the role that each member held in the TWG. One informant commented:

*Each member of the TWG plays an important role. It could not be as it is without each member.* [Key Informant A]

Key informants described the importance of the MOH’s role, both to sustainably lead and to oversee the national system. As key informants observed:

*Political commitment is key. First you need to have political commitment, to invest in resources and provide guidance from the government for implementation.* [Key Informant B]

*Only the MOH can manage such a large system that includes so much of the population.* [Key Informant C]

NEPI provided immunization expertise and acted as the technical lead to define and develop immunization workflows,
user requirements, and reporting systems and mechanisms. NEPI also oversaw and strengthened the implementation of the NIIS.

Given the expansive technological requirements of a national EIR, the MOH sought to partner with an MNO that already had an extensive network and was capable of high-capacity data storage. In addition to these technical specifications, key informants noted the importance of selecting a well-established MNO with a history of success:

If you want to implement a system at this scale, it is imperative to work with a big company like Viettel. The MNO of choice must have large capacity and a large presence in the country, be financially secure, and be able to provide necessary human resources in both quality and quantity. Choosing an MNO, it would be best to select the largest MNO with the longest history of success in the country of implementation. [Key Informant D]

Additionally, some informants observed that the nature of the partnership between MOH and Viettel was a driver for successful scale-up and sustainability. That is, Viettel provided key development, storage, and maintenance services rather than only providing software developer services that would eventually be transitioned to the government to maintain and upgrade. As one informant explained:

Viettel provides a service, not just the software, so there is always a partnership and not just a handover. So, whenever the system needs to be updated, the MOH and Viettel are working together. NIIS belongs to the MOH and Viettel provides a service. This is a good model for other countries: outsource the service to a mobile network operator. [Key Informant E]

PATH has played a critical role throughout the pilot–to–national scale-up process. Having both local and global experience in piloting, scaling up, and evaluating digital health products, PATH was able to transfer all technology, such as data flow and database structure design, to Viettel and share lessons learned with the TWG. PATH could also act as a liaison between the MOH, a health system–focused entity, and Viettel, an information technology entity, giving its experience in global health and digital technologies. One informant explained:

PATH complements and supplements the gaps in MOH and Viettel. PATH’s experience in the field, piloting and demonstrating and disseminating that information globally, has been critical. [Key Informant B]

This partnership, in which each partner contributed a critical role, was built on a foundation of trust, which key informants identified as an important driver of successful scale-up and sustainability:

Viettel is government owned, so they trust the government, and the government trusts them. So when MOH trusts PATH, then there is a big circle of trust... An MNO that is trusted by the government is very important. Because the health information is very sensitive. So the partnership can only be established with an MNO that is an old and trusted one, not a new or just established MNO. This helps with scaling-up. [Key Informant B]

Operations

Another recurrent theme across the interviews was the strength of the end user training and support approach that was developed for successful scalability and sustainability.

For NIIS national deployment, training materials and standard operating procedures, which had been developed, tested, and enhanced based on learnings from a landscape assessment and monitoring and evaluation of multiple phases of the EIR, were readily available for use. Additionally, the cascade approach to conduct training-of-trainer trainings had been developed to quickly establish and expand a network to train end users across the country. As one informant explained:

You want to conduct a cascade training because you don’t have the resources to go everywhere. Instead, conduct the training-of-trainer training to provincial and district health workers, then they can provide training and technical support to end-users in hospitals, fee-based facilities, and commune health centers. This is the best method due to limited resources and the trainers will be the supervisors, so this informs them about who is the strongest and who is weak so they can provide feedback to them to improve. [Key Informant E]

Through these trainings, a multilevel technical support network was established across the country. The trained provincial and district health staff acted as mentors who served as focal points for technical support at each health level and provided direct support to end users. Supportive supervision was integrated into existing structures of immunization supervision. In addition, Viettel trained district-level staff on the NIIS, who are now able to provide technical support to end users. This approach is working to sustain country ownership and sustainability of the NIIS in Vietnam.

Financial Health

Estimating the cost of the system and its implementation to appropriately allocate resources to scale up was critical to the success of the NIIS. After the first pilot from 2010 to 2012, a business model framework was developed to provide an overview of the proposed key partners, resources, and activities for sustaining and scaling an EIR in Vietnam. A costing model was also created to determine the financial resources needed to implement the system across multiple provinces in Vietnam.

Identified costs included software development and maintenance, training, supportive supervision and monitoring, and the cost for technical meetings after the first months of implementation. In the case of the NIIS, the MOH has not incurred the cost of software development and maintenance, as the MNO has been providing these services in kind, currently with the expectation that the pricing model may shift in the long-term.

In addition to estimating costs of the system, as a necessary component to successful EIR scale-up, it was essential to have
the government commitment to allocate a budget to this work. As one informant explained:

The government needs to commit and support the implementation and [provide] direction and leadership to the local government to allocate the budget for implementation and maintenance. [Key Informant E]

Technology and Architecture

Key informants noted 3 main technology and architecture facilitators to successful scale-up of the EIR related to the technology itself: its user-centered design, adaptability, and strong data security and privacy. Initial development of the EIR and subsequent upgrades prioritized end user needs. As such,

The system is designed with high-rate of acceptability and is user-friendly. It meets the basic requirements of end-users and it operates smoothly. These are factors to excite provinces to implement and use the system. [Key Informant F]

The NIIS supports facility health workers to document and track immunization records and can easily print electronic records for storage in compliance with current regulations. Individual immunization records can be updated with vaccine doses delivered in different facilities, which is particularly important in large cities where many children receive vaccines from public and private facilities and there is a large migrant population moving between facilities.

To maintain system acceptability by ensuring smooth operation of the system, the NIIS has a mechanism to monitor system operations so that issues that appear can quickly be resolved. The system is updated regularly, and adaptations can be made to fit evolving needs. Relately, the system has strong data security and privacy measures to maintain public trust of the NIIS.

In addition to the NIIS design, the importance of an already existing technology infrastructure at health facilities cannot be overstated as a facilitator to the successful deployment and scale of the EIR. That is, because almost all health facilities in Vietnam already had computers and internet, and health care workers had access to computer systems, the NIIS could be developed with this starting point in mind. Had computers and internet not already been available at health facilities, the NIIS would likely have been designed differently or would have required additional resources at the outset for equipment and connectivity.

Groundwork and Monitoring and Evaluation

The steps taken in the early phases of the EIR and the M&E learnings from multiple EIR implementation phases set the groundwork for successful national scale-up, especially informing the planning, implementation, and optimization of the other axes of scale. Given this interconnected relationship between groundwork and M&E throughout the many implementation phases, we merged these two axes for our analysis.

Key groundwork activities included a landscape analysis and the development of a business model framework. The main aim of the landscape analysis was to evaluate how a digital registry might improve the ability to track children due for vaccinations and how it might shorten the time required for recording and reporting immunizations compared to a paper-based registry. This analysis provided a snapshot of the current policies, technical capacities, and health information systems already in place or under development in Vietnam. On the importance of conducting a landscape analysis, one informant emphasized:

It is a necessary step to look at two sides: the policy and technical sides. Before you scale-up, you must look at the policy environment and see what are the advantages, what is available, and what are the gaps. To understand what is financially necessary and what are some foreseen challenges. [Key Informant B]

The analysis was particularly critical in informing the development of the pilot EIR system in 2010 but also continued to guide decisions about the operations and the technology and architecture of the EIR phases. One major takeaway from the analysis was the importance of understanding user needs to build a system that supports end users at all levels. The analysis also informed the development of the end user training plan, as it identified potential issues such as high turnover and low computer literacy of health care workers that could affect successful implementation and scale-up of the EIR.

Learnings gathered from both groundwork activities and M&E facilitated effective and efficient national scale-up:

We only had 8 months to work on the NIIS together [in 2016], but at that time we already had the business model and understood well about the business and the technical, so we could just transfer the knowledge and the technology to develop the NIIS. This shortened the time for NIIS development. [Key Informant E]

The multiple phases of the EIR that preceded NIIS national scale-up created many opportunities for learning and optimization. In total, the Vietnam EIR system phased through 4 pilots and deployments from 2010 to 2017, starting with a pilot at the district level, then scaled and piloted at the provincial level, scaled again and piloted in multiple provinces, and then finally, scaled nationally. As one informant noted:

The piloting of the system is so important to get feedback from the end-users, before scale-up. And it is important to collect lessons learned as you go, to determine when you can and how you can scale-up. [Key Informant E]

This continuous test-learn-optimize and scale-learn-optimize improvement cycle allowed for improvements in the operations and technology and architecture of the EIR, such that by the time it was scaled nationally, many things had been pretested and improved.

Furthermore, evaluation activities from these phases contributed to the growing evidence of the benefits of an EIR, as well as local validation that such a system was both feasible and effective in the Vietnam context. It was these quantifiable successes that catalyzed the support for nationwide scale-up. As one key informant recommended:
The pilot should be conducted in two years, to get the feedback and upgrade the system, and have enough time to evaluate the system. Two years is enough to evaluate the impact of the system rather than just evaluate the acceptability and feasibility of the system. In the short-term, end-users just want to say the good things. [Key Informant E]

Key Barriers to Scale-up
The financial health, technology and architecture, and operations axes were most commonly perceived to be barriers to the successful deployment and scale-up of the EIR in Vietnam.

Financial Health
Although the cost of EIR deployment was estimated during various EIR phases, there were some costs to national scale-up that were underestimated or not estimated. The majority of the initial financial model was based on costs associated with software development and maintenance. Budgets for operational costs of training, supportive supervision, and monitoring and evaluation were sometimes insufficient. For example, there was insufficient funding and human resources for EIR’s supportive supervision visits:

A low budget for supportive supervision visits made it difficult for higher level supervisors to conduct timely supervision of end-users. [Key Informant F]

Local governments do not allocate budget for research and some don’t have supervision budgets, so they had to integrate [NIIS supervision] with supervision of other health areas. [Key Informant E]

Another unanticipated cost to scale-up was that, because of the enormity of the data, the server has needed to be frequently updated and expanded. Through this experience, the TWG has identified the importance of accurately estimating the operational aspects of scaling up an EIR.

Technology and Architecture
Two key barriers to successful scale-up and sustainability were identified within the technology and architecture axis, namely issues with data transmission and storage and interoperability.

Although a sizing and infrastructure assessment was conducted to inform the server capacity and connectivity bandwidth, the substantial increase in the demand for data storage and transmission for national scale-up were not appropriately anticipated. There are nearly 20 million clients in the NIIS, and this number will continue to increase as the population grows. Informants explained:

We did not foresee just how large the data would be, how large of a number of people would be registered into the system, and how to store this data without slowing down the system. The number of people registered is growing rapidly... During times of high influx, the NIIS system is overloaded. The server needs to be updated and expanded frequently to accommodate the enormity of the data. [Key Informant F]

We did not estimate the increase of data, therefore could not optimize the algorithm as well as the database infrastructure from the beginning. [Key Informant A]

This, along with a large number of people using the system, has meant that the system can sometimes run slowly. The TWG is working to find a solution, which includes upgrading the server, separating the data storage and data query servers, and developing standard operating procedures in cases where the system is down. The MNO has also been working to address this issue by identifying and indexing frequently queried data files to optimize the speed of queries.

Another barrier to successful scale-up has been the lack of a national ID to develop an integrated, interoperable system. Viettel is currently working to develop a health information system that integrates all data from existing systems, including immunization, infectious diseases, and noncommunicable diseases, all of which have their own software without a common unique identifier for each client. This has been an issue even within the NIIS, with duplication of individual records. (Based on a January 2019 GDPM report, 1.2% of NIIS records were duplicates [30].) Similarly, facilities that use their own systems, such as hospitals and private facilities, are not interoperable with the NIIS. The NIIS includes barcode technology, and it has been suggested that each child’s unique barcode could serve as a national ID; however, with limited resources, there are few public facilities equipped with barcode readers and printers. Through this experience, the TWG has identified that having a national unique ID would be a facilitator to building an interoperable system.

Operations
There were 3 key barriers to successful scale-up and sustainability identified within the operations axis: dual reporting, low computer literacy of end users, and high turnover of health care workers.

From the beginning, there have been persistent concerns among health sector staff about whether an EIR would increase the workload of health care workers. Evaluations of the early phases of the system found that it successfully reduced the time burden of reporting among health workers; however, the current dual-reporting scenario is burdening the health workforce workload. Because a completely digital system is not mandated by the government, end users are tasked with using both the paper-based system and the NIIS to ensure data accuracy in both systems. During planning for national scale-up, a clear transition plan from paper to digital would reduce the workload for end users.

During the landscape analysis conducted in 2010, low computer literacy of end users was identified as a possible barrier to effective implementation and scale-up of an EIR. Some health care workers were not well versed in computer usage, including basic computer functions, such as typing and Microsoft Excel. Low computer literacy also meant that staff would not know how to use the data to calculate indicators and interpret results for decision making. As one key informant described:

http://www.jmir.org/2020/9/e19923/
One of the difficulties in the pilot phase was the computer skills of the health care workers. Some needed a lot of support, even in typing. We trained on everything. This was a big challenge for implementing the system. [Key Informant E]

Given that the issue was identified during the landscape analysis, the project team was able to use various strategies in the development of the EIR and training approach to increase the usability of the EIR for end users:

Due to different levels of digital literacy of commune health workers, each commune must assign two people to take part in the training sessions. After the training, this peer support is very important to ensure success in implementation. [Key Informant E]

A lot has changed since these early years of EIR implementation, with an increasingly computer-literate health workforce and increased computer and internet infrastructure at the commune level. This change has helped increase the accessibility and usability of the NIIS.

Another barrier to scale-up and sustainability identified during the landscape analysis was the frequent staff rotation and high staff turnover rate. Again, because this was identified during the landscape analysis, it was possible to address this during the development of the training approach. Multiple staff members at every level of the health system, including the health facility, district, provincial, and national levels, are trained. The cascading training-of-trainers approach (described in “Operations” under the “Key Facilitators to Scale-up” section) also ensures a sustainable peer-training system is in place to train new staff. Vietnam is also exploring e-learning options to train new staff.

Discussion

Principal Findings

While there were facilitators across all axes within the MAPS framework, the partnership and operations axes were most commonly perceived to be critical to the successful scale-up of the EIR in Vietnam. The EIR scale-up has been facilitated by a partnership comprised of public, private, and civil society actors working together toward shared goals and leveraging each partner’s expertise. It was operationalized through a cascading training-of-trainer approach, which was integrated within existing supervision structures and used training materials that were iteratively refined during each phase of implementation.

The most commonly perceived barriers to the scale-up of the EIR in Vietnam were related to the financial health, technology and architecture, and operations axes. Related to financial health, there were challenges in sufficiently estimating operational costs associated with training, supportive supervision, and monitoring and evaluation. Technology and architecture barriers included issues with the unanticipated volume of data storage and transmission demands and the lack of a national ID to support interoperability with other health information systems. Key operational barriers were mainly among end users and included challenges of dual-reporting systems, low computer literacy, and high staff turnover.

Overall, the phased approach of multiple small pilots allowed for iterative assessment and planning that strengthened all the axes and contributed to the successful scale-up.

Implications for Scale-up and Future Research

Though the MAPS Toolkit was not designed as an evaluation framework, overall, the axes of scale and their specified definitions helped ground the analysis for this evaluation. The MAPS conceptual model acknowledges that scaling up is an “iterative cyclical process of thorough assessment, careful planning and targeted improvements” [13]. However, there is not an axis or a cross-cutting axis to represent the dynamic, continuous learning-and-improvement process that was so critical to the success of the full national-scale deployment of the NIIS. In Vietnam, each of the 4 phases of the EIR deployment from 2010 to 2017 allowed for opportunities to learn and make improvements that strengthened multiple axes. The technology itself improved with feedback from end users to improve its acceptability and functionality, operations benefited by fine-tuning training materials and standard operating procedures, costing models were refined at various points, and with time and experience, trust between the partners continued to grow. Furthermore, the evaluation activities from each phase built the evidence base, which strengthened partners’ support to continue to scale the system. Thus, the MAPS framework was adapted during analysis by merging the M&E and groundwork axes as a way to acknowledge this interconnectedness of the two axes. When applying the MAPS framework, implementors and evaluators should strive to understand the interconnectedness between and dynamic influences across axes.

Using the MAPS Toolkit allowed for comparison between the experience in Vietnam with that of Tanzania and Zambia, where a recent study explored the factors influencing the introduction and adoption of EIRs in low-resource settings using the MAPS Toolkit [24]. Tanzania and Zambia took a similar approach by starting implementation in a single pilot district or province before expanding the EIR further, which was also perceived as a facilitator of scale-up, as it allowed for opportunities to learn and iterate [24]. The value of pilot testing an EIR has been documented in the United States as well [9] and is consistent with the scale-up literature for other nondigital interventions [31].

The central role of the partnership model in Vietnam cannot be overstated. There were initial challenges as partners developed shared language and understanding across their areas of expertise, which included public health and immunization, financial health, and information technology. It was important to allow time for this learning curve and to formalize roles as part of the NIH TWG. Lessons learned from implementing subnational EIRs in the United States also highlighted the importance of a steering committee or coalition to guide EIR development and garner support [9]. Similar to Vietnam, in both Tanzania and Zambia, the MOH leadership’s support of the EIR was an important facilitator, and the MOH relied on PATH as a technical partner. However, the partnership model
in these African countries differed from Vietnam’s in that nongovernmental partners, including PATH, John Snow Inc, and the Catholic Medical Mission Board were more directly involved with implementing the EIR at subnational levels in Tanzania and Zambia [24]. Other countries may also not be able to replicate the MNO partnership that was a key facilitator to scale-up in Vietnam, as Viettel is uniquely positioned as a state-owned MNO with large market share across the country.

In terms of operations, Tanzania initially used an on-the-job training approach that relied on PATH staff to visit each health facility, but later Tanzania and Zambia implemented a training-of-trainers approach similar to Vietnam’s model. As mentioned, nongovernmental partners were more heavily involved in the initial subnational deployment and trainings in Tanzania and Zambia, which was also a large cost driver in these countries [32]. In all three countries, EIR supervision was integrated within existing structures, which was a facilitator for scale and sustainability, but also meant there was limited time spent specifically on EIR issues during supervision visits. Similar to Vietnam, Tanzania and Zambia also faced barriers due to dual-reporting systems, low computer literacy of end users, and high health care worker turnover. Other studies echo that human resources are a challenge to the Vietnam EPI as a result of limited resources for supervision in hard-to-reach areas, underpaid and unmotivated frontline workers, and low levels of knowledge and computer literacy [33].

Whereas in Vietnam, the existing technology infrastructure was in place at health facilities, this was not the case in Tanzania and Zambia, where lack of hardware and electricity was a barrier to initial introduction of the EIR [24]. Other technology and architecture barriers to scale of the EIRs in Tanzania and Zambia included synchronization delays, discrepancies in data across systems, and challenges due to separate immunization service delivery and stock management systems [24]. In Vietnam, this last challenge was avoided by integrating ImmReg and VaxTrak into a single system (NIIS) before scaling nationwide. The iterative piloting of the technology in Vietnam may have avoided the heavy costs that can be associated with EIR redesign or reconfiguration [9,32]. Both Tanzania and Zambia had to modify their EIR requirements and design a second system for scale [34].

As more countries aim to introduce EIRs, these findings can inform efforts to plan for scale-up. Seth Berkley, CEO of Gavi, the Vaccine Alliance, wrote about the importance of harnessing digital innovations to support immunization, noting that “one of the biggest needs is for affordable, secure digital identification systems that can store a child’s medical history, and that can be accessed even in places without reliable electricity” [35]. Previous studies have recommended using digital health innovations for immunization, based on systematic reviews [36], but there is recognition that current research on the role of digital health in immunization initiatives is limited [22,36]. This is true for the field of digital health overall, with repeated calls to continue to strengthen the evidence base [6]. The findings presented here touch on priority evidence gaps related to evaluating economics, enabling ecosystems, financial and programmatic sustainability, and data use pathways related to digital health interventions [6].

Limitations
This study was based on the experience scaling the EIR in Vietnam, and care should be taken when generalizing these findings beyond Vietnam. This limitation was in part addressed by identifying determinants guided by the MAPS Toolkit, a conceptual framework that can be applied to digital health implementations in varied contexts.

This study purposively selected key informants to represent the range of partners on the NIIS TWG; each was very involved in the EIR scale-up and could speak to the details of the implementation. The study focused on national-level stakeholders and did not include key informants representing subnational or community perspectives. Although end user perspectives were represented in the documents reviewed, for a more comprehensive understanding of the factors influencing the EIR scale-up in Vietnam, future studies could also include perceptions of the barriers and facilitators from EIR end users at the district and health facility levels, as well as caregiver or community perceptions of immunization service delivery. Different determinants may emerge at each level. For example, a systemic literature review (with the majority of studies from the United States) identified health care providers’ perceptions of usefulness and ease of use of digital health innovations as influential factors to their acceptance of the innovation [37]. Dolan et al [24] highlighted some of the barriers influencing EIR scale-up at subnational levels in Tanzania and Zambia, including inadequate data bundles, increased workload due to dual systems, and lack of EIR integration with the health management information system (Zambia only). In Vietnam, subnational differences in urbanization, socioeconomic status, behaviors, and other factors that may have affected EIR scale-up were not the focus of this study.

Conclusion
This study described the key facilitators and barriers that influenced the scale-up of the NIIS in Vietnam using a comprehensive digital health framework. The results highlight the importance of the measured, iterative approach that was taken to gradually expand a series of small pilots to nationwide scale. Key facilitators included the partnership model, which leveraged complementary strengths of the MOH and GDPM, NEPI, Viettel, and PATH, and the operational approach to introducing the NIIS with lean, iterative, and integrated training and supervision. Key barriers to scale-up included insufficient estimates of operational costs, unanticipated volume of data storage and transmission, lack of a national ID to support interoperability, and operational challenges among end users.

The findings from this study can be used to inform other countries considering, introducing, or in the process of scaling an EIR or other digital health innovations.
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Abstract

Background: Activities directed at attaining health goals are a major part of the daily lives of those fighting chronic diseases. A proliferating population of patients with chronic diseases are participating in web-based patient communities, wherein they can exchange health information and pursue health goals with others virtually.

Objective: In this study, we aimed to understand the effect of participation in social media–enabled web-based patient communities on health goal attainment. In particular, we studied the antecedents of health goal attainment in terms of social support and self-reflection in web-based patient communities.

Methods: This data set consists of web-based health management activities of 392 patients across 13 health support groups, that is, groups with medical issues such as high blood pressure, diabetes, and breast cancer; the data of the activities were collected from a leading web-based patient community. Content analysis was used to code the social interactions among the patients on the web-based platform. Cox regression for survival analysis was used to model the hazard ratio of health goal attainment.

Results: Our analysis indicated that emotional support from web-based patient communities can increase patients’ probability of achieving their goals (hazard ratio 1.957, 95% CI 1.416-2.706; P<.001) while informational support does not appear to be effective (P=.06). In addition, health-related self-reflection increases the patients’ likelihood of goal attainment through web-based patient communities (hazard ratio 1.937, 95% CI 1.318-2.848; P<.001), but leisure-oriented self-reflection reduces this likelihood (hazard ratio 0.588, 95% CI 0.442-0.784; P<.001).

Conclusions: Social media–enabled web-based platforms assist health goal management via both social interaction and personal discipline. This study extends the understanding of web-based patient communities by investigating the effects of both social and cognitive factors on goal attainment. In particular, our study advocates that health goals relating to chronic conditions can be better managed when patients use the facilities of web-based health communities strategically.

(J Med Internet Res 2020;22(9):e19895) doi:10.2196/19895
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Introduction

Background
The modern day increase in life expectancy in the global population is coincident with an increase in chronic conditions and diseases. According to a recent report by the Centers for Disease Control and Prevention, 6 in 10 adults in the United States have a chronic disease, which is the leading driver of the nation’s $3.5 trillion in annual health care costs [1]. To restrain the growing economic burden, the traditional cost-ineffective medical service model, in which health experts administer complex treatments to patients and guide them in follow-up
self-care, has gradually shifted toward more collaborative, community, and individual empowerment approaches [2,3].

One such approach is community-based goal striving support on social media platforms. Health goal attainment in the face of chronic diseases has long been recognized as an important indicator of patients’ health. Based on a report, 90% of the participants used goals to manage their health, and 1 in 3 of them intended to know more about how to eventually attain their health goals [4]. With the increasing popularity of social media–enabled web-based patient communities, an increasing number of patients, especially those with chronic illnesses, are joining their peers in goal-striving activities. However, despite their popularity, the effectiveness of web-based patient communities on the self-managed goal attainment of patients with chronic diseases is largely characterized by a lack of investigation.

From a sociopsychological perspective, the outcome of a person’s health management is dependent on both social influence and self-influence [5]. During the goal-striving process in web-based patient communities, social support from peers on these web-based platforms and patients’ self-reflection are the 2 essential influencers for goal attainment. Social support functions through peer interaction on social media, which could potentially reduce patients’ uncertainty and stress. Self-reflection is a cognitive process, which offers a comparison mechanism [6,7]; therefore, the goal setter can identify what needs to be improved or what needs to be included for goal attainment. In this study, we empirically investigate the impact of social support and self-reflection on goal attainment by conducting a survival analysis on a unique data set collected from a leading web-based patient community.

**Hypotheses**

**Disease Self-Management and Web-Based Health Goal Attainment**

Disease self-management is a patient-centered approach that reduces health care costs while improving the health status [8]. Such illness management is especially crucial for patients with chronic diseases as they may endure a long period of care and treatment. Most of the past research on disease self-management was related to patient education programs provided by health care professionals [9]. Internet and social media technology have made it easier to observe patients’ personal and interpersonal behaviors in web-based disease management. For instance, many web-based patient communities allow patients to monitor their goal-striving activities while developing web-based dialogues with others.

In health care, goal attainment is often viewed as the final completion of goals and purposes for improving one’s well-being [10,11]. Individuals can set any goal based on their health concerns, some of which are more intrinsically motivated (eg, walking goals, calorie goals) [11,12] while some are related to more extrinsic medical decisions (eg, treatment-aligned goals) [13,14]. In this study, web-based health goal attainment is the act of achieving health-beneficial goals, either fully or partially intrinsically motivated, through the use of a web-based patient community. Examples of such goals are “finish current treatment” for patients with tumors, “be emotionally stable” for patients with bipolar disorder, and “lose weight” for patients with high blood pressure. Extant studies tend to focus on the antecedent roles of goals such as the effect of a goal’s presence or absence [15] and the impact of the distance to goal attainment [15,16]. However, knowledge is lacking on goal attainment as an outcome variable. In this study, we propose a web-based goal attainment model (Figure 1) to understand the impact of social support and self-reflection on goal attainment in web-based patient communities.

**Figure 1.** Self-reflection and social support driving goal attainment in web-based patient communities.

**Social Support and Goal Attainment**

Social support refers to “a coping resource from which people may draw when handling stressors” [17]. In the web-based environment, social support can be exchanged between any 2 individuals with social ties. Social support can be viewed as social cognitive means in health practices [5]. In web-based patient communities, informational support and emotional support are frequently generated by patients [18].

Informational support refers to the type of assistance that helps define, comprehend, and cope with stressful problems (ie, health conditions in this research) [19,20]. Web-based informational
support can be in the form of advice, referrals, or teaching [21]. According to the social judgment theory [22], one might expect that people put more weight on opinions closer to their own while discounting more distant ideas [23,24]. With regard to achieving a health goal, the support receiver (ie, the goal initiator) is likely to receive practical, health-oriented information from those who have the same health issue, if not with exactly the same goal. It can be expected that the support receiver will consider such information seriously. Research also shows that conformity in opinions is important in people’s decision-making processes. For patients, similarly, the informational support of peers is based on peers’ understanding and experience of a given medical condition, which is likely to be helpful for the goal initiator. In addition, prior research has suggested that informational support is given to a patient to reduce the uncertainty he/she is facing and to guide his/her action [25] and should be beneficial for those intending to improve their health [26]. Thus, we anticipate the goal attainment likelihood to be positively influenced by a high volume of the received informational support in web-based patient communities. Therefore, we proposed the following hypothesis.

**Hypothesis 1.** Web-based informational support is positively related to goal attainment by users of web-based patient communities.

Emotional support is affective and sentimental in nature and communicates love or care [26]. It is usually expressed through understanding/empathy, encouragement, affirmation/validation, sympathy, and caring/concern [21]. Although it does not contain any constructive advice or suggestion, emotional support can help patients reduce their negative feelings due to any issues or reaffirm their self-efficacy due to noticeable progress. This type of social support acts like a stimulant directly affecting the patients’ mood state and emotion. Better mood will, in turn, help patients achieve a better state of health [27]. Besides, researchers have found that emotional support has a long-lasting effect of retaining patients in web-based patient communities [18]. Due to such emotional attachments, patients are more likely to keep striving on their goals in their virtual communities. Thus, the received emotional support from web-based patient communities is likely to increase the patients’ chances in attaining their health goals, which leads to our next hypothesis.

**Hypothesis 2.** Web-based emotional support is positively related to goal attainment by users of web-based patient communities.

### Self-Reflection and Goal Attainment

Self-reflection is within the umbrella of self-regulation [28] in the goal-related literature. Self-regulation is the “self-generated thoughts, feelings, and actions that are planned and cyclically adapted to the attainment of personal goals” [29]. A comparison mechanism exists in a person’s cognition to constantly reflect and evaluate his/her goal-striving activities [6,30], helping him/her move closer toward the goal. Such a comparison mechanism is self-reflection [31] through which goal progress is generated. In social cognitive theory, Bandura [32] noted that monitoring performance has little meaning to goal attainment if the comparison mechanism in the human cognitive process is lacking. For patients pursuing health goals in web-based patient communities, their self-evaluated or self-reflected content is a critical asset indicating whether these individuals continue moving their goal-striving endeavor forward.

Because web-based patient communities largely enable interpersonal activities, it is common for patients using web-based platforms to post both health-related content and leisure-oriented content. During the health goal-striving process, the former is the reflection directly related to the person’s health or goal, whereas the latter is the cognition process regarding other things in life such as recalling childhood memories, mentioning family events, and commenting on a person. In other words, leisure-oriented self-reflection largely focuses on non–health-related topics that are loosely connected to the health goal. The literature on self-regulation posits that distraction draws one’s attention away from monitoring health goals and the related behaviors, thereby causing reduced ability in goal pursuit [33]. Prior studies also indicated that successfully controlling one’s attention is beneficial for goal performance [34]. In web-based patient communities, a patient’s self-reflection content can indicate the person’s attention regulation status. Put simply, if a patient can generate more health-related reflection content, his/her goal regulation process will be increased. Otherwise, his/her ability of goal attainment will be hindered. In light of this, we proposed the following 2 hypotheses:

**Hypothesis 3.** Health-related self-reflection content is positively related to goal attainment.

**Hypothesis 4.** Leisure-oriented self-reflection content is negatively related to goal attainment.

### Methods

#### Research Context and Data Collection

We collected data from a large web-based patient community, which launched goal management in December 2007. Prior to the data collection, the website had more than 400,000 members participating in over 500 health support groups. The support groups were generated by the platform, and each group had a unique medical or distress focus, the majority of which were chronic diseases (eg, mental disorder, cancer, diabetes). This web-based patient community allowed its members to choose topics that closely related to their distress to manage their health. The available goals were created by a group of healthcare professionals hired by this web-based platform.

At the beginning of a goal, the progress was set at 0%. Over time, patients using this web-based platform could change the progress in 5% increments. The goals were managed only by these patients. **Figure 2** demonstrates a patient’s goal page. It includes a progress diagram and goal-related journals. The patient’s self-reflection content and the received social support are available to read on each journal page. We employed a web crawler to collect data from this patient community. The details of the data collection can be found in Multimedia Appendix 1. In total, 392 patients with 5 different goal types were included in the panel data set. Among them, 87 patients managed to
complete their goals within the research window, while the remaining 305 left their goals unfinished.

**Figure 2.** Goal progress diagram and goal update records on a patient's goal page.

**Variables and Content Analysis**

Dependent variables: The dependent variable, $\lambda(t)$, is the hazard rate measuring the probability that a patient will experience goal attainment at time $t$. It is derived from goal duration, which represents the time spent from the goal start date to the end date. If a patient experienced health goal attainment before the end of the study period, then the end date is the actual goal end date. Otherwise, the patients are right-censored and the end date is the last day of the research window. Goal duration is assumed to have a continuous probability distribution $f(t)$. Thus, the probability that the duration will be at least $t$, $S(t)$, is defined as shown in (1). Since hazard rate is the probability that the duration will end after time $t$, given that it has lasted until time $t$, we define $\lambda(t) = f(t)/S(t)$.

Independent variables: (1) Informational represents the number of times peers in web-based patient communities provide informational support to the patient. (2) Emotional represents the number of times peers in web-based patient communities give emotional support to the patient. (3) HealthUpdate is the number of health-related contents posted in a patient's goal update entries to measure health-related self-reflection. (4) LeisureUpdate is the number of leisure-oriented contents posted in the goal update entries to measure the leisure-oriented self-reflection. These variables were derived from a content analysis, which is presented in Multimedia Appendix 2.

Control variables: (1) Tenure indicates the length in time since a patient became a member of the web-based patient community and is measured by days. (2) NumberOfUpdate shows the total number of goal updates a patient posted until the goal attainment was censored or the end of the research window. (3) HealthResponse captures the number of patient's health-related responses to peers in web-based patient communities in the comments section. (4) LeisureResponse captures the number of patient's leisure-oriented responses to peers in web-based patient communities in the comments section. (5) Age in years, gender (0-male/1-female as reported by the website), and goal category dummy variables were also included.

---

**Comments:**

**Friend A:**
I had a bit of an Easter candy problem, too...I think all holidays are hard for us. Don’t worry, we don’t have to be perfect, we just have to keep trying...you’ll make it.

**Friend B:**
I’m with you. Eating candy is such a hard habit to break. I found a YouTube video very helpful, maybe it can help you too. (Link is removed in this paper)

I do hope your family can heal after their tragic loss. It must be so difficult but I agree with you not talking about it is going to make things far more difficult. You are in my prayers lovely.

**The goal setter:**
Thank you girls it always helps to know I am not alone.

---
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statistics, the Pearson correlation matrix, and the variance inflation factors (VIFs) for the variables are presented in Multimedia Appendix 3. The correlations are less than 0.8, indicating that a strong correlation is not a significant concern. VIF results (mean VIF 1.74, individual VIF range 1.03-2.99) indicated that multicollinearity is not an issue in this study.

**Survival Analysis**

Because the research focus is the final success in achieving health goals (ie, health goal attainment), survival and hazard ratio analysis is the appropriate approach. We used a semiparametric model, Cox proportional hazard regression, to analyze the health goal attainment data, as the predictors in the model are all continuous variables [35]. The model is specified as shown in i. In this model, \( \lambda(t) \) is a baseline hazard function that describes the risk for patients with \( X_i = 0 \), who serve as a reference cell. \( \alpha \) is the relative risk, a proportionate increase or reduction in risk, associated with the set of characteristics \( X_i \). The model for this research with all the \( X_i \) and control variables is shown below, where controls represents all the control variables in the research.

\[
\lambda(t) = \lambda_0(t) \exp(\beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_4 X_4 + \beta_5 X_5 + \ldots + \beta_n X_n)
\]

We conducted the Schoenfeld and scaled Schoenfeld residuals plots individually to check the proportionality assumption on each independent variable. \( P \) values greater than .05 for each term indicate that all of the terms should be kept in the model. We plotted the Cox-Snell residuals to check the goodness of fit. The plot indicated that the model fits well.

We computed the statistical power for a two-sided, .05 significance level test to detect an effect size (log hazard ratio) of 1 for each of the independent variables, given that our sample size is 392. After adjusting the censoring rate and the covariance among variables, we found that the statistical powers for the independent variables were all greater than 98%, which is well above the suggested 80% level. Thus, we conclude that our sample size is sufficient to investigate the effect of the independent variables in a Cox proportional hazard regression.

**Results**

The Cox proportional hazard regression results are reported in Table 1. The results of the 4 independent variables were consistent across all 3 models, that is, the main effects were significantly related to the dependent variable in this study, except informational support. The probability of obtaining the chi-square statistic, given that there was no effect of the independent variables, taken together, on the dependent variable, was <.001 for all the 3 models.

In Hypothesis 1, we proposed that informational support boosts the chance of goal attainment for web-based patient community users. As shown in Table 1, the coefficient for logInformational is negative and not significant (\( P=.06 \)). Thus, we did not find support for Hypothesis 1. This is probably because practical health information from nonprofessional peers in web-based patient communities does not efficiently guide one’s health goal-striving process. As shown in the results, the coefficient of logEmotional is positive and significant (hazard ratio 1.957, \( P<.001 \)), suggesting that emotional support is positively related to goal attainment. Thus, Hypothesis 2 is supported. We used natural log for the logarithmic transformation of the variables. Thus, this result suggests that for every 3 additional emotional support comments received, the probability of goal attainment for the patient increases by 95.7%. The results show that the coefficients for health-related self-reflection and leisure-oriented self-reflection are 0.661 (hazard ratio 1.937, \( P<.001 \)) and –0.530 (hazard ratio 0.588, \( P<.001 \)), respectively. These findings indicate that health-related self-reflection is positively related to goal attainment, while leisure-oriented self-reflection is negatively related to goal attainment. Thus, Hypothesis 3 and Hypothesis 4 are also supported.

Two control variables, Tenure and NumberOfUpdate, are negatively related to goal attainment. For Tenure, this negative effect may be caused by the reduced interest level of older members in web-based patient communities. Over time, patients may become less motivated to use the web-based goal management features. Thus, patients with longer tenure may not frequently interact with the platform and thus delay their goal progress. Next, the negative effect of NumberOfUpdate indicates that given a fixed amount of social support and self-reflection, a patient who updates more frequently on a goal is less likely to attain the goal. In web-based patient communities, since the actual goal progress does not necessarily change in each update, frequent updating may be a result of excessive web-based self-presentation [36], which could be counterproductive to the goal attainment process [37].

The results also show that certain goal categories affect goal attainment. We then checked the Kaplan-Meier survival estimates graph (Figure 3) to obtain a better visualization. A test for equality of survival functions among the groups suggests that the observed differences are significant (\( P=0.01 \)). It appears that a goal may be better managed by a patient if it is highly associated with their health providers’ treatment plan (eg, beat Hepatitis C virus, complete cancer treatment). This is possibly because these goals are associated with clearer guidance, procedures, and timelines. Although beyond the scope of this study, the level of manageability of a goal due to either intrinsic factors or an extrinsic cause should be taken into account for chronic condition management.
Table 1. Estimates of the Cox proportional hazard model on the rate to goal attainment occurrence.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1 ( ^a ) (independent variables), N=392</th>
<th>Model 2 ( ^b ) (control variables), n=379</th>
<th>Model 3 ( ^d ) (full model), n=379</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE) ( P ) value</td>
<td>Coefficient (SE) ( P ) value</td>
<td>Coefficient (SE) ( P ) value</td>
</tr>
<tr>
<td>logInformational</td>
<td>(-0.288 (0.211)) .17</td>
<td>(-e)</td>
<td>(-0.420 (0.220)) .06</td>
</tr>
<tr>
<td>logEmotional</td>
<td>(0.349 (0.131)) .008</td>
<td>(0)</td>
<td>(0.672 (0.165)) (&lt;.001)</td>
</tr>
<tr>
<td>logHealthUpdate</td>
<td>(0.540 (0.166)) .001</td>
<td>(0)</td>
<td>(0.661 (0.197)) (.001)</td>
</tr>
<tr>
<td>logLeisureUpdate</td>
<td>(-0.608 (0.133)) (&lt;.001)</td>
<td>(0)</td>
<td>(-0.530 (0.146)) (&lt;.001)</td>
</tr>
<tr>
<td>logTenure</td>
<td>(____)</td>
<td>(-1.847 (0.246)) (&lt;.001)</td>
<td>(-1.861 (0.256)) (&lt;.001)</td>
</tr>
<tr>
<td>logNumberOfUpdate</td>
<td>(____)</td>
<td>(-0.500 (0.240)) .04</td>
<td>(-1.147 (0.300)) (&lt;.001)</td>
</tr>
<tr>
<td>logHealthResponse</td>
<td>(____)</td>
<td>(-0.255 (0.416)) .54</td>
<td>(-0.681 (0.443)) (.12)</td>
</tr>
<tr>
<td>logLeisureResponse</td>
<td>(____)</td>
<td>(-0.455 (0.515)) .38</td>
<td>(-0.297 (0.542)) (.58)</td>
</tr>
<tr>
<td>logAge</td>
<td>(____)</td>
<td>(-0.005 (0.306)) .91</td>
<td>(-0.125 (0.336)) (.71)</td>
</tr>
<tr>
<td>Gender (female)</td>
<td>(____)</td>
<td>(0.035 (0.312)) .91</td>
<td>(-0.027 (0.328)) (.93)</td>
</tr>
<tr>
<td>Goal to lose weight</td>
<td>(____)</td>
<td>(-0.574 (0.259)) .03</td>
<td>(-0.660 (0.277)) (.02)</td>
</tr>
<tr>
<td>Goal to manage diabetes</td>
<td>(____)</td>
<td>(0.099 (0.433)) .82</td>
<td>(0.202 (0.483)) (.68)</td>
</tr>
<tr>
<td>Goal to beat Hepatitis C virus</td>
<td>(____)</td>
<td>(0.816 (0.417)) .05</td>
<td>(0.351 (0.433)) (.42)</td>
</tr>
<tr>
<td>Goal for cancer treatment</td>
<td>(____)</td>
<td>(0.830 (0.438)) .06</td>
<td>(0.929 (0.451)) (.04)</td>
</tr>
</tbody>
</table>

\(^a\) Log-likelihood function, \(-407.5\); Bayesian information criterion, 783.324.
\(^b\) Log-likelihood function, \(-362.0\); Bayesian information criterion, 838.935.
\(^c\) 13 values were missing for age and gender.
\(^d\) Log-likelihood function, \(-334.9\); Bayesian information criterion, 752.851.
\(^e\) Not available.

Figure 3. Kaplan-Meier survival estimates by goal types. HCV: hepatitis C virus.
Discussion

Principal Findings
In this study, we found that the received emotional support and health-related self-reflection in a web-based patient community increase a person’s probability of reaching a health goal. The findings also confirmed the detrimental effect of leisure-oriented content on goal attainment. We now discuss the implications for research and practice and limitations.

Implications for Research and Practice
Our study makes several research contributions. First, this study adds new insights to health goal attainment in web-based patient communities. We conducted a survival study on the likelihood of health goal attainment with the presence of web-based social support and self-reflection. The design of the study allowed us to examine the effects of both environmental (peer support) and cognitive (self-reflection) factors on patients’ behavior related to goal pursuit. To the best of our knowledge, this is one of the first studies investigating health goal attainment in the social media setting. Second, although extant studies recognize the crucial effect of social support on patients’ health [26], it is unclear whether social support is beneficial for patients’ self-striving behaviors (eg, health goal attainment). Our study contributes to the literature by revealing the different effects of social support (ie, informational and emotional support) on patients’ goal attainment. More importantly, we found that emotional support is more beneficial than informational support in helping patients in their health goal pursuit. This means that crowd-powered positive effect may be more crucial than health information provided by the crowd (ie, those who are not health care professionals) for patients’ goal management. Additionally, this research echoes the previous research [38] on patients’ cognitive capabilities (eg, the amount of information to be processed) and pushes it further to connect it with a more specific health outcome, goal attainment, which provides building blocks for future researchers who are interested in patients’ health outcomes enabled by web-based cognitive processes.

This study also provides important practical implications. First, we suggest that patients in web-based communities setting their goals in a more specific manner as a purposeful, manageable objective are likely to benefit more from social/cognitive influencers in terms of goal attainment. Second, although setting health goals, especially health goals for chronic conditions, does not always result in winning the battle with a disease, being able to finish a goal has significant meaning in patients’ disease management and overall health. Therefore, if web-based patient communities can be integrated with offline professional health coaching methods [39], patients may realize better goal results by taking advantage of both professional-based informational support and peer-based emotional support. Lastly, if hospitals and physicians consider adding peer social interaction functionality to their web-based portals (through patient login), their patients may have a more focused and trustworthy group of peers with whom they can exchange information. Better goal performance can be expected as one of the potential benefits of using such a platform.

Limitations and Future Research
This study has several limitations. First, we collected data from groups with active conditions to observe goal-striving activities. However, the less active groups may carry their unique characteristics that were not uncovered by our data set. Because additional desirable data are truly hard to obtain, more robustness checks may need to be conducted to help verify the results of the survival analysis. Second, although several control variables were included in this study, future studies should consider more control variables (eg, number of support givers, number of strong ties and weak ties) to reduce the omitted variable bias. Third, this study focused on goal attainment, which is the ending point of a goal. To gain more insights on goal attainment in web-based patient communities, future research can shed light on the entire process of health goal management. For example, future research can investigate whether web-based patient communities play a role in goal creation and goal progress. Such studies will help researchers and practitioners in web-based patient communities better understand how a patient’s goal proceeds over time and how to provide intervention during the process. Fourth, to the best of our knowledge, this study is among the first to empirically include patient self-reflection in web-based patient community research. An important reason for this factor to be excluded from the prior studies is that self-reflection is highly personal and cognition-oriented. Put simply, a large portion of a person’s self-reflection process for self-managed goals is not web-based and is undocumented. In this study, we were restricted to capturing only the observable portion of self-reflection through patients’ web-based activities. For future studies, multiple data sources (eg, web-based, clinical settings, interview, survey) should be implemented to reduce this issue.

Acknowledgments
The authors thank Dr. Terry Byrd for providing comments and suggestions at the early stage of this research.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Details about the selected goals and disease groups.

[DOCX File, 16 KB - jmir_v22i9e19895_app1.docx ]
Multimedia Appendix 2

Content Analysis.

[DOCX File , 19 KB - imir_v22i9e19895_app2.docx ]

Multimedia Appendix 3

Other related statistics.

[DOCX File , 23 KB - imir_v22i9e19895_app3.docx ]

References


Abbreviations

VIF: variance inflation factor
Exploring the Health-Related Quality of Life of Patients Treated With Immune Checkpoint Inhibitors: Social Media Study

François-Emery Cotté1, PharmD, PhD, MPH; Pâmela Voillot2, MSc; Bryan Bennett3, PhD; Bruno Falissard4,5,6,7, MD, PhD; Christophe Tzourio8,9, MD, PhD; Pierre Foulquié2, MSc; Anne-Françoise Gaudin1, PharmD; Hervé Lemasson1, MSc; Valentine Grumberg10, MSc; Laura McDonald11, PhD; Carole Faviez2, MSc; Stéphane Schück2, MD

1Bristol-Myers Squibb, Rueil-Malmaison, France
2Kap Code, Paris, France
3Bristol-Myers Squibb, Stockport, United Kingdom
4Paris-Sud University, Paris, France
5Paris-Descartes University, Paris, France
6AP-HP, Paris, France
7INSERM U1178, Paris, France
8Bordeaux University, Bordeaux, France
9Inserm U1219, Bordeaux, France
10UFR Pharmacy, Grenoble Alpes University, Grenoble, France
11Bristol-Myers Squibb, London, United Kingdom

Corresponding Author:
Pâmela Voillot, MSc
Kap Code
28 rue d'Enghien
Paris, 75010
France
Phone: 33 624058742
Email: pamelavoillot@kapcode.fr

Abstract

Background: Immune checkpoint inhibitors (ICIs) are increasingly used to treat several types of tumors. Impact of this emerging therapy on patients’ health-related quality of life (HRQoL) is usually collected in clinical trials through standard questionnaires. However, this might not fully reflect HRQoL of patients under real-world conditions. In parallel, users’ narratives from social media represent a potential new source of research concerning HRQoL.

Objective: The aim of this study is to assess and compare coverage of ICI-treated patients’ HRQoL domains and subdomains in standard questionnaires from clinical trials and in real-world setting from social media posts.

Methods: A retrospective study was carried out by collecting social media posts in French language written by internet users mentioning their experiences with ICIs between January 2011 and August 2018. Automatic and manual extractions were implemented to create a corpus where domains and subdomains of HRQoL were classified. These annotations were compared with domains covered by 2 standard HRQoL questionnaires, the EORTC QLQ-C30 and the FACT-G.

Results: We identified 150 users who described their own experience with ICI (89/150, 59.3%) or that of their relative (61/150, 40.7%), with 137 users (91.3%) reporting at least one HRQoL domain in their social media posts. A total of 8 domains and 42 subdomains of HRQoL were identified: Global health (1 subdomain; 115 patients), Symptoms (13; 76), Emotional state (10; 49), Role (7; 22), Physical activity (4; 13), Professional situation (3; 9), Cognitive state (2; 2), and Social state (2; 2). The QLQ-C30 showed a wider global coverage of social media HRQoL subdomains than the FACT-G, 45% (19/42) and 29% (12/42), respectively. For both QLQ-C30 and FACT-G questionnaires, coverage rates were particularly suboptimal for Symptoms (68/123, 55.3% and 72/123, 58.5%, respectively), Emotional state (7/49, 14% and 24/49, 49%, respectively), and Role (17/22, 77% and 15/22, 68%, respectively).

Conclusions: Many patients with cancer are using social media to share their experiences with immunotherapy. Collecting and analyzing their spontaneous narratives are helpful to capture and understand their HRQoL in real-world setting. New measures
of HRQoL are needed to provide more in-depth evaluation of Symptoms, Emotional state, and Role among patients with cancer treated with immunotherapy.

**Introduction**

Health-related quality of life (HRQoL) is a complex subjective concept pertaining to multiple domains including physical, emotional, social, professional, and functional well-being [1,2]. The number of cancer cases is continuing to rise across Europe with approximately 8% of people currently living with cancer [3] and with the side effects of cancer treatment (e.g., hair loss, pain, fatigue, nausea) [4]. Patients and their families also often experience psychological distress as a result of a cancer diagnosis and its treatment, including stress, anxiety, and depression [5]. Therefore, HRQoL is particularly important to understand and to be quantified among people living with cancer or caring for someone with cancer. Several cancer-related HRQoL self-administered questionnaires, such as the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30 (EORTC QLQ-C30) [6] and the Functional Assessment of Cancer Therapy - General (FACT-G) [7], have been used and validated in oncology patient populations, but are limited in that they are required to be complete at a predefined time.

Recently, the internet has provided an opportunity for introducing new sources of clinically relevant information related to patients’ perception of illness and its burden [8]. Specifically, patients and their relatives are increasingly using forums, blogs, and social media to obtain health-related information and support [9]. Indeed, the information generated online represents an alternative way to understand patients’ and relatives’ health state compared with self-administered questionnaires. These patient-generated health data are produced spontaneously—thus not limited to medical consultations, for instance—mostly anonymously, and may better correspond to patients’ and relatives’ feelings than close-ended questions. Moreover, text mining techniques applied to analyze social media data can be used with relative ease [10] and have opened up new opportunities to bridge the gap between qualitative and quantitative data [11].

In parallel to the development of new strategies for collecting information on HRQoL of patients with cancer, treatment with immunotherapy has emerged as an innovative curative approach that, instead of destroying cancer cells directly, stimulates the immune system making it capable of identifying and selectively attacking cancer cells. The body develops an internal defense mechanism which can lead to reduced side effects and improved HRQoL [12]. Recent studies have assessed HRQoL of patients undergoing immunotherapy using standard questionnaires, but exclusively only in clinical trial settings [13-17]. In addition to prolonged survival, HRQoL results showed that immune checkpoint inhibitors (ICIs), such as nivolumab, maintained or improved baseline HRQoL levels in patients with advanced melanoma [18], advanced renal cell carcinoma [19], or advanced squamous non-small-cell lung cancer [20]. However, HRQoL of patients treated with ICI remains largely unknown under real-world conditions and it is not known whether the EORTC QLQ-C30 and the FACT-G questionnaires capture the full range of HRQoL domains and experiences relevant to these specific patients. The use of social media data offers a novel opportunity to explore this.

This study assessed and compared conceptual coverage of ICI-treated patients’ HRQoL between standard questionnaires and users’ ICI-related experiences described in social media. We hypothesized that, given the evolving and dynamic nature of the HRQoL concept, new HRQoL subdomains would emerge from social media posts going beyond the coverage of existing questionnaires, especially in a population of patients treated with new drugs such as ICI.

**Methods**

**Study Design and Population**

This was a retrospective study using a text mining approach to retrieve information from social media posts written by French language internet users between January 1, 2011, and August 31, 2018. The start date of January 2011 was selected because it corresponds to the date of marketing authorization for selling the first available immuno-oncology treatment in France. Included posts (comprising forum posts or comments on videos or photos) had to mention past or current patients’ experience with ICI (ie, ipilimumab, nivolumab, pembrolizumab, atezolizumab, or those available through early access schemes or clinical trials, such as durvalumab, tremelimumab, and avelumab). Posts referring to treatments other than ICI were excluded. Posts could be authored by patients themselves or by their relatives, here interchangeably referred to as patients. Posts were retrieved from the following social media: 12 generic French medical web forums; 4 cancer-specialized French medical web forums; and 3 generic social media (Facebook, YouTube, and Instagram). These social media were screened from the Detec’t database [21]. Description of forums is provided in Multimedia Appendix 1. All posts had to be publicly available and include at least one of the predetermined keywords with their synonyms (see the list in Multimedia Appendix 2). Ambiguous posts or duplicates (ie, similar posts posted by the same user in different social media) were excluded through a manual review.

**Data Extraction**

Automatic and manual extraction methods were utilized, depending on the source of the posts. For generic French medical web forums, posts were automatically extracted using the Detec’t WebCrawler [22]. Collection of the posts was performed
according to the HTML structure of each forum. All posts containing one of the predefined keywords were automatically retrieved from discussion threads and deidentified (signature and quote withdrawal). The deidentification of posts was performed by using an in-house algorithm based on regular expression to automatically identify specific sequences of characters (proper names, phone numbers, postal codes, mail addresses, etc). For specialized French medical web forums, posts containing predefined keywords were identified using a Google operator searching these keywords in selected forum websites (Site: +URL). Identified discussion threads were manually explored, and posts containing one of the predefined keywords were manually retrieved and deidentified. Finally, for the 3 generic social media, posts were identified and retrieved by manually searching the predefined keywords using the social media embedded search fields. These posts were also manually deidentified. Data from these 3 collection methods were then grouped in a unique data set (the analysis corpus), which went through several steps of cleaning (preprocessing by removing French accents, unnecessary spaces, and punctuation and lowercasing all words; removal of stop words; and stemming, based on Porter’s algorithm [23]) and formatting (transformation of the corpus into a matrix; creation of tokens and measure of their frequency; exclusion of hardly used, ambiguous, and misspelled words; and document-term matrix weighting; Figure 1).

Figure 1. Diagram of the steps for creating the analysis corpus.

Study Variables
The analysis corpus contained information on data source (name of the forum or social media), post characteristics (URL of the page or discussion where the post was published; date of the publication; pseudonym or alias of the user; keyword associated with the post leading to its extraction), patient characteristics (age, gender, type of cancer), and user status among “patient,” “relative,” and “unspecified.” Regarding content of retrieved posts, for each patient “associated HRQoL domains” and “associated subdomains” were collected manually. “Associated HRQoL domains” were grouped considering the classification of domains provided in existing measures (ie, the EORTC QLQ-C30 and the FACT-G). For each domain, “associated subdomains” mentioned by patients were also collected even if not included in standard measures in order to allow new subdomains to emerge.

Comparison With HRQoL Standard Questionnaires
The EORTC QLQ-C30 [6] and the FACT-G [7] are among the most widely used questionnaires to capture HRQoL of patients with cancer in research and clinical settings [24,25]. Compared with other questionnaires, they are not limited to a specific cancer type [26,27] and cover the highest number of HRQoL domains across all cancer-specific questionnaires [28]. Both questionnaires were first developed in 1993 [29] and are validated in the French language [30,31]. The EORTC QLQ-C30 is a 30-item questionnaire composed of multi-item scales and single items, and comprises 5 functional scales (physical activity, role, emotional state, cognitive state, and social state), 3 symptoms scales (fatigue, nausea and vomiting, and pain), and a global health status and HRQoL scale. The remaining single items assess additional symptoms commonly reported by patients with cancer: dyspnea, insomnia, lack of appetite, constipation, diarrhea, and financial difficulties. The FACT-G is a 27-item questionnaire divided into 4
well-being subscales: physical well-being, social/family well-being, emotional well-being, and functional well-being [32]. Coverage of domains identified in social media and related subdomains measured by the EORTC QLQ-C30 and the FACT-G was manually assessed independently by 2 operators and compared through a concept mapping approach [33].

Data Analysis

Each post corresponded to a statistical unit. Frequentist analysis was performed on extracted posts to characterize the whole analysis corpus through the following indicators: number of posts, number of patients, occurrence of HRQoL domain(s), keywords (including the number of extracted posts), data source, and users’ characteristics. A Venn diagram was generated through the CRAN package “VennDiagram.” The list of identified subdomains, including the number of patients and posts, was presented in a descriptive format using Microsoft Excel. For each subdomain, coverage by one or several items of the 2 questionnaires was assessed. For each domain, coverage rates were calculated by dividing the sum of subdomain occurrences covered by questionnaires by the total number of occurrences in the social media. The diagram indicating the coverage rates of each HRQoL domain retrieved from social media posts through the standard questionnaires EORTC QLQ-C30 and FACT-G was generated through Microsoft Excel.

Results

Description of the Population and Posts

The final analysis corpus included 267 social media posts meeting the inclusion criteria, with a maximum of 11 posts from 1 patient and a median of 2 posts per patient. Through the manual extraction, we identified 150 patients (posters) who described their personal experience with ICI (89/150, 59.3%) or that of their relative (61/150, 40.7%). A majority of patients were women (82/150, 54.7%) and gender was undetermined for only 8/150 patients (5.3%). The type of related cancer was identified for 123/150 patients (82.0%): the most frequent cancers were lung cancer and melanoma (Table 1). The majority of posts were retrieved from 1 cancer-specific patient forum (La ligue contre le cancer, 78 posts by 43 patients) and 1 generic medical forum (Doctissimo, 76 posts by 43 patients). The most frequently identified keyword was “immunotherapy” (72/150, 48.0%) followed by “nivolumab” (31/150, 20.7%) and “ipilimumab” (20/150, 13.3%).

Table 1. Patients characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients mentioning their quality of life (N=150)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>82 (54.7)</td>
</tr>
<tr>
<td>Men</td>
<td>60 (40.0)</td>
</tr>
<tr>
<td>Undetermined</td>
<td>8 (5.3)</td>
</tr>
<tr>
<td>Type of cancer, n (%)</td>
<td></td>
</tr>
<tr>
<td>Lung cancer</td>
<td>46 (30.7)</td>
</tr>
<tr>
<td>Melanoma</td>
<td>41 (27.3)</td>
</tr>
<tr>
<td>Others</td>
<td>36 (24.0)</td>
</tr>
<tr>
<td>Undetermined</td>
<td>27 (18.0)</td>
</tr>
<tr>
<td>Type of immunotherapy, n (%)</td>
<td></td>
</tr>
<tr>
<td>Nivolumab</td>
<td>31 (20.7)</td>
</tr>
<tr>
<td>Ipilimumab</td>
<td>20 (13.3)</td>
</tr>
<tr>
<td>Pembrolizumab</td>
<td>16 (10.7)</td>
</tr>
<tr>
<td>Others</td>
<td>11 (7.3)</td>
</tr>
<tr>
<td>Undetermined</td>
<td>72 (48.0)</td>
</tr>
<tr>
<td>Posts number, n</td>
<td>267</td>
</tr>
<tr>
<td>Per patient, median (min-max)</td>
<td>2 (1-11)</td>
</tr>
<tr>
<td>Social media, n (%)</td>
<td></td>
</tr>
<tr>
<td>Doctissimo</td>
<td>43 (28.7)</td>
</tr>
<tr>
<td>La ligue contre le cancer</td>
<td>43 (28.7)</td>
</tr>
<tr>
<td>Facebook</td>
<td>16 (10.7)</td>
</tr>
<tr>
<td>Others</td>
<td>48 (32.0)</td>
</tr>
</tbody>
</table>
Domains and Subdomains of HRQoL

Of the study population, 91.3% (137/150) mentioned at least one HRQoL domain in their posts. We identified 8 HRQoL domains, with 83.9% (115/137) mentioning Global health, 55.5% (76/137) mentioning Symptoms, 35.8% (49/137) mentioning Emotional state, 16.1% (22/137) mentioning Role, 9.5% (13/137) mentioning Physical activity, 6.6% (9/137) mentioning Professional situation, 1.5% (2/137) mentioning Social state, and 1.5% (2/137) mentioning Cognitive state. A Venn diagram illustrates the distribution of the HRQoL domains and the relationship among them (Figure 2). Verbatim examples for each HRQoL domains are presented in Table 2.

A total of 42 subdomains of HRQoL were mentioned in the social media posts and were distributed as follows: 1 for Global health, 13 for Symptoms, 4 for Physical activity, 10 for Emotional state, 7 for Role, 3 for Professional situation, 2 for Cognitive state, and 2 for Social state. Table 2 provides the list and occurrences of each social media subdomain. Among 115 patients mentioning their Global health, a majority (63/115, 54.8%) considered it to be poor, while 27.8% (32/115) and 17.4% (20/115) perceived it to be stable and good, respectively. As for Symptoms, 76 patients mentioned symptoms 123 times, which were grouped into 13 subdomains. The most addressed subdomain of Symptoms was Fatigue/Tiredness (34/123, 27.6%). A total of 49 patients mentioned at least one subdomain concerning Emotional state. With 15 occurrences, Hope was the most recurrent subdomain (15/49, 31%). The most frequent subdomains of Role were normal life/reduced activities and pace of life (12/22, 55%). Only 13 patients mentioned Physical activity and the most reported subdomains pertaining to this larger domain were minimal or no physical activity/maintained activity (5/13, 38%) and difficulty walking/eating (5/13, 38%). Professional situation was mentioned by 9 patients with the most frequent subdomain being sick leave (6/9, 67%). Two subdomains were mentioned for the Cognitive state and the Social state, respectively.

Table 2 also synthetizes coverage of each social media subdomain by items of the QLQ-C30 and the FACT-G questionnaires. The QLQ-C30 showed a wider coverage of social media subdomains than the FACT-G (45% [19/42] versus 29% [12/42], respectively).

Figure 2. Venn diagram showing the distribution of patients according to their posts mentioning HRQoL domains. HRQoL: health-related quality of life.
Table 2. Verbatim examples of posts related to HRQoL\(^a\) of patients with cancer.

<table>
<thead>
<tr>
<th>HRQoL domain and specific subdomain</th>
<th>Verbatim example (translation from French)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global health</strong></td>
<td></td>
</tr>
<tr>
<td>Deteriorated</td>
<td>“Hello, we started immunotherapy 3 weeks ago, we didn’t combine it with [Drug], his health is deteriorating more and more. Yesterday he was re-hospitalized...I don’t think his condition could get any worse...I strongly hope he gets better, that he can eat and move...”</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>“When I was diagnosed with melanoma in May 2010, the [hospital] immediately referred me to the [protocol] ([Drug] treatment). (...) it must be said that I lost 9 kilos after the 1st injection, then 2 kilos per month, until we stopped this treatment, in [month] 2011, for a total weight loss of 28 kilos. Since the beginning of the injections I had to stop working.”</td>
</tr>
<tr>
<td><strong>Emotional state</strong></td>
<td></td>
</tr>
<tr>
<td>Optimism</td>
<td>“I have lung cancer and metastasis (...). I have had immuno with [drug] for 69 weeks, I am quite well and the mass sometimes decreases slightly and sometimes I have almost no nodule on the lungs. I have almost no reactions as I do not lose my hair, no nausea, just a little bit. I am at stage 4, but I trust my treatment and I have a lot of hope.”</td>
</tr>
<tr>
<td>Exhaustion</td>
<td>“I have been fighting lung cancer with bone metastases for more than three years. Since the beginning of July, I have been trying immunotherapy. If people have had this treatment, I would like to know what the side effects were. As for me, I am very tired, have no appetite and my moral is deteriorating.”</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
</tr>
<tr>
<td>Minimal or no physical activity</td>
<td>“Cancer was diagnosed in [month] 2017. An operation was not possible. In [month] after the immunotherapy the saturation level was very low and the oxygen allowed maintaining a very minimal physical activity... a few steps...”</td>
</tr>
<tr>
<td>Professional situation</td>
<td></td>
</tr>
<tr>
<td>Normal life</td>
<td>“I have been receiving this treatment for 1 year and a half, I don't know if it will cure me but thanks to [Drug] I have been in remission for more than a year. Relatively non-toxic, it allows to lead a normal life in parallel.”</td>
</tr>
<tr>
<td>Reduced activities and pace of life</td>
<td>“Hello. I have melanoma stage 4; for 3 years, interferon, [Drug], [Drug] currently every 15 days. I am tired, so exhausted that I can no longer take care of my house, but I have the rage to live.”</td>
</tr>
<tr>
<td>Cognitive state</td>
<td></td>
</tr>
<tr>
<td>Concentration disorders</td>
<td>“Here I am, dean of this post: a year under [drug]. And no trace of melanoma! (...) If I had to relive it I would stop working earlier because I have the impression that [drug] has mostly prevented me from recovering, from sleeping well, with a cumulative effect on the end where I ended the year on the kneecaps wondering if I was not depressed so much I could not concentrate on anything.”</td>
</tr>
<tr>
<td>Social state</td>
<td></td>
</tr>
<tr>
<td>No longer participates in family parties</td>
<td>“On the first scan, increased lung metastases...but no new ones, so that's something. (...) We won’t do much for the holidays. Until recently we used to go to my in-laws, there were a lot of us, but since my mother-in-law died and since I'm no longer in Olympic shape, we haven’t been moving around!”</td>
</tr>
</tbody>
</table>

\(^a\)HRQoL: health-related quality of life.

**Coverage of HRQoL Domains in Social Media by the QLQ-C30 and FACT-G Questionnaires**

As shown in Table 3, Global health was entirely covered by both the QLQ-C30 and the FACT-G. Physical activity, Professional situation, Cognitive state, and Social state were also fully covered by the QLQ-C30. For Symptoms, the EORTC QLQ-C30 covered a majority (68/123, 55.3\%) of the subdomains identified in social media posts, and so did the FACT-G (72/123, 58.5\%). Coverage was lower for the Emotional state domain: 14\% (7/49) by the EORTC QLQ-C30 and 49\% (24/49) by the FACT-G. Finally, the EORTC QLQ-C30 covered 77\% (17/22) of subdomains for Role, whereas the FACT-G covered 68\% (15/22). Of these domains, the FACT-G fully covered only the Professional situation, whereas it covered 46\% (6/13) of the Physical activity, with no coverage of neither Cognitive state nor Social state.
Table 3. HRQoL subdomains in social media posts and their coverage by EORTC QLQ-C30 and FACT-G questionnaires.

<table>
<thead>
<tr>
<th>HRQoL domains and subdomains in social media (number of occurrences in posts)</th>
<th>EORTC QLQ-C30 coverage (question number)</th>
<th>FACT-G coverage (question number)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deteriorated/stable/better (115)</td>
<td>✓ (Q29)</td>
<td>✓ (GP7)</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue/Tiredness (34)</td>
<td>✓ (Q10, Q12, Q18)</td>
<td>✓ (GP1)</td>
</tr>
<tr>
<td>None/Unspecified adverse events (23)</td>
<td>X</td>
<td>✓ (GP5)</td>
</tr>
<tr>
<td>Fever (8)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Pain/Joint pain/Leg pain/Liver pain (15)</td>
<td>✓ (Q9, Q19)</td>
<td>✓ (GP4)</td>
</tr>
<tr>
<td>Cough (7)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Loss of appetite/Weight loss (11)</td>
<td>✓ (Q13)</td>
<td>X</td>
</tr>
<tr>
<td>Rash/Itch (6)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Respiratory trouble/Breathlessness (6)</td>
<td>✓ (Q18)</td>
<td>X</td>
</tr>
<tr>
<td>Headache (3)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Thyroid disorders (4)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Heavy legs (2)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hair loss (2)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Diarrhea (2)</td>
<td>✓ (Q17)</td>
<td>X</td>
</tr>
<tr>
<td><strong>Emotional state</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimism/Hope (15)</td>
<td>X</td>
<td>✓ (GE3)</td>
</tr>
<tr>
<td>Exhaustion (7)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Distress (6)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Good mental health/Morale (5)</td>
<td>X</td>
<td>✓ (GE1, GE2)</td>
</tr>
<tr>
<td>Fear (4)</td>
<td>✓ (Q22)</td>
<td>✓ (GE5, GE6)</td>
</tr>
<tr>
<td>Depression (3)</td>
<td>✓ (Q24)</td>
<td>X</td>
</tr>
<tr>
<td>Psychological disorders (3)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Stable health (3)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Isolate oneself (2)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Emotional exhaustion due to side effects (1)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td><strong>Role</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal life/Reduced activities and pace of life (12)</td>
<td>✓ (Q6, Q7)</td>
<td>✓ (GF6, GF3)</td>
</tr>
<tr>
<td>Time constraints regarding medical care (3)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Financial problems (2)</td>
<td>✓ (Q28)</td>
<td>X</td>
</tr>
<tr>
<td>Maintained activities (2)</td>
<td>✓ (Q6, Q7)</td>
<td>✓ (GF6)</td>
</tr>
<tr>
<td>Home care constraints (1)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Improved HRQoL (1)</td>
<td>✓ (Q30)</td>
<td>✓ (GF7)</td>
</tr>
<tr>
<td>Ability to drive again (1)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal or no physical activity/maintained activity (6)</td>
<td>✓ (Q1, Q2, Q3, Q4)</td>
<td>✓ (GP1, GP7)</td>
</tr>
<tr>
<td>Difficulty walking/eating (5)</td>
<td>✓ (Q2, Q3, Q5)</td>
<td>X</td>
</tr>
<tr>
<td>Difficulty climbing stairs (1)</td>
<td>✓ (Q2, Q3, Q5)</td>
<td>X</td>
</tr>
<tr>
<td>Difficulty getting into bed alone (1)</td>
<td>✓ (Q2, Q3, Q5)</td>
<td>X</td>
</tr>
<tr>
<td><strong>Professional situation</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>HRQoL domains and subdomains in social media (number of occurrences in posts)</th>
<th>EORTC QLQ-C30 coverage (question number)</th>
<th>FACT-G coverage (question number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sick leave (6)</td>
<td>✓ (Q6)</td>
<td>✓ (GF1, GF2)</td>
</tr>
<tr>
<td>Maintained work activity (2)</td>
<td>✓ (Q6)</td>
<td>✓ (GF1, GF2)</td>
</tr>
<tr>
<td>Reduction in working time (1)</td>
<td>✓ (Q6)</td>
<td>✓ (GF1, GF2)</td>
</tr>
<tr>
<td>Cognitive state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concentration problems (1)</td>
<td>✓ (Q20)</td>
<td>X</td>
</tr>
<tr>
<td>Memory problems (1)</td>
<td>✓ (Q25)</td>
<td>X</td>
</tr>
<tr>
<td>Social state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requiring family assistance for medical care (1)</td>
<td>✓ (Q26)</td>
<td>X</td>
</tr>
<tr>
<td>Inability to participate in family celebrations (1)</td>
<td>✓ (Q26)</td>
<td>X</td>
</tr>
</tbody>
</table>

Specific subdomains which were not covered by both the EORTC QLQ-C30 and the FACT-G were fever, cough, rash/itch, headache, thyroid disorders, heavy legs, and hair loss for the Symptoms domain; exhaustion, distress, psychological disorders, stable health, emotional exhaustion due to side effects, and isolation for the Emotional state domain; and time constraints regarding medical care and ability to drive again for the Role domain (Figure 3).

**Figure 3.** Diagram indicating the coverage rates of each HRQoL domains retrieved in social media by the standard questionnaires EORTC QLQ-C30 and FACT-G. FACT-G: Functional Assessment of Cancer Therapy - General; QLQ-C30: Quality of Life Questionnaire Core 30.
Discussion

Principal Findings
This novel approach of using social media identified that some of the content posted by patients with cancer and caregivers with experience of ICI overlaps with concepts captured in the 2 most frequently used HRQoL questionnaires. However, the main findings also included the fact that there are a large number of concepts which are not captured in these 2 HRQoL questionnaires. These results confirmed our hypothesis by underlining the emergence of new subdomains of HRQoL in patients treated with immunotherapy. In particular, we observed that retrieved social media posts frequently addressed specific subdomains of the HRQoL of symptoms, emotional state, and role, which are not fully covered by the EORTC QLQ-C30 and the FACT-G. Reasons for not including these subdomains in standard questionnaires are varied. First, questionnaires such as the EORTC QLQ-C30 and the FACT-G are designed to be short, effective, and time-saving, thus reducing burden on patients completing these questionnaires. As a consequence, they are limited and do not cover the whole range of the issues impacting patients’ HRQoL. Second, these questionnaires were developed more than 25 years ago, which may explain why the domains might not fully capture the impact of recently developed therapies, such as ICI. The concept of HRQoL is evolving and several users have already raised the problem of “partial covering” [33], which relates to the complexity of measuring this broad ranging concept through a robust methodology [34]. Third, subdomains retrieved by our study might be specific to immunotherapy and, therefore, not measured by generic standard questionnaires. Finally, accurately quantifying an individual’s HRQoL is, per se, a debated question, because standardized questionnaires might restrict a patient’s choice and limit their spontaneity, thus not using a patient-centered approach [35].

We observed a remarkable usage in the occurrences of the keyword “immunotherapy” which likely results from the growing availability of ICI, the steadily increased use of ICI in the French health care system, and, in parallel, the growing proportion of social media users.

Comparison With the Literature on HRQoL and Immunotherapy
The conceptual and psychometric measurement properties of the EORTC QLQ-C30 and the FACT-G have not yet been systematically examined in ICI-treated patient populations and the results of this study cast some doubt on the content validity of these measures in ICI-treated patients. Indeed, content validity is the extent to which an instrument measures the important aspects of concepts most significant and relevant to a patient’s condition and its treatment [36]. Because there are subdomains which do not appear in the 2 questionnaires that participants completed, we can assume that the 2 questionnaires lack content validity for this specific patient population. This does underline the need for new or adapted patient-reported outcomes in patients treated with immunotherapy.

Existing studies using these questionnaires in patients with cancer treated with immunotherapy are still often limited to research settings [17,18,37]. For instance, the work by Long and colleagues [18] has demonstrated that the use of nivolumab maintained baseline HRQoL levels to provide long-term quality of survival benefit among 418 patients with advanced melanoma. Cella and colleagues [19] have confirmed the association between nivolumab treatment and HRQoL improvement using the FACT-G among 847 patients with advanced renal cell carcinoma.

Although HRQoL has already been assessed with standard questionnaires in a number of clinical trials of immunotherapy, covered domains were pre-established and limited. Instead, in our study various new spontaneous subdomains emerged, such as fever, time constraints of treatment, difficulty in driving, and isolation. Furthermore, certain subdomains covered by the questionnaires might be inadequately designed for patients treated with ICI. For example, in the FACT-G, hope is collected in a negative way (ie, “I am losing hope in the fight against my illness”), whereas social media users mainly referred to hope in an optimistic way (ie, “regaining hope”).

Limitations of the Study
This study was not without limitations. First, selection bias was a major limitation because analyses were restricted to selected data sources and available contents. The population under study was composed of social media users who might not necessarily reflect the characteristics of all patients with cancer receiving immunotherapy. However, because social media are increasingly used by patients [38], especially in France [39], retrieved posts should pertain to an important section of the French population. We also collected data from relatives who provided immunotherapy-related experiences of patients with cancer who were not active on social media. However, given the small number of patients and relatives in our sample, we were not able to distinguish their posts within the analysis corpus. Our results should then be interpreted considering this further limitation. HRQoL self-assessed by patients might be different from the evaluation provided by relatives, as shown in previous research [40]. Similarly, the limited size of our analysis corpus did not allow an analysis per type of cancer. Melanoma, for instance, has long been treated with immunotherapy [41], which means that HRQoL of patients with melanoma might be different from HRQoL related to other cancers.

Second, an extraction bias is also possible because we only considered posts containing predefining keywords. If users expressed their experiences with immunotherapy and consequent impact on HRQoL by using other nonspecific words, their posts were not included in the final analysis corpus. To mitigate this bias, the set of keywords was as comprehensive as possible.

Third, because this study was based on secondary use of data published in social media, it was impossible to get additional data and information from patients (only identified by their pseudonym). The analysis was then restricted to what users mentioned, which can lead to missing data or incomplete capture of the patients’ full experience. In particular, subdomains emerging from social media were spontaneously addressed by users versus items from standard questionnaires. The fact that...
some items of the EORTC QLQ-C30 or the FACT-G were not mentioned in social media posts does not mean that patients were not concerned by them. For this, our conclusions should be considered with a certain degree of caution.

Fourth, because immunotherapy is a fairly recent therapeutic approach, few posts could be identified. A larger analysis corpus is needed to obtain more robust results and to validate our initial findings. As demonstrated in this study, the number of posts concerning immunotherapy is increasing year after year and new studies will benefit from this expanding analysis corpus. In particular, posts should be compared across countries where the EORTC QLQ-C30 and the FACT-G are usually administered to capture HRQoL. Exploration of potential cross-country differences in subdomains mentioned in social media would be noteworthy.

Fifth, social media represent an ideal place where patients can freely and spontaneously discuss their experiences with their therapy, thus providing valuable information on their HRQoL. However, this observation should be interpreted cautiously, because social media data may include a higher frequency of erroneous information, and patients posting on social media forums may not be representative of the wider patient population [10].

Finally, biases related to semantic analyses must be considered. Given the low number of posts within our analysis corpus, we were obliged to retrieve and code the mentions manually and could not apply automated analysis, for example, using topic modeling.

Implications and Future Research
We were able to include users’ subjective narratives in the evaluation of the impact of ICI on patients’ HRQoL. The results of our study suggest that commonly used measures such as the EORTC QLQ-C30 and the FACT-G may require updating to improve their coverage and applicability of HRQoL domains under real-world conditions. The challenge in measuring HRQoL lies in its uniqueness to individuals [35] and questionnaires such as the EORTC QLQ-C30 and the FACT-G might not take account of this by imposing standardized models of HRQoL. For this reason, as already demonstrated in studies concerning other diseases than cancer [42-46], posts in online forums and social media should be integrated in the assessment of patients’ HRQoL, because they can help either detect adverse events or characterize patient experience in a more individualized and spontaneous way.

In summary, this study suggested to explore further specific HRQoL domains related to patients treated with ICI to potentially enrich existing standard questionnaires with new items that are more relevant for these patients in their daily confrontation with disease and treatment.

Conclusion
Patients with cancer and their relatives are using social media to share their experiences with immunotherapy and its impact on HRQoL, particularly with regard to Global health and Symptoms. Emotional state and Role are also increasingly referenced in online forums and social media. Collecting and analyzing these spontaneous narratives can be helpful to capture how immunotherapy affects patients’ HRQoL in a more individualized way, thus obtaining information on more facets of life that are important for patients. While standard questionnaires can provide objective scores, which are easily interpretable from a clinical and research point of view, mining social media posts might better inform health care professions and patients of the impact of immunotherapy on patients’ HRQoL under real-world conditions. Future research is required to corroborate our findings and propose new individualized measures covering HRQoL more in depth than existing standard questionnaires.
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Abstract

Background: Recent medical education literature pertaining to professional identity development fails to reflect the impact social media has on professional identity theory. Social media is transforming the field of medicine, as the web-based medium is now an avenue for professional development and socialization for medical students and residents. Research regarding identity development in social media has been primarily confined to electronic professionalism through best practice guidelines. However, this neglects other potential aspects pertinent to digital identity that have not yet been explored.

Objective: This study aims to define the properties and development of the digital self and its interactions with the current professional identity development theory.

Methods: A qualitative study was conducted using thematic analysis. A total of 17 participants who are social media education and knowledge translation experts were interviewed. The initial participants were from emergency medicine, and a snowball sampling method was used following their respective web-based semistructured interviews to enable global recruitment of other participants from interprofessional disciplines. The research team consisted of a diverse group of researchers including one current social media knowledge translation physician clinician educator, one postdoctoral researcher who is regularly engaged in social media knowledge translation, and 3 nonphysician research assistants who are not social media users. Half of the team conducted the initial coding and analysis, whereas the other 2 investigators audited the procedures followed.

Results: A total of 4 themes were identified that pertain to digital identity. In the first theme, origins of initial digital identity formation were found to be derived from perceived needs in professional roles (eg, as a medical student or resident). The second theme consisted of the cultivation of digital identity, in which digital identity was developed parallel to professional identity. The third theme that emerged was the management between the professional and personal components of digital identity. Participants initially preferred keeping these components completely separate; however, attempts to do so were inadequate while the integration of both components provided benefits. The fourth theme was the management of real-life identity and digital identity. Participants preferred real-life identity to be wholly represented on the web. Instances of misalignment resulted in identity conflict, compromising one of the identities.

Conclusions: Social media introduces new features to professional identity in the digital world. The formation of digital identity, its development, and reconciliation with other identities were features captured in our analysis. The virtual component of
professional identity must not be neglected but instead further explored, as educational institutions continue to give more importance to navigating professional identity development.
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### Introduction

Professional identity has become an increasingly prominent phenomenon that is thought to be crucial to consider when educating health profession trainees [1-5]. Professional identity development is a recurring and adaptive process; personal identity that is constructed by one’s internal values and moral molds and projects into the formation of the professional self, which encompasses role expectations and professional ethics [6]. For medical education, facilitating the strengthening of physician identity and internalizing physician values bring confidence into clinical practice and creates humanistic, compassionate, and ethical physicians [1,4]. The medical education literature has proposed models for navigating professional identity development and has documented its resiliencies [7,8]; however, recent work in this area does not explore the impact of new forms of expression, such as social media, on professional identity formation or development.

Opportunities for professional development through collaboration and networking have become more accessible, as social media platforms such as Twitter facilitate more continuous communication [9,10]. Furthermore, medical education literature suggests that the digital space also acts as an avenue for informal learning and socialization for medical trainees [11-13]. To navigate these spaces effectively, best practice guidelines have been published [14-18]. However, these guidelines often focus on confining trainees to a professional frame, often with an emphasis on preventing lapses in professionalism [19-21].

With social media altering the methods of learning, communication, and collaboration, it is imperative to investigate how professional identity fully manifests in the digital space. To continue guiding the next generation of physicians through professional identity development in an era of social media, institutions must aim to train them in the growing digital space in conjunction with the physical space.

Although there is an importance in practicing appropriate professional conduct on social media, continuously expressing the *professional self* may conflict with personal identity development—forcing an intricate interplay between personal identity and the professional self in an open forum that has previously been impossible [22]. It is within this area of tension that the components of professional identity may manifest uniquely in the digital space and that the establishment of one’s professional self within a digital world may currently be unexplored.

The purpose of this study is to explore the digital component of professional identity: digital identity. We aim to extend the literature by defining the characteristics, properties, and development of digital identity and its interactions with the current professional identity development theory.

### Methods

#### Research Paradigm

Through interviewing research experts and collecting their responses, we conducted a qualitative study to identify the underlying themes and phenomena guiding identity development using generic thematic analysis [23]. We applied an interpretivist lens to examine the recollections of our participants as they pertained to their personal and professional identities.

#### Research Team

The research team comprised 5 individuals: 1 physician (TMC) experienced in knowledge of the background literature on social media, teaching, and learning and in qualitative analysis, a postdoctoral researcher (YY) who is regularly engaged in social media knowledge translation and trained in qualitative analysis, and 3 nonphysician research assistants (BR, DL, and ML) trained in qualitative analysis but are not social media users. Half of the research team participated in the interpretation and analysis of the transcripts (TMC, BR, and DL), whereas the other half of the research team conducted an audit trail of the analysis and procedure (YY and ML). This dynamic of the research team was constructed to require the lead supervisor (TMC) to justify her interpretations of the themes to the other members (DL and BR) who hold no stake in the social media, teaching, and learning spheres.

#### Context

The targeted context pertinent to this study was the web-based community of social media–based educators and knowledge translation experts who are engaged in health profession education disciplines. The study initially started with social media educationalists from the emergency medicine field; however, the snowball sampling technique enabled nominations from interprofessional fields outside of emergency medicine [24]. The initial selection of web-based knowledge translation experts from the emergency medicine field was justified owing to their likelihood of having substantial commentary and experience on their digital identity origin and development based on the influential following they have built [25].

#### Sampling

Recruitment was initiated using a randomized selection of 10 physicians from a previously published list of the top 100 most influential emergency medicine physicians on Twitter [25]. Initial participants were contacted via institutional email or social media to participate in a semistructured interview that pertains to the individual’s social media activities and origins
of social media scholarship. A snowball sampling technique was followed upon completing the initial participants’ interview [24]. As the use of social media by knowledge translation experts and educators is rapidly evolving, the list by Riddell et al [25] may not fully capture the current social media sphere, therefore making the population ill-defined and an approach of snowball sampling to be appropriate [24]. The snowball sampling technique serves to better define our population of interest by requiring participants to identify and nominate other potential influencers within their social networks, who are also likely to have extensive experiences regarding digital identity origin and development. In the context of our study, the snowball sampling technique also enabled nominations from interprofessional fields, allowing us to capture social media knowledge translation experts in the health profession education disciplines beyond emergency medicine. Nominations were requested upon the completion of each participant’s interview until thematic sufficiency was reached.

Ethics Approval
Ethics approval was granted by our institutional review board, the Hamilton Integrated Research Ethics Board (HIREB-5609).

Data Collection: Methods and Analysis
Interviews were conducted by the research assistants (BR and AM). The research assistants were trained in semistructured interviewing through simulations with the project lead. Semistructured interview prompts were constructed into the interview guide (Multimedia Appendix 1), and adaptations owing to missing gaps within the delivery of these prompts were made after the initial transcripts were reviewed. Participants did not review transcripts following their synthesis. All interviews were conducted and recorded using the Zoom (Zoom Video Communications, Inc) calling interface version 4.5.6, with audio being recorded [26].

Data Processing
Interviews were recorded, and the audio files were sent to a third-party professional medical transcriptionist. Transcripts were verified or corrected, if required by the interviewer and the analysis team, to confirm the accuracy of the transcripts.

Data Analysis
The research team reviewed the transcripts using a generic thematic analysis, deriving themes related to the identity formation of the participants. A total of 17 transcripts were obtained and analyzed for themes, 2 to 4 batches at a time over several months. Each coding session outputted a codebook that was saved, archived, and updated for the next session. The codebook was updated and restructured every session until thematic sufficiency was reached in concepts pertinent to digital identity.

Enhancing Rigor and Trustworthiness
Following the completion of transcript analysis, an audit was conducted by YY and ML to assess our analysis trail. Both auditors were given the full codebook and archives in addition to full primary transcripts. Owing to the ongoing COVID-19 pandemic [27,28], and the demographics of our participants being frontline health care workers, the initial plan to conduct a final member check of our analysis was revised. This study on digital identity is an umbrella study that consists of a larger project with 2 phases of interviews. For this particular study, only the first phase of the interview data was used for analysis. The division of this study was defined as a priori. Data analyses were separated to ensure that each unique component of the umbrella study reached data sufficiency. We adhered to the Standards for Reporting Qualitative Research checklist for reporting [29].

Results

Demographics
A total of 17 international social media experts were recruited and interviewed (male, 10/17, 59%; female, 7/17, 41%). Data surrounding their personal and professional identities were collected, including their Twitter followership. The mean interview duration was 30.6 (SD 7.98) min. The range of interview length was 18.6 min to 52.1 min. A total of 189 pages of transcripts were analyzed and reviewed. Most interviewees were partnered with dependents (9/17, 53%) or single with no dependents (5/17, 29%). Details on participant demographics are shown in Table 1.

Countries of academic or clinical practice included 47% (8/17) from the United States, 29% (5/17) from Canada, 12% (2/17) from Australia, and 12% (2/17) from other countries. The participants also varied across academic ranks: 35% (6/17) were assistant professors, 24% (4/17) were associate professors, 18% (3/17) were adjunct scientists, and 6% (1/17) were assistant professors. All participants identified their academic roles as educators (17/17, 100%). In addition, most participants also identified their academic roles as either a clinician (15/17, 88%) or a research investigator (13/17, 77%).

A multitude of social media platforms were identified by interviewees for use in both personal and professional contexts. The personal use of social media consisted of a majority that use Twitter (14/17, 82%), Facebook (14/17, 82%), and WhatsApp (11/17, 65%). In conjunction with their personal use, Twitter was also identified by all the participants for professional use (17/17, 100%), and most participants used Google Scholar (10/17, 59%). All social media platforms identified by interviewees for personal or professional use can be found in Table 2.

Major themes pertaining to digital identity are summarized in Table 3 and further elucidated below.
Table 1. Participants’ demographics.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (59)</td>
</tr>
<tr>
<td><strong>Characteristics of family and caregiving, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single, with no children or dependents</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Single, with children or dependents</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Partnered, with no children or dependents</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Partnered, with children or dependents</td>
<td>9 (53)</td>
</tr>
<tr>
<td><strong>Social media presence, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Number of Twitter followers</td>
<td>6800 (3391-10,500)</td>
</tr>
</tbody>
</table>

Table 2. Frequencies of social media platforms for personal and professional use.

<table>
<thead>
<tr>
<th>Social media platform used</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Personal use, n (%)</td>
</tr>
<tr>
<td>Twitter</td>
<td>14 (82)</td>
</tr>
<tr>
<td>Facebook</td>
<td>14 (82)</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>10 (59)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>11 (65)</td>
</tr>
<tr>
<td>Slack</td>
<td>7 (41)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>7 (41)</td>
</tr>
<tr>
<td>ResearchGate</td>
<td>5 (29)</td>
</tr>
<tr>
<td>ORCID</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Instagram</td>
<td>9 (53)</td>
</tr>
<tr>
<td>Reddit</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Academia.edu</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

Table 3. Major themes in the construct of digital identity.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial formation of the digital identity</td>
<td>Most participants identified an initial hook into social media when starting their digital identity</td>
</tr>
<tr>
<td>Cultivating digital identity</td>
<td>Digital identity evolves rapidly and can develop in parallel to professional identity</td>
</tr>
<tr>
<td>Real-life identity versus digital identity management</td>
<td>Participants noted the importance of representing themselves holistically on the web</td>
</tr>
<tr>
<td>The professional and personal dimensions of social media</td>
<td>Some participants attempt to separate their professional and personal identity on the web; however, others demonstrate convergence is inevitable</td>
</tr>
</tbody>
</table>

Initial Formation of Digital Identity

Participants were asked to identify their origin of digital identity and how they began engaging in social media. Identified incentives guiding their initial use of social media were categorized into the following: (1) meeting an educational need and (2) facilitated via role responsibilities. These incentives acted as a hook for our participants into social media, as they continued their web-based activity once initialized into the digital space.
Meeting an Educational Need

Participants highlighted the educational value found in social media resources in their workplace environment:

I think [social media] now also supports structured education in the emergency department as well as just-in-time practice... [Participant F1]

Other participants who harnessed social media as an academic resource utilized it during their professional identity as a medical student. In one participant’s experience, social media initially aided in further bolstering engagement with their academic lecture and conference material:

Honestly, I started as a way to pay attention during lectures and conferences while staying engaged. It was a tool to essentially take notes. And do something that would kind of keep my ADD at bay while actually still engaging in the talks. [Participant M1]

As Participant M1 continued to immerse into social media, their use of social media transformed outside their initial intentions from an academic tool into an avenue to share and disseminate content:

...and then that became a good way, also I found that it was also a good way to kind of share things that I was learning. [Participant M1]

Another participant expressed social media as a platform for engagement despite their early hierarchical status as a medical student. Moreover, social media satiated their desire to engage with the community of practice in the early professional development stage as a medical student:

I was just a medical student...I think initially I was just excited and overwhelmed by the number of resources that were available and the number of people who were willing to engage with me as a medical student. And so, I was probably mostly excited about content at that phase and using [social media] to consume content. [Participant F2]

Role Responsibilities

Other participants identified their origin of digital identity being formed through various pressures related to role responsibilities directed by supervisors. In these instances, it was their supervisors or superiors who engaged with our participants that encouraged them to start their digital identity:

My program director had asked that I start writing weekly pearls, the [Residency Program] pearls are still generated but that got me in the habit of writing something in an electronic format weekly. [Participant M2]

Another participant experienced unconventional pressures from their supervisors through competition and boisterous wagers that ignited their digital identity’s birth. In such cases, the result of long-term social media activity still prevails:

I made a bet with the VP who was in charge of operations and public relations.I said that in three months that I could have a bigger following than the hospital system. And I think it took me five months. But I definitely did get more and still have more followers than the hospital system. [Participant F3]

Cultivating Digital Identity

Socialization Into the Web-Based Community of Practice

As our participants engage further into the digital realm, the norms of the digital space are learned. By learning these rules, the digital identity of the participants begin to solidify. Participants are also able to increase their precision in navigating the digital space, allowing them to recognize which content garners them a stronger following. Resulting from this are networking opportunities and further engagement in the community of practice, as mentioned:

I made an account and very soon after six months I went to the #1 [spot]...I created an infographic because I just wanted to see if I could make one. And I put it out there and it got...300, 400, then 500 likes [and] retweets...So, it’s like people started seeing my name. And then I got asked to do some training and talks: like hey you are good at this...And it really just snowballed. [Participant F4]

Growth Via Parallel Development

The development of digital identity was noted by Participant F2, who explained that, in their experience, digital identity developed parallel to their professional identity development in real life. Namely, one participant’s (F2) identity from being a medical student to being a resident and her progressive development in expertise was similarly reflected in her digital identity, as she explains:

...So, I think my position in the community has changed as I have developed more expertise and figured out really who I am as an academic and as a member of this community. [Participant F2]

The Characteristics of Digital Identity: Fluid and Dynamic

Many participants expressed the different roles digital identity manifested, including “doing more critical appraisals and reviews” to “educating followers on areas of expertise” or “sharing [your] own work.” Interestingly, despite the many roles that exist in the academic digital space, they are not singular nor mutually exclusive, as participants noted their “role as having multiple components.” The evolution of digital identity was identified by participants to be fluid, transitive, and dynamic, where roles could be added over time or compounded:

Yeah, so I think there are a few different roles, so one is as a producer of content for social media and that is in our podcast... I also [identify] myself as an occasional contributor to other social media sites. And then I see myself as a consumer and sometimes curator. [Participant F1]
The Professional and Personal Dimensions of Digital Identity

Desire to Be Professional

When we asked our participants about their contexts of social media use, many responded “primarily using it professionally” to the public. Other participants preferred a defined “dichotomous approach,” separating professional use from personal use on social media utilizing strategies such as “using different platforms” for different identities. The observed management of identity separation on social media demonstrates an implicit expectation to confine to a purely professional image on the web.

Challenges to Disentangle Personal and Professional

Although some participants expressed the importance of maintaining a professional public frame on social media at all times, other interviewed experts expressed challenges in doing so. When browsing through social media content on platforms such as Twitter, one comes into contact with various types of content to which “you can’t help but come across things that are of interest and not strictly professional.” Blurring the lines between the personal and professional components of digital identity also extended to colleague relationships as elucidated by one of our male participants (M3):

> I definitely started with very strict bounds where my only content that I really used personally was Facebook and everything else was professional. But that is essentially impossible to keep up because as you spend more time professionally [on social media], you become really good friends with a number of your colleagues. And therefore, they become part of your personal circle. [Participant M3]

Convergence Is Inevitable

The active divide in splitting professional and personal components of digital identity is ineffective. Even common strategies such as explicitly stating the distinction of accountability in the profile biography between the professional and personal identity are viewed by our participants to be insufficient. This strategy of explicitly stating this distinction is intended to safeguard organizations from personal stances and behaviors that may not align with the organization’s values and professionalism; however, one of our male participants criticized as follows:

> People like to put disclaimers in their Twitter bio saying that they don’t represent their employers. I think that [it] is kind of nonsense. It is not going to help you legally if you get into trouble with your employer. It is not a get out of jail free card. So, I do mention where I work. And so far, that hasn’t caused any problem with my employer. [Participant M4]

Benefits of Convergence

Our interviewed participants have given diverse responses when managing personal and professional identities on social media; however, participants like M4 have experienced no consequences integrating both. Furthermore, researchers (such as F5) bolster their professional practice by harnessing their personal identity on the web:

> So, with Twitter, I don’t really have the separation because it is more about the sort of medical, networking side of things and a little bit less about my very personal experience of the world. Although there is a bit of that [personal experience] as well. And in my opinion, my experience is enhanced by being by presenting myself as a human and having a kind of complex life outside of academia or pure clinical roles. [Participant F5]

Real Life and Social Media Alignment

Observation of the Alignment

When asking participants about their behavior and identity in the digital space with respect to real life, most participants expressed an alignment between these identities. One participant engaged with other scientists on the web as if they were their colleagues in real life:

> I just have normal conversations as I would if I was having a conversation at a conference or some other professional context with people. [Participant M5]

As expected, such an alignment further extended to academic interests and roles as well, demonstrating social media as an extension to developing the identity of these researchers. In one participant’s case (M6), their interest in medications and advocacy for safe and established treatments directed to the scientific community reflected their real-life academic identity:

> One of my main interests is medications, and so I would like to encourage what I perceive to be safer drug therapy, I also like to give followers insight into clinical cases or also sometimes even personal stuff. [Participant M6]

Importance of Holistic Representation

Participants identified an inherent importance of centralizing their digital identity to their true identity in real life. One participant highlights a state of comfort when representing their full digital identity by balancing their professional and personal identity on the web as they refuse “artificially keeping [professional and personal identity] separate.” Another participant supported this view in avoiding artificial separation of personal and professional identities when engaging with other educators on the web:

> I don’t generally have interactions that I wouldn’t have on professional contacts on my Twitter channel, which as I noted I use for personal and professional purposes. [Participant M5]

Consequence of Misalignment

When immersing further into the community of practice, opportunities for misalignment between the physical and digital identity may occur in which the physical identity lags:

> It has taken a while for my [online identity] to also become reflective in my public identity” [Participant F6]
In another participant’s case, the rift was formed because of a noted, enhanced capability of networking on social media:

*I feel like I occasionally get some type of imposter syndrome by this group of people online and that is the network of people that I have met online and have worked on a number of projects. I think they see me as really valuable and this person that they want to work with and really value what I bring to the table. I don’t always feel that way at my home institution that I work at.* [Participant F2]

In this instance, where digital identity outpaces the physical professional identity, the misalignment of these identities caused this participant to compromise or restructure one of her identities to fit the latter:

*And so, then I wonder: is this a bit of a disconnect between who I am in real life and who I am online? Or is it actually that there are people in other organizations that actually value what I bring to the table a little bit more than where I am at.* [Participant F2]

**Discussion**

Through the collected experiences from our interviewed social media experts, our team has investigated the surrounding interactions and explored the construct of a digital identity. For our experts, the initial formation of digital identity materialized through needs present in the early stages of professional identity in medical students. Proceeding initial growth, the development of digital identity molded in conjunction with real-life professional identity development and expertise. The importance of representing oneself holistically on the web between the physical and digital identities and between the personal and professional identities was highlighted.

Our main finding is that the fluid and dynamic nature of digital identity are similar to those of professional identity’s fluidity [30-32]. Participants often transformed, even interchangeably, through different roles from education bloggers, critical appraisers, or even extending to personal characters. Interestingly, the transitive property of easily interchanging roles in our findings of digital identity contrasts the disruption faced when frequently transitioning between different professional identities [33]. Our analysis also captured the behavior of models by Lave and Wenger [34] on situated learning and community of practice. Engagement at the initial identity formation stage starts peripheral as our participants begin developing their content [34]. Through the feedback process of socialization of continually deeper engagement, the identity becomes more refined until becoming a member of the community of practice [34]. In the case of our findings on digital identity, web-based metrics such as followers or increased web traffic were successful markers of socialization into the digital community and guided our participants to refine their digital identity by adhering to engagement strategies [35] and content that increased followings.

Although similarities exist between the characteristics of digital identity and professional identity development, differences are highlighted through the pace of development via the digital space. Social media has overcome physical barriers and allows health professionals to have a global reach to engage with national committees and remote stakeholders [12,21,36-39]. This allowed our interviewed participants who faced physical barriers such as practicing rurally to otherwise come across opportunities that normally would not exist. Occasionally, identity mismatch would occur as professional identity lags behind digital identity development.

To resolve the tension between identity mismatch, it was found to be important to capture a holistic identity and represent it digitally. This finding contrasted with identity management techniques observed by Cho and Jimerson [39], where professional identity was publicly expressed whereas personal identity was compartmentalized in separate social media accounts. Their study additionally found that professional identity was further fragmented between different organizational social media accounts as an engagement strategy to tailor to different audiences [40]. These differences between our findings may highlight deviations in identity management strategies between organization and individually owned social media accounts. Although the participants in the study by Cho and Jimerson [39] responded to organizational and administrative needs, our participants utilized social media to collaborate with the community of practice to further advance their scholarly work. These interactions were preferred to be organic, utilizing a natural blend between personal and professional identities. Such a preference for convergence aligns with findings by Decamp et al [22], who argue that physicians are not intended to avoid personal interactions, as it is sometimes unavoidable. Decamp et al [22] further affirm that appropriate personal engagement on the web can bolster web-based professional interactions, to which our participants agree.

Our findings showed that digital identity formation initially begins because of a professional or academic need that can take the form of a medical student seeking to understand a specialty [7,21], or a new leader looking to connect more with stakeholders. Many of our interviewed participants explained that their digital identity began while they were concurrently developing their professional identity as trainees. This finding is in line with previous literature; a qualitative study interviewing medical students demonstrated their desire to be given a voice and engage with the online community of practice [12]. Other studies extend this narrative, showing that engagement in social media enables networking, mentorship, and content learning [36,37,39,41-44]. As Mather et al [45] highlight the benefits social media provide call the need for educational institutions to engage and facilitate the development of professional identity for learners within the digital space.

The impact of social media as a disseminator of health-related information and misinformation is one that has been undoubtedly demonstrated by its utilization during the COVID-19 pandemic [46-48]. Further exploration of digital identity development will allow educational institutions and organizations to cultivate physicians that are increasingly familiar with the digital space. By equipping these physicians with the tools to build web-based stakeholdership and develop their digital role as digital responders and disseminators of
information on the web, physicians will be more ready to combat future threats of web-based health misinformation [46,47].

The current digital space serves as an extension to physical space, and its ability to capture and express our personal and professional identities is, thus, also extended in the same manner [49]. Our findings provide insight into the model of digital identity development and its interactions with existing literature regarding professional identity development. We present digital identity as an additional dimension to professional identity development within health care professionals. With social media’s dominant role as an accelerated medium for dissemination and identity development, further investigation of the interactions between digital identity formation upon professional identity development in individuals of various key stages including medical students, residents, and junior academic cohorts are warranted. These findings will be important to guide medical trainees and students through their professional identity formation in both the real and digital worlds.

Limitations

This study had a number of limitations. The research lead investigator had expertise in web-based pedagogy and knowledge translation. Preventative measures were taken to reduce any skewed interpretations of participant answers and words. For example, the research assistant and transcriptionist interviewed all participants and transcribed all transcripts, respectively. In addition, all transcripts were deidentified before the qualitative analysis, preventing the lead investigator from deriving the identity of the participants. During the analysis phase, a variety of strategies were used with the knowledge that the lead investigator of the research team was an expert in social media knowledge translation with respect to the other members. We focused on those who had established reputations and track records for their academic work and, therefore, likely skewed our interviews toward those who are further along in their web-based professional identity formation. Of note, we only had 1 senior trainee participant, and therefore, there may be some limitations in extrapolating our key findings to more junior learners. However, many of our participants had good recollections about their experiences with digital identity formation and origin during their training, which may allow for transferable findings to be relevant to educators seeking to counsel junior learners.

Conclusions

Social media introduces new features to professional identity in the digital space. The formation of digital identity, its development, and interactions that require identity management were features captured in our study. Moreover, the fluid and dynamic characteristics of digital identity in conjunction with its accelerated capacity of growth yield differences from professional identity development that can potentially be harnessed. Navigating the identity development of young or upcoming health care professionals is a priority for institutions now and in the post–COVID-19 world. Today, digital identity can no longer be neglected. Digital citizenship can no longer be ignored as a key facet of one’s professional responsibility. If we are to effectively train the next generation of health care professionals in an era of ongoing technological development, digital identity development must be explored and supported.
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Abstract

Background: Diagnostic delay in rare disease (RD) is common, occasionally lasting up to more than 20 years. In attempting to reduce it, diagnostic support tools have been studied extensively. However, social platforms have not yet been used for systematic diagnostic support. This paper illustrates the development and prototypic application of a social network using scientifically developed questions to match individuals without a diagnosis.

Objective: The study aimed to outline, create, and evaluate a prototype tool (a social network platform named RarePairs), helping patients with undiagnosed RDs to find individuals with similar symptoms. The prototype includes a matching algorithm, bringing together individuals with similar disease burden in the lead-up to diagnosis.

Methods: We divided our project into 4 phases. In phase 1, we used known data and findings in the literature to understand and specify the context of use. In phase 2, we specified the user requirements. In phase 3, we designed a prototype based on the results of phases 1 and 2, as well as incorporating a state-of-the-art questionnaire with 53 items for recognizing an RD. Lastly, we evaluated this prototype with a data set of 973 questionnaires from individuals suffering from different RDs using 24 distance calculating methods.

Results: Based on a step-by-step construction process, the digital patient platform prototype, RarePairs, was developed. In order to match individuals with similar experiences, it uses answer patterns generated by a specifically designed questionnaire (Q53). A total of 973 questionnaires answered by patients with RDs were used to construct and test an artificial intelligence (AI) algorithm like the k-nearest neighbor search. With this, we found matches for every single one of the 973 records. The cross-validation of those matches showed that the algorithm outperforms random matching significantly. Statistically, for every data set the algorithm found at least one other record (match) with the same diagnosis.

Conclusions: Diagnostic delay is torturous for patients without a diagnosis. Shortening the delay is important for both doctors and patients. Diagnostic support using AI can be promoted differently. The prototype of the social media platform RarePairs might be a low-threshold patient platform, and proved suitable to match and connect different individuals with comparable symptoms. This exchange promoted through RarePairs might be used to speed up the diagnostic process. Further studies include its evaluation in a prospective setting and implementation of RarePairs as a mobile phone app.

(J Med Internet Res 2020;22(9):e21849) doi:10.2196/21849
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Introduction

A patient without a diagnosis desperately struggles for help. This holds especially true for those with an undiagnosed rare disease (RD). Although an RD is one that, by definition, only 5 out of 10,000 people suffer from, in total there are approximately 13.5 million people with an RD in the European Union (EU) [1] and approximately 400 million worldwide [2]. Affected patients search for the diagnosis for an average of 8 years. During this time, misdiagnosis and wrong treatments are common, and social isolation and financial damage occur frequently [3-9]. By contrast, patients with a diagnosed RD are highly active in supporting each other, and may serve as experts for their diseases in patient groups. This is an important resource for information and guiding besides the information on RD in the internet.

The internet has grown to be an easily accessible hub for research, even for health care information. Today, almost everybody is Googling symptoms before, while, and after a health care visit [10]. The power of internet-based diagnosis was recently underscored by Siempos et al [11], highlighting that 22.1% of correct diagnoses from laymen were due to web searches. Furthermore, doctors themselves similarly consult the internet searching for the correct diagnosis [12]. Here, in 58% of the cases, search engines such as Google helped identify the diagnosis [12].

Besides searching the internet, almost all young Americans aged between 18 and 29 use social media [13]. Communicating via those networks is a daily activity for them, and using social media platforms has become an established way of making personal connections [14]. Online social networks are not tied to a specific time or place, making them even more efficient for communication. There are online social networks that help preserve contacts over distances, as well as networks facilitating meeting people with common interests or issues. Those networks often use matching algorithms containing artificial intelligence (AI) to match for optimum results. Moreover, such matching algorithms are used in marketing to find products and services that fit the needs of a person.

In RarePairs we also use a matching algorithm to meet the needs of potential users. This prototype of a new social platform is designed to bring people with and without a diagnosis together, making interaction and supporting to find the right diagnosis possible. Thus, it tries to help find the right people to discuss possible diagnoses, coping strategies, and treatments for the user’s symptoms. We decided to focus on the group of RDs as they are still overlooked in cases of diagnosis, care, and treatment. The idea behind RarePairs is to combine already existing resources (social networks, the internet, smart mathematical algorithms, an existing questionnaire/data set), use cases (finding diagnoses, health information, contact to other people with the same condition), and challenges (diagnostic odyssey, a very small global proportion of people with the same condition), and fit them into one tool. The aim of this study was to outline, create, and evaluate a prototype of RarePairs.

Methods

To ensure the quality of the design process for an online social network, we used an ISO norm. This ISO norm is designed to develop a user-centered design software product.

To build our prototype we used ISO 9241-210:2010 and followed the suggested 4 steps: (1) Understand and specify the context of use; (2) Specify the user requirements; (3) Produce design solutions to meet these requirements; and (4) Evaluate the designs against requirements.

To complete steps 1 and 2, we collected known facts based on different materials, such as the German website for information on RDs [15]. Additionally, we used expert knowledge about people with RD which was collected from previous research and discussions with patient groups. Details on the completed steps can be found in Multimedia Appendix 1.

In the second step, this information was discussed with an interdisciplinary team of doctors, computer scientists, and mathematicians to define the context of use and user requirements. To complete step 3, we used commonly known hardware and software (all-day-use laptops, Adobe Photoshop, Text editors, MAMP, and GitHub) for the web design of our prototype. We also used common coding formats, such as HTML, CSS, PHP, MySQL, and R, for designing the prototype. No templates or content management systems were used.

For the most important part of the prototype, the matching algorithm, we resorted to a questionnaire named Q53 which was built during previous research in the working group [16]. Briefly, this questionnaire was built using patients’ experience. Individuals with different RDs were interviewed to gain insight into their prediagnostic experiences. These experiences (in daily life) were qualitatively analyzed. In a 7-step process following strict rules we finally ended up with a set of 53 questions. Afterward, larger cohorts of individuals with different RDs (and established diagnoses) were contacted and invited to answer the questions. This approach was based on the idea that most people with different RDs not only experience similar basic symptoms (eg, fatigue, blaming) during their prediagnostic odyssey, but also have comparable strategies on finding a diagnosis (eg, consulting various doctors) or coping with daily life (eg, avoidance strategies, intuitive usage of assistive technologies). Based on these experiences from the period (sometimes years) prior to the diagnosis, which were collected through interviews from individuals with a proven RD, 53 questions were identified as being crucial and prototypic for individuals with different RDs. The 53 questions break down into 7 different categories (eg, symptoms, social environment, or looking for the cause), and can be answered with: (1) No, (2) Slightly no, (3) Slightly yes, (4) Yes, and (5) Do not know. Thus, the questionnaire Q53 not only asks for specific symptoms, but also reflects the challenges and obstacles of individuals with different RDs in daily life, typical circumstances, and certain actions, and the Q53 can be answered without expert knowledge within 15 minutes. Some examples out of the set of 53 questions are (1) Do you use supportive devices to positively help your daily...
routine; (3) Did you suspect—if so since longer—that something is “wrong” with you? (4) Do you use tricks and dodges to master restrictions during your daily life? (5) Would you say that the ambiguity about the cause of your complaints/irritating phenomena was the worst? (see Multimedia Appendix 2 [German] or Multimedia Appendix 3 [English] for the whole Q53 questionnaire).

In the previous study [16] which described the development of the questionnaire, the set of questions was then used by a matching algorithm combining the results of support vector machine, random forest, logistic regression, and linear discriminant analysis, to effectively classify a data set of approximately 1000 questionnaires of individuals with different RDs and other disease conditions into 4 different diagnostic categories [16]. Briefly, these diagnostic categories differentiated between RDs, chronic diseases (CDs), psychosomatic disorders, and other disease conditions. Hence, the questionnaire Q53 was originally not designed for diagnosing a specific disease, but it proved effective to cluster diseases into diagnostic categories (which might also prove helpful for guiding individuals during a diagnostic odyssey). As the aim of RarePairs is bringing together undiagnosed/diagnosed people so as to share their symptoms and coping strategies, such a questionnaire might suit well for this purpose.

In the second step, an existing data set (from previous study [16]) of answered Q53 questionnaires (n=973) from individuals with non-RDs and different RDs, such as neuromuscular diseases (eg, Pompe disease, amyotrophic lateral sclerosis), autoimmune diseases (eg, sarcoidosis, systemic lupus erythematosus), or rare metabolic diseases (eg, glycogen storage diseases), was used for prototypic evaluation of RarePairs.

Of the 973 people, 759 were previously and certainly diagnosed with an RD, 27 were healthy, 34 had an unknown diagnosis, 27 were diagnosed with psychosomatic disorders, and 126 had a CD. They were between 0 and 87 years of age with a mean age of 39.4 years (702 were female and 271 were male). Recruitment was limited to Germany.

This basic process is illustrated in Figure 1. We used the k-nearest neighbor search and different distance calculating methods to find and evaluate matchings for a given set of 973 users with different diagnoses and different diagnostic categories. The k-nearest neighbor search is an easy, but effective, way to find similarities. Different calculating methods from different mathematical groups based on a publication by Cha [17] were compared.

Figure 1. Used material for finding and evaluating the matching algorithm.

In step 4, the prototype with the matching algorithm was evaluated based on leave-one-out cross-validation, which means that 1 data set was left out and the algorithm searched for fitting matches in the remaining 972 data sets. The matches for every single data set out of the total 973 answered Q53 questionnaires were analyzed regarding age, gender, latency (ie, time with symptoms but no diagnosis), disease group (category of the diagnosis referring to the affected organ or pathophysiology [eg, neuromuscular disease, metabolic disease]), diagnostic system (higher-order category that defines the type of the diagnosis [eg, RD or CD] but does not consider the affected organ [eg, RD of the liver]), and exact diagnosis (ie, exact name of the diagnosis). We considered matching for the same diagnosis in the category diagnosis most important, followed by the same diagnostic system, disease group, and age. The same latency and gender were considered less important for matching. Here, we followed the hypothesis that matching partners benefit most from sharing the same diagnoses or diagnostic categories. Such a matching might enable a helpful dialogue between the matching partners (eg, common experiences, doctors, therapies). By contrast, the same gender would not be as helpful. This analysis was performed for every
Calculating method, as well as a random sampling. Likewise, a comparison of random matching and similarity-based matching was possible.

**Results**

**Overview of RarePairs User Path**

The users’ path through RarePairs is illustrated in Figure 2. After the login procedure, the user updates a profile and answers the 53 questions essential for matching (see Figure 2). The landing page of RarePairs is shown in Figure 3 (Further screenshots of the prototype can be found in Multimedia Appendix 4).

Figure 2. Simplified scheme of the clicking path for new and already registered users of RarePairs.
**Login/Register**

Users register, or, if they already have an account, login into RarePairs. The usual basic security arrangements such as checking email format, checking password, transferring data as POST variables, not allowing multiple accounts with the same email address are made. Moreover, the users can request their password via email, if forgotten. The user data are stored in a MySQL database table titled `users`.

**Q53 Questionnaire**

New registering users are initially led to the first Q53 questionnaire sheet. The questionnaire is divided into 9 website sheets. The first explains the aims and scope of the Q53 questionnaire. Additionally, users have the opportunity to give supplementary information (e.g., hobbies or the aims/wishes of the user) for the account profile. The in-between sheets (numbers 2-8) show the 53 questions and allow answering through PHP forms. Here, the data are transferred via POST variables and stored into the MySQL database table `users` (users aims/wishes are stored in the database ‘Wishes’ [table ‘Users_Wishes’]; see Figure 4 for all database tables and possible interactions). It is possible to change the personal profile data later. In the current prototypic version of RarePairs, the answers to the 53 questions of the Q53 questionnaire are static (i.e., they cannot be changed later).
Matching

The answer pattern of the Q53 questionnaire forms the basis for matching different users of RarePairs. In this prototype, the nearest neighbor was used to calculate matching users/similar answer patterns in the Q53 questionnaire.

Therefore, we calculated the differences of answers stored in the MySQL database table *users*. For calculating, many different distance (respectively similarity) calculating methods were compared such as Manhattan \(d = \sum_{i=1}^{d} |P_i - Q_i|\) or cosine \(d = \frac{\sum_{i=1}^{d} P_i \cdot Q_i}{\sqrt{\sum_{i=1}^{d} P_i^2 \cdot \sum_{i=1}^{d} Q_i^2}}\) from 8 different mathematical groups based on the publication by Cha [17]. As values, we used the numerical equivalents of given answers as explained above: (1) No, (2) Slightly no, (3) Slightly yes, (4) Yes, and (5) Do not know.

Finding the Right Distance Calculating Method

From an AI perspective, it is not a priori clear as to which calculating method works best. Therefore, we compared matching with 24 different methods (see Multimedia Appendix 5 for the exact mathematics). We used the existing database of 973 data sets (containing personal information such as age and gender and all answers to the Q53 questionnaire), and identified 10 matches for every data set (using the leave-one-out method; see Figures 5 and 6 for visualization). We chose \(k=10\) because we assumed it to be a good compromise between proper selection size for the searching user and still not be overwhelming. After finding matches with one calculating method, we repeated the process with another method. Second, we evaluated the matching by comparing the properties of the data set and its 10 matches, and the quality of the matching (eg, accordance of diagnosis = how many of the 10 matches have the same diagnosis as the user under evaluation). The average of the accordance for every calculating method is shown in Table 1 (this table is also added as Multimedia Appendix 6, with additional details). Comparisons of the average values indicate that only a few methods differ significantly (\(P > .05\); see Table 1 for exact \(P\)-values).
Figure 5. Illustration of the first part of identifying a matching method. Screening the data set for 10 "best" matches for one user (using the leave-one-out-method). This scheme only illustrates the basic principle of the simulation. The exact results are shown in Table 1. GBS: Guillain-Barré syndrome; M. Pompe: Morbus Pompe.

![Diagram of database RarePairs and Users](image1)

Figure 6. Schematic illustration of the second part: identifying a matching method for a given data set of users with rare diseases. Ten matches for all 973 data sets with one calculating method, calculating the average of the matching accordance of properties. This figure illustrates the basic principle of the simulation (for the complete testing results, see Multimedia Appendix 5 and Table 1).

<table>
<thead>
<tr>
<th>Match</th>
<th>Age</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>M. Pompe</td>
</tr>
<tr>
<td>2</td>
<td>57</td>
<td>GBS</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>34</td>
<td>GBS</td>
</tr>
</tbody>
</table>

| accordance with | 10% | 30% |

<table>
<thead>
<tr>
<th>Match</th>
<th>Age</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>y</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>y</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>76</td>
<td>x</td>
</tr>
</tbody>
</table>

| accordance with | 40% | 20% |

<table>
<thead>
<tr>
<th>Match</th>
<th>Age</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65</td>
<td>z</td>
</tr>
<tr>
<td>2</td>
<td>33</td>
<td>y</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>x</td>
</tr>
</tbody>
</table>

| accordance with | 30% | 40% |
Table 1. Different distance calculating methods simulated using the leave-one-out principle.

<table>
<thead>
<tr>
<th>Distance calculating method</th>
<th>Matching accordance in percent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gender&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>(Pseudo)random sampling (&lt;negative benchmark)</td>
<td>59.6</td>
</tr>
<tr>
<td><strong>L&lt;sub&gt;p&lt;/sub&gt; Minkowski family</strong></td>
<td></td>
</tr>
<tr>
<td>Manhattan</td>
<td>63.9&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Euclidean</td>
<td>62.4&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Minkowski</td>
<td>63.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>L&lt;sub&gt;1&lt;/sub&gt; family</strong></td>
<td></td>
</tr>
<tr>
<td>Sørensen</td>
<td>64.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gower</td>
<td>63.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Canberra</td>
<td>64.2&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Lorentzian</td>
<td>63.5&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Intersection family</strong></td>
<td></td>
</tr>
<tr>
<td>Wave Hedges</td>
<td>64.1&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Czekanowski</td>
<td>64.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Tanimoto</td>
<td>64.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Jaccard</td>
<td>63.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Dice</td>
<td>63.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Inner product family</strong></td>
<td></td>
</tr>
<tr>
<td>Cosine</td>
<td>53.6&lt;sup&gt;b&lt;/sup&gt; (&lt;negative benchmark&gt;)</td>
</tr>
<tr>
<td><strong>Fidelity family or Squared-chord family</strong></td>
<td></td>
</tr>
<tr>
<td>Bhattacharyya</td>
<td>64.8&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Hellinger</td>
<td>62.9&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Squared-Chord</td>
<td>62.0&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Squared L&lt;sub&gt;2&lt;/sub&gt; family/dX&lt;sub&gt;2&lt;/sub&gt; family</strong></td>
<td></td>
</tr>
</tbody>
</table>
## Matching accordance in percent

<table>
<thead>
<tr>
<th>Distance calculating method</th>
<th>Matching accordance in percent</th>
<th>Gender&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Age&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Latency&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Disease group&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Diagnostic system&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Exact diagnosis&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neyman</td>
<td>59.5&lt;sup&gt;g&lt;/sup&gt; (&lt; negative benchmark)</td>
<td>20.4</td>
<td>15.2</td>
<td>14.9 (differs from negative benchmark; P&lt;.001)</td>
<td>34.2&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>Probabilistic Symmetric</td>
<td>62.2&lt;sup&gt;g&lt;/sup&gt;</td>
<td>21.6&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.1</td>
<td>15.8&lt;sup&gt;e&lt;/sup&gt;</td>
<td>35.5&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.7&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Clark</td>
<td>63.1&lt;sup&gt;g&lt;/sup&gt;</td>
<td>21.4&lt;sup&gt;e&lt;/sup&gt;</td>
<td>14.8</td>
<td>15.3&lt;sup&gt;e&lt;/sup&gt;</td>
<td>35.5&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.3</td>
<td></td>
</tr>
<tr>
<td>Additive symmetric</td>
<td>61.3&lt;sup&gt;g&lt;/sup&gt; (does not differ from positive benchmark; P=.42)</td>
<td>21.1</td>
<td>15.7&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.5&lt;sup&gt;e&lt;/sup&gt;</td>
<td>34.1&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.5&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Shannon's entropy family</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jeffreys</td>
<td>62.0&lt;sup&gt;g&lt;/sup&gt;</td>
<td>21.5&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.3&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.6&lt;sup&gt;e&lt;/sup&gt;</td>
<td>35.1&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.6&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Jensen difference</td>
<td>62.1&lt;sup&gt;g&lt;/sup&gt;</td>
<td>21.5&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.3&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.7&lt;sup&gt;e&lt;/sup&gt;</td>
<td>35.3&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.6&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Combined methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kumar–Johnson</td>
<td>60.8 (differs from positive benchmark; P=.02)</td>
<td>21.2</td>
<td>15.7</td>
<td>15.0&lt;sup&gt;e&lt;/sup&gt; (does not differ from positive benchmark; P=.08)</td>
<td>33.4&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.3&lt;sup&gt;g&lt;/sup&gt; (differs from positive benchmark; P=.02)</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>63.7</td>
<td>21.3&lt;sup&gt;h&lt;/sup&gt;</td>
<td>14.4</td>
<td>16.4 (does not differ from positive benchmark; P=.08)</td>
<td>40.3&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9.4&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Gender of the person.

<sup>b</sup>Age of the person

<sup>c</sup>Time with symptoms but no diagnosis.

<sup>d</sup>Category of the diagnosis referring to the affected organ or pathophysiology (eg, neuromuscular disease, metabolic disease)

<sup>e</sup>Greater category the diagnosis can be assigned to (eg, RD, CD), not especially considering the affected organ

<sup>f</sup>Exact name of the one diagnosis.

Fields do not differ significantly from the positive benchmark in this category; see P-value in those fields. If no P-values are mentioned, the matching values lie in between the benchmark and the furthest value, which is only just not differing significantly from this benchmark.

Furthermore, we calculated the average values for a random matching and comparison, showing that most of the calculating methods resulted in significantly better results than the random matching (P≤.05; see Table 1 for exact P-values). These results support our assumption that the k-nearest neighbor search itself is a robust base for the matching algorithm. Additionally, the cosine method, which mathematically produces matches of people with preferably different answers, showed the unfavorable results as expected. To make sure the results fit the outcome that could be expected from the 973 people data set, we plotted the 973 people by the diagnostic system of their disease using the t-distributed stochastic neighbor embedding method.
method. The plot (Figure 7) illustrates that there is no clustering except for the group of healthy individuals (green dots). This finding underlines that the nearest neighbor method would produce poor results when used (solely) for classification. In RarePairs, we used this method to find suitable matches (and not to classify our data). The results in Table 1 illustrate that the nearest neighbor search is suitable for matching users answering the 53-item questionnaire under discussion in this study. In this set of data, the Jeffreys, squared-chord, or Jensen difference method proved most powerful.

**Figure 7.** A t-distributed stochastic neighbor embedding plot showing a possible clustering of the 973 test objects concerning the diagnostic system of their disease. Key: black: rare diseases; red: chronic diseases; dark blue: psychiatric diseases with somatoform part; dark green: unknown diagnosis; light green: healthy individuals; light blue: sarcoidosis; orange: idiopathic pulmonary arterial hypertonia; yellow: syringomyelia; brown: systemic lupus erythematosus.

**Interacting on RarePairs**

Once the user has found matches, s/he can interact with his/her new matches as well as other users. We implemented a few basic methods to illustrate this function.

**PairChat**

For interacting with 1 single user, a given user can use the PairChat function. PairChat is programmed as a common chat tool with the obvious functionalities of writing and receiving messages and reading them in a messenger window. Written messages are stored in the database table called Messages, and the link between messages and their receiver and sender is stored in the table Messages_Link. For showing all the messages that were exchanged between 2 users, the PHP script looks for all messages in Messages_Link that were sent or received by the active user, and shows them sorted by the corresponding sending or receiving chat partner and date/time.
**PairCommunity**

We designed the PairCommunity as a broadcast forum for all RarePairs users. Here they can share important information that might interest all registered users such as invitation to self-help groups or announcements about current scientific events. It is possible to sort the posts by different categories (database table CommunityCategories), such as self-help-groups or leisure time groups. The posts themselves are stored in the database table CommunityInputs.

**Discussion**

**Principal Findings**

In this study we outlined, created, and evaluated a prototype of a social media platform (RarePairs) for individuals with (undiagnosed) RD conditions. Evaluation of RarePairs using a single statistic function on an existing set of data illustrated decent matching results for possible users searching for a diagnosis.

About 35% of Americans use the internet for finding a diagnosis [18] and over half the global population use social media [19]. Hence, the idea of creating an online social network for people looking for a diagnosis seems to be a logical step. In that context, Russell et al [20] installed and observed a Facebook group where parents of disabled children and researchers were linked together and discussed medical studies, everyday struggles, and disease challenges. According to their analysis, 95% of the parents were motivated to join the group for connecting with like-minded people, 78% were using the group to find information, and 73% wanted to receive or give emotional support. Although the focus of that project was more in the context of research and understanding the use of social media in the context of a given medical context, the results indicate that users appreciate beneficial effects of social media in certain medical or medicosocial contexts. A popular example of a diagnostic-support online platform is CrowdMed, where professionals and nonprofessionals can engage in trying to help undiagnosed individuals find the right diagnosis. In contrast to our project, where diagnostic support is based on using a questionnaire, in CrowdMed patients share medical information (eg, medical reports, laboratory data). Meyer et al [21] reported first successes for a few participants and 56.9% of participants reported that the hints given by others on CrowdMed led them closer to the right diagnosis [21].

A common motivation brings individuals with various diagnoses together in real life self-help groups. Plinsinga et al [22] performed a survey on individuals with osteoarthritis and their interest in self-help-groups [22]. In that study, 307 of the 415 included patients were interested in participating in a self-help group; 54% of the patients reported to be engaged in a patient group, whereas 41% reported participation in an online self-help group (namely through Facebook). Such data illustrate the tremendous motivation among individuals with CD or RD to connect and support each other. RarePairs fills in a gap between individuals without diagnosis and those knowing the name of their RD.

Establishing an online social network for undiagnosed people seems to be an opportunity for younger adults during their diagnostic odyssey. They are even more likely to search for help on the internet and are more accustomed to using the internet. Lee et al [23] stated that people aged 55 or older have more difficulties finding the right (health) information on the internet than younger people.

Especially in the context of RDs, a social platform as illustrated in our study seems beneficial. Here, affected individuals from different countries could be easily connected and inspired to exchange valuable health care information crossing borders and even continents. Such a technology might be especially valuable for ultra-RD conditions with only a handful of affected individuals worldwide.

Individuals with experience in using social media and performing diagnostic research on the internet might find a platform like RarePairs advantageous. However, there might be criticism that Googling symptoms results in wrong information. Concerns that patients may have trouble following the doctor’s recommendations after reading online information prove mostly wrong [24], and such well-informed (via the internet) patients may even help the doctor with the diagnosis [25]. Besides the opportunity of Googling symptoms, there is also a lack of reliable online information [26]. Moreover, wrong or disturbing information from the web might disturb the patient–doctor relationship or produce cyberchondriacs [27,28].

Of course, there are indicators that the internet will be a growing source of diagnostic help, but there is a lack of well-designed online tools and websites with relevant and quality-proven information [26]. With RarePairs we address those needs and promote a completely different strategy: by using a simple, but powerful questionnaire (Q53), users are connected without needing profound medical knowledge. In the future, this questionnaire-based tool might be improved using additional information from, for example, wearables. Additionally, the previous study [16] used a combination of different AI methods (support vector machine, random forest, logistic regression, and linear discriminant analysis), with better results in clustering diseases [16]. Perhaps the use of those additional AI methods could also improve the matching algorithm of RarePairs.

Analyzing the matching algorithm was an important result of this study, highlighting that nearest neighbor methods worked significantly better than a random matching. For improving the test results, there is still room for improvements by including and evaluating other AI methods in combination with the nearest neighbor search in future research projects.

Today, there are almost daily new highlights addressing improvements in the field of diagnostic support through AI (the number of publications on PubMed containing the words AI are 10 times as high as in the 1990s, as per our manual search on the database in 2020). The fields where such algorithms already are in use are mainly within visual diagnostics (radiology, pathology, dermatology, microbiology). For example, support for doctors is tested during a polyp screening [29], predicting a coronary artery disease noninvasively, or diagnosing a sepsis in an early state [30,31]. Nevertheless, in
everyday clinical use, there are also challenges such as server infrastructure or computer power that have to be overcome [32].

Data security of (disease-specific) personal data is an important issue. In RarePairs the stored data are protected by an SSL connection and cannot be linked to an address or even a name, and as such there is a guarantee for basic data safety for all users. Encrypting the stored data could be a next step for the time RarePairs will be used as a real marketable product. Also building a decentralized database could be a very elegant way to make the user data safer during the next steps of development.

Limitations

The complete realization of RarePairs is currently only prototypic. Accordingly, there are several aspects about RarePairs that have to be addressed in the future: We set the user requirements and context of use based on information and selected assumptions. In future studies, the user satisfaction needs evaluation. Besides, it is essential to test the prototype with a larger target audience in the future and reevaluate the results.

A second limitation is the small database used for this prototype. These data might not automatically reflect the community of possible users of such a network. Consequently, the results can only be regarded as a milestone. Additionally, all records of this study belonged to individuals having their diagnosis fixed. The prototype was not tested with real individuals during their diagnostic journey. An evaluation with more diverse data will be performed during the next steps of RarePairs’ development. Furthermore, one could question the quality criteria of a perfect match (same gender, same age, same diagnosis) because we do not know which persons would profit from each other in reality. That is why we suggest planning a prototype test phase, and until then ask the participating persons to evaluate the quality of the suggested matches. Constant adjustment of the matching methods will be part of RarePairs while in daily use.

Another limitation of this analysis is that we only evaluated the data set and matching quality by just randomized matching. One might criticize that such an evaluation is only a low bar challenge. Assuming that the user perspective on the matching quality is completely unknown, we decided that this testing fulfills the evaluation of a prototype. Further steps for evaluating the algorithm have to follow.

Additionally, as the Q53 questionnaire was designed and developed from a German perspective, its success and performance must be re-evaluated in different cultural contexts. Today, translated versions are available in English, Chinese, Portuguese, and Finnish, but a systematic trans-cultural evaluation was not yet performed.

From the technical perspective, the current prototype is restricted to usage on a personal computer (and therefore we did not use a CSS Template). We are well aware that in the context of constant growth and increasing numbers of RarePairs users, adoption of the code, and focus on the development of a cross-platform app/website, as most people prefer to use social media on their mobile device [33], a template would be useful. This prototypic evaluation was only designed to be a scientific proof of concept and therefore uses an easy-to-use and flexible programming technique. The development of a mobile app is the next logical step.

For the use of forms, JavaScript could also be of advantage because it makes the forms more interactive and the entries can be checked more easily. Concerning the details of the prototype, there are a few functionalities that should be implemented in the future:

- Answers to the Q53 questionnaire should be changeable if the user gets new knowledge about their disease, or if the experience of the symptoms/disease changes. There must be a possibility to get new matches based on these changed answers.
- The display of the matches should contain a form of ranking, possibly showing how many questions were answered similarly or which questions had the biggest effect for the matching (that is how the diagnostic app Ada [34] does it.).
- It should be possible to search for other users even if they are not a fitting match (eg, to find friends from real life).
- The PairCommunity should be searchable for posts concerning different diagnoses.
- A contact form should be implemented.
- The chat could be using the XMPP (Extensible Messaging and Presence Protocol) to make cross-platform chatting possible.

Besides, any tool in the context of diagnostic support must obviously prevent individuals in despair from raising hope for easy solutions or diagnoses using the internet or a given platform. This cannot be offered by RarePairs in its current structure, and consequently is only one piece in a larger puzzle to support individuals during a difficult diagnostic search. RarePairs therefore strongly underlines that it is not designed as a diagnostic tool (eg, via disclaimers during the registering process).

Next steps

Our next goal is to present RarePairs to real users (eg, in self-help groups) and collect feedback systematically. For a first round with approximately 500 users, we would need additional resources for legal advice, implementing new functions and providing more (data) security.
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Abstract

Background: Diabetes patient associations and diabetes-specific patient groups around the world are present on social media. Although active participation and engagement in these diabetes social media groups has been mostly linked to positive effects, very little is known about the content that is shared on these channels or the post features that engage their users the most.

Objective: The objective of this study was to analyze (1) the content and features of posts shared over a 3-year period on 3 diabetes social media channels (Facebook, Twitter, and Instagram) of a diabetes association, and (2) users’ engagement with these posts (likes, comments, and shares).

Methods: All social media posts published from the Norwegian Diabetes Association between January 1, 2017, and December 31, 2019, were extracted. Two independent reviewers classified the posts into 7 categories based on their content. The interrater reliability was calculated using Cohen kappa. Regression analyses were carried out to analyze the effects of content topic, social media channel, and post features on users’ engagement (likes, comments, and shares).

Results: A total of 1449 messages were posted. Posts of interviews and personal stories received 111% more likes, 106% more comments, and 112% more shares than miscellaneous posts (all \(P<.001\)). Messages posted about awareness days and other celebrations were 41% more likely to receive likes than miscellaneous posts (\(P<.001\)). Conversely, posts on research and innovation received 31% less likes (\(P<.001\)), 35% less comments (\(P=.02\)), and 25% less shares (\(P=.03\)) than miscellaneous posts. Health education posts received 38% less comments (\(P=.003\)) but were shared 39% more than miscellaneous posts (\(P=.007\)). With regard to social media channel, Facebook and Instagram posts were both 35 times more likely than Twitter posts to receive likes, and 60 times and almost 10 times more likely to receive comments, respectively (\(P<.001\)). Compared to text-only posts, those with videos had 3 times greater chance of receiving likes, almost 4 times greater chance of receiving comments, and 2.5 times greater chance of being shared (all \(P<.001\)). Including both videos and emoji in posts increased the chances of receiving likes by almost 7 times (\(P<.001\)). Adding an emoji to posts increased their chances of receiving likes and being shared by 71% and 144%, respectively (\(P<.001\)).

Conclusions: Diabetes social media users seem to be least engaged in posts with content topics that a priori could be linked to greater empowerment: research and innovation on diabetes, and health education. Diabetes social media groups, public health authorities, and other stakeholders interested in sharing research and innovation content and promoting health education on social media should consider including videos and emoji in their posts, and publish on popular and visual-based social media channels, such as Facebook and Instagram, to increase user engagement.
Introduction

Patient associations and patient groups from around the world are increasingly more present on social media. Being both ubiquitous and freely accessible, social media channels allow patient associations to share content and connect with individuals interested in their health condition. Representing one of the most prevalent chronic diseases worldwide, diabetes associations and diabetes patient groups can also be found on social media [1-4].

Belonging to health-related groups on social media has been linked to several benefits for users, including a reduction in feelings of isolation [5,6], an increased sense of belonging [5,7], positive confirmation of their own situation [5,8], an enhanced sense of well-being [9,10], increased feelings of empowerment [2,11-15], and better health outcomes for users of diabetes-specific social media [11,16-19].

However, although active participation and engagement in diabetes-specific social media groups is mostly linked to positive effects, very little is known about the content that is shared on these channels or what features of posts engage their users the most. In a previous study [20], we surveyed followers of the Norwegian Diabetes Association’s social media channels, and we found that almost all the respondents wanted more content about research and innovation on diabetes in social media groups, preferably in text format. However, other previous studies have reported that social media groups for patients with diabetes mostly shared content about diabetes self-management [1-4, scientific content [3,4], health care services [3,4], diabetes awareness [3,4], personal stories [2], or humor [2].

One way of assessing if posted messages engage users of diabetes-related social media is by measuring the posts’ received feedback in the form of likes, shares, and comments. Likes and shares are a form of communication that allows social media users to provide feedback to other users with a simple click [21,22]. This quick interaction (ie, likes and shares) signals the user’s agreement with the published content [21], and is perceived as a way of supporting the post [22]. Writing comments on social media, which requires more effort than a simple click, has been associated with either strong agreement or strong disagreement with the post [21,23]. Previous studies have reported that Facebook posts including media (ie, pictures, videos, or emoji), providing links, or expressing positive sentiments engage users the most [24], while posts including links and expressing negative sentiments are the least shared [25]. Social media posts dealing with diabetes management and expressing negative sentiments seem to receive more likes when the post is text-only, and less likes when the post includes images [25].

The objective of this study was to analyze the content topic and features of posts that were shared over 3 years in the 3 diabetes-related social media channels (Facebook, Twitter, and Instagram) of the Norwegian Diabetes Association, as well as the users’ engagement with these posts. This study is part of a participatory research project on the use of social media for health promotion in diabetes [26]. This project is carried out in collaboration with Diabetesforbundet, the main diabetes association in Norway [27]. By January 2020, the association had more than 34,000 followers on Facebook, more than 7000 followers on Instagram, and more than 3000 followers on Twitter.

Methods

Data Extraction

All social media posts from the Norwegian Diabetes Association (on Facebook, Twitter, and Instagram) published between January 1, 2017, and December 31, 2019, were extracted and included in the study (no posts were excluded or removed from the analysis). The social media posts were extracted using the manager tool for Facebook, manually for Instagram, and using the standard application programming interface (API) for Twitter. Using the appropriate functions, the standard API allows us to gather all tweets from a specific timeframe. In this way, a PHP script was programmed to query Twitter for all the tweets made by the Norwegian Diabetes Association during the study’s timeframe. The Twitter data, including the text and the tweet metadata (ie, date of publishing, likes, retweets, etc), were then exported into a Microsoft Excel file document. The following information was extracted from each post: text message, post features (ie, use of emoji, picture, and/or video), and number of likes, comments, and shares. For Facebook, we collected the total number of likes, including the reactions, for each post. For Instagram, we only extracted likes and comments because shares were not an available option at the time of the study.

Code Categories

We classified the content topics into 7 categories. These categories were based on findings from our previous studies [3,4,20], and consisted of (1) health education (including self-management and self-monitoring, information about the condition, and promotion of exercise), (2) research and innovation on diabetes (where results of an investigation were reported), (3) diabetes-related technology (including information about apps, blood-glucose monitors, and insulin pumps, but unrelated to politics), (4) interviews and personal stories, (5) awareness days and other celebrations, (6) recipes and food-related information, and (7) miscellaneous (including information about politics related to diabetes, announcements of conferences, courses, meetings, and events).
Two independent reviewers classified the text message of each post according to its main topic. When a post was considered to fall into more than one category, reviewers were trained and instructed to choose the main topic among the 7 possible options. Discrepancies in the posts’ classification were discussed with a third reviewer until reaching consensus. The inter-rater reliability was calculated using Cohen kappa analysis.

Statistical Analyses
All descriptive and regression analyses were performed using SPSS software (version 25; IBM Corp). The dependent variables in the regression analyses were the number of likes, comments, and shares, which were count data and non-normally distributed. Negative binomial regression models emerged as most appropriate based on the overdispersion parameters and the goodness-of-fit indices. For each of the dependent variables, we performed multilevel negative binomial regression, with the predictors being the independent nominal variables. The largest category in each group was used as the reference: content topic (reference group: miscellaneous), social media channel (reference group: Twitter), and post features (reference group: text only). We determined the interaction between the content topic, social media channel, and post features. The level of significance was set at \( P<0.05 \).

Ethics
The study protocol was exempted from requiring ethical approval by the Norwegian Regional Ethics Committee (2017/764/REK Sør-ØstC), as it falls outside the scope of the Norwegian Health Research Act. The treatment of personal information was approved by the Data Protection Officer at the University Hospital of North Norway (ref 0720).

Results
Sample
During the 3-year period of the study, the Norwegian Diabetes Association posted a total of 1449 messages on their social media channels: 718 (49.55%) were posted on Twitter, 530 (36.58%) were posted on Facebook, and 201 (13.87%) were posted on Instagram. The number of posts on each social media channel according to post features (text only, inclusion of picture, video, and/or emoji) is summarized in Table 1.

| Table 1. Number of posts on 3 social media channels according to post features. |
|---------------------------------|----------------|-----------|
| facebook                        | Without emoji | With emoji | Total    |
| text post                       | 410           | 120       | 530      |
| text + picture                  | 247           | 73        | 320      |
| text + video                    | 105           | 30        | 135      |
| total                           | 530           | 120       | 650      |
| twitter                         | 698           | 20        | 718      |
| text post                       | 455           | 8         | 463      |
| text + picture                  | 225           | 11        | 236      |
| text + video                    | 18            | 1         | 19       |
| total                           | 741           | 39        | 780      |
| instagram                       | 15            | 186       | 201      |
| text post                       | N/A           | N/A       | N/A      |
| text + picture                  | 12            | 169       | 181      |
| text + video                    | 3             | 17        | 20       |
| total                           | 1123          | 326       | 1449     |

\( \text{N/A: not applicable} \)

Content Topic Classification
The interrater agreement of the posts’ main topic was found to be substantial (\( \kappa=0.695 \), \( \kappa=0.780 \), and \( \kappa=0.789 \), for Twitter, Facebook, and Instagram posts, respectively) [28]. Most of the social media posts fell into the miscellaneous category (517/1449, 35.68%), followed by health education (260/1449, 17.94%), and research and innovation on diabetes (207/1449, 14.29%). With only 84 posts in the 3-year period, diabetes-related technology was the least represented category (5.80%). The total number of posts on each social media channel according to content is shown in Figure 1.
The effect of content topic, social media channel, and post features on the measures of users’ engagement was analyzed using negative binomial regression.

The regression analysis showed that posts of interviews and personal stories received 111% more likes, 106% more comments, and 112% more shares than miscellaneous posts ($P<.001$ for all). Posts on the topics of awareness days and other celebrations were 41% more likely to receive likes than miscellaneous posts ($P<.001$). On the other hand, posts of recipes and food-related information and posts discussing research and innovation on diabetes received 47% and 31% less likes, respectively, than miscellaneous posts (both $P<.001$). The posts that received fewer comments than miscellaneous posts were those with recipes and food-related information (59% less comments, $P<.001$), posts discussing research and innovation on diabetes (35% less comments, $P=.02$), and posts related to health education (38% less comments, $P=.003$). Health education posts were shared 39% more often than miscellaneous posts ($P=.007$), while posts of recipes and food-related information and posts of research information and innovation on diabetes had 43% and 25% less shares, respectively, than miscellaneous posts ($P=.02$ and $P=.03$, respectively).

With regard to social media channel, Facebook posts were 35 times more likely than Twitter posts to receive likes, 60 times more likely to receive comments, and 13 times more likely to be shared ($P<.001$). Instagram posts were 35 times more likely than Twitter posts to receive likes, and more than 9 times more likely to receive comments ($P<.001$).

In terms of post features, posts that included videos were 3 times more likely to receive likes, almost 4 times more likely to receive comments, and 2.5 times more likely to be shared than text-only posts (all $P<.001$). The addition of both a video and an emoji to a post increased its chances of receiving likes by almost 7 times ($P<.001$), but no effect on comments and shares was observed. Including a picture in the post increased the chances of it receiving likes by 86% and of being shared by 124% (both $P<.001$), but it did not affect the number of comments. By including only an emoji to the text, the chances of posts receiving likes and being shared increased by 71% and 144%, respectively ($P<.001$).

Table 2 shows the negative binomial regression analyses of the effects of content topic, social media channel, and post features as predictors of users’ engagement (likes, comments, and shares).
Table 2. Effect of content topic, social media channel, and post features on users’ engagement (likes, comments, and shares).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>n</th>
<th>Likes OR (95% CI)</th>
<th>P value</th>
<th>Comments OR (95% CI)</th>
<th>P value</th>
<th>Shares OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Content topic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interviews and personal stories</td>
<td>124</td>
<td>2.11 (1.66-2.68)</td>
<td>&lt;.001</td>
<td>2.06 (1.37-3.08)</td>
<td>&lt;.001</td>
<td>2.12 (1.58-2.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Awareness days and other celebrations</td>
<td>158</td>
<td>1.41 (1.12-1.76)</td>
<td>.002</td>
<td>1.31 (0.91-1.89)</td>
<td>.15</td>
<td>1.23 (0.88-1.70)</td>
<td>.22</td>
</tr>
<tr>
<td>Recipes and food-related information</td>
<td>99</td>
<td>0.53 (0.40-0.70)</td>
<td>&lt;.001</td>
<td>0.41 (0.25-0.65)</td>
<td>&lt;.001</td>
<td>0.57 (0.35-0.92)</td>
<td>.02</td>
</tr>
<tr>
<td>Diabetes-related technology</td>
<td>84</td>
<td>0.78 (0.59-1.04)</td>
<td>.09</td>
<td>1.33 (0.83-2.14)</td>
<td>.23</td>
<td>0.73 (0.49-1.06)</td>
<td>.10</td>
</tr>
<tr>
<td>Research and innovation on diabetes</td>
<td>207</td>
<td>0.69 (0.57-0.85)</td>
<td>&lt;.001</td>
<td>0.65 (0.45-0.93)</td>
<td>.02</td>
<td>0.75 (0.58-0.97)</td>
<td>.03</td>
</tr>
<tr>
<td>Health education</td>
<td>260</td>
<td>0.87 (0.72-1.04)</td>
<td>.13</td>
<td>0.62 (0.45-0.85)</td>
<td>.003</td>
<td>1.39 (1.09-1.78)</td>
<td>.01</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>517</td>
<td>1b</td>
<td></td>
<td>1b</td>
<td></td>
<td>1b</td>
<td></td>
</tr>
<tr>
<td><strong>Social media channel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>530</td>
<td>35.41 (30.62-40.96)</td>
<td>&lt;.001</td>
<td>60.37 (46.77-77.93)</td>
<td>&lt;.001</td>
<td>12.79 (10.59-15.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Instagram</td>
<td>201</td>
<td>34.99 (25.13-48.72)</td>
<td>&lt;.001</td>
<td>9.68 (5.43-17.28)</td>
<td>&lt;.001</td>
<td>N/Ac</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>718</td>
<td>1b</td>
<td></td>
<td>1b</td>
<td></td>
<td>1b</td>
<td></td>
</tr>
<tr>
<td><strong>Post features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emoji (no picture, no video)</td>
<td>81</td>
<td>1.71 (1.29-2.26)</td>
<td>&lt;.001</td>
<td>1.09 (0.69-1.70)</td>
<td>.70</td>
<td>2.44 (1.69-3.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emoji and picture</td>
<td>210</td>
<td>1.30 (0.96-1.77)</td>
<td>.09</td>
<td>0.65 (0.37-1.12)</td>
<td>.12</td>
<td>1.33 (0.80-2.19)</td>
<td>.27</td>
</tr>
<tr>
<td>Emoji and video</td>
<td>35</td>
<td>6.83 (4.21-11.09)</td>
<td>&lt;.001</td>
<td>1.29 (0.66-2.56)</td>
<td>.45</td>
<td>1.82 (0.91-3.65)</td>
<td>.09</td>
</tr>
<tr>
<td>Picture (no emoji)</td>
<td>342</td>
<td>1.86 (1.58-2.19)</td>
<td>&lt;.001</td>
<td>1.12 (0.83-1.49)</td>
<td>.46</td>
<td>2.24 (1.81-2.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Video (no emoji)</td>
<td>79</td>
<td>3.29 (2.26-4.39)</td>
<td>&lt;.001</td>
<td>3.87 (2.37-6.31)</td>
<td>&lt;.001</td>
<td>2.50 (1.73-3.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Text only (no emoji, no picture, no video)</td>
<td>702</td>
<td>1b</td>
<td></td>
<td>1b</td>
<td></td>
<td>1b</td>
<td></td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bReference group in the corresponding independent variable.
cN/A: not applicable.

Discussion

Summary

Between January 1, 2017, and December 31, 2019, the Norwegian Diabetes Association posted a total of 1449 messages on their social media channels. The posts that were most engaging to users were those that featured interviews and personal stories. In fact, those posts were twice as likely to receive likes, comments, and shares. On the other hand, posts containing recipes and food-related information, and posts on research and innovation, were the least engaging to social media users. Both types of content were less likely to receive likes, comments, and shares. Regarding the social media channel, Facebook and Instagram posts were both 35 times more likely to receive likes, and 60 times and almost 10 times more likely to receive comments, respectively, than posts on Twitter. Video and emoji were the most engaging post features. Posts with video had 3 times increased chance of receiving likes, almost 4 times increased chance of receiving comments, and 2.5 times increased chance of being shared. Including both video and emoji increased the chances of receiving likes by almost 7 times. The addition of an emoji to a post increased its chances of receiving likes and being shared by 71% and 144%, respectively.

Content Topic Engagement

We found that diabetes social media posts that engaged the most users were the ones that featured interviews and personal stories. In fact, those posts were twice as likely to receive likes, comments, and shares. On the other hand, posts containing recipes and food-related information, and posts on research and innovation, were the least engaging to social media users. Both types of content were less likely to receive likes, comments, and shares. Regarding the social media channel, Facebook and Instagram posts were both 35 times more likely to receive likes, and 60 times and almost 10 times more likely to receive comments, respectively, than posts on Twitter. Video and emoji were the most engaging post features. Posts with video had 3 times increased chance of receiving likes, almost 4 times increased chance of receiving comments, and 2.5 times increased chance of being shared. Including both video and emoji increased the chances of receiving likes by almost 7 times. The addition of an emoji to a post increased its chances of receiving likes and being shared by 71% and 144%, respectively. Such a discrepancy might be related to issues such as self-presentation.

http://www.jmir.org/2020/9/e21204/
[29], where users prefer to think of themselves as less interested in personal stories than they actually are (and respond accordingly on questionnaires). Researchers have used social media liking patterns to judge users’ personality types, and shown that these judgements are more accurate than those made by users’ close contacts [30]. This could suggest that social media liking patterns more accurately reflect users’ actual interests than do their responses to questionnaires about their preferences.

Posts containing content about awareness days and other celebrations also showed a higher number of likes. Similarly, in a previous study [3] that analyzed 2 diabetes Facebook groups, one open and one closed, posts about awareness days received more likes.

Diabetes social media posts dealing with content that promotes empowerment have been previously linked with higher engagement [25,31]. A study by Harris et al [31] found that tweets that included information about diabetes-related health problems were positively and significantly associated with engagement. Another study [25] reported that posts dealing with diabetes control received more likes, and posts on diabetes’ consequences were associated with greater sharing. In our study, posts that a priori could be linked to greater empowerment, such as those dealing with research and innovation on diabetes or health education, were predictors of less engagement (fewer likes, comments, and shares for research and innovation posts; and fewer comments and shares for health education posts). These results are also in discrepancy with our survey findings [20], in which 78% of respondents indicated that they would like to find more content on research and innovation on diabetes on social media channels. This discrepancy between what users say they want in a survey and what they actually like in real life might also be related to self-presentation issues [29], where users prefer thinking and saying that they are more interested in research than they actually are. Another possible reason for this discrepancy could be that this user group really wants to read about research and innovation but does not feel competent or able to comment or acknowledge by liking and sharing this kind of information.

**Post Features Engagement**

The use of videos predicted higher chances of receiving likes, comments, and shares. The inclusion of pictures and emoji also predicted an increased number of likes and shares. Our results are in concordance with previous publications [24,32] that report the use of videos as one of the key features for attracting the greatest amount of user engagement. Technically, videos compel users to stop scrolling for a brief time to perceive and digest the content, which may also be conducive to engagement. Moreover, videos can convey a message in and of themselves and do not need to be accompanied by text, which may increase their effectiveness in communication and their ability to engage users.

Our results on the effect of pictures on engagement are also in line with the findings of a previous study [25] that analyzed 10 diabetes-related Facebook pages, and with a study [24] that focused on engagement with health agencies on Facebook. These two studies [24,25] reported higher rates of liking and sharing of posts with images. Likewise, the use of emoji in social media posts (which are linked to a more positive sentiment) has also been linked to higher levels of user engagement in previous research [32,33].

**Health Implications of Social Media Groups**

Disease-specific social media groups, such as the one we analyzed in this study, are recognized as trusted sources of information. Patient associations on social media reach and engage a considerable number of people, which can potentially benefit their users at many levels, including with respect to health outcomes [16,17,19]. These channels could supplement the traditional delivery of information provided by health care professionals today. However, there is still a proportion of people with diabetes who are not benefiting from these channels because they do not use social media channels, they are not interested in belonging to a group discussing their disease (or displaying their health condition by joining the group), or they simply do not know about the existence of such groups.

Analyzing users’ engagement with social media posts is a way for patient associations, healthcare authorities, and other stakeholders to understand the voice of the patient [17] and to know what people are interested in at a specific moment. However, measuring social media engagement as a way of understanding users’ interests could soon face new challenges. Administrators of some popular channels currently believe that showing engagement metrics could be limiting an increase in the volume of posts [34]. In fact, at the end of 2019, Instagram started to hide the number of likes displayed underneath posts in some countries [34]. If these strategies are adopted by more social media channels, alternative approaches to understanding diabetes patients’ interests on these channels would be needed. Alternative strategies to listening to social media users’ interests might include the use of automatic topic classification based on natural language processing or other artificial intelligence techniques, which could help to identify the most popularly discussed or searched themes. The use of sentiment analyses could also help us to understand which of these topics are linked with a more positive or a more negative sentiment.

**Limitations**

This study refers to diabetes social media groups led by a national patient association. Although the channels are open, only social media administrators within the patient association are able to post. Users are only able to respond to these posts. The type of content posted by this organization might differ from that posted in other diabetes social media groups.

**Conclusion**

Diabetes social media users seem to be least engaged in post content that a priori could be linked to greater empowerment: research and innovation on diabetes, and health education. Diabetes social media groups, public health authorities, and other stakeholders interested in sharing research and innovation content and in promoting health education that engages social media users should consider including videos and emoji in their posts, and preferably publish on popular and visual-based channels, such as Facebook and Instagram, to increase user engagement.
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Abstract

Background: Freshmen were found to use social networking sites (SNS) as a useful medium to effectively adjust to college life, which hints at a tendency to resort to SNS for social compensation. However, the compensatory use of SNS is usually problematic.

Objective: This study explores why a subgroup of freshmen developed depressive symptoms while socially adjusting to college by investigating the antecedent role of introversion, the explanatory role of compensatory use of SNS, and the protective role of perceived family support. The study is among the first to point out the relevance of the compensatory use of SNS in explaining the indirect association between introversion and depression with a longitudinal design.

Methods: A 3-wave panel sample of freshmen (N=1137) is used to examine the moderated mediation model.

Results: We found that introversion at Wave 1 positively predicted compensatory use of SNS at Wave 2 and subsequently increased depression at Wave 3 (unstandardized β=0.07, SE 0.02, P<.001, 95% CI 0.04-0.10; unstandardized β=0.09, SE 0.01, P<.001, 95% CI 0.06-0.12). The moderated mediation model further examined the buffering role of perceived family support within the link between introversion and compensatory SNS use (index=0.0031, SE 0.0015, 95% CI 0.0003-0.0062). Unexpectedly, we found that family support in Wave 1 decreased compensatory SNS use for less introverted freshmen in Wave 2 and further decreased depression in Wave 3.

Conclusions: Unexpectedly, our findings uncover an enhancing effect, rather than a buffering effect, of family support by embedding its effect within the relationship between introversion and compensatory SNS use. Appreciating the differences in the casual pathways for freshmen with different levels of introversion clarifies how SNS affect young adults’ lives.

(J Med Internet Res 2020;22(9):e18458) doi:10.2196/18458
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Introduction

Freshmen Use of Social Networking Sites and Depression

Matriculating at a university, a process that marks the transition into emerging adulthood, can be a challenging test for many freshmen to adjust to [1]. Among various psychological symptoms that may appear during maladjustment, depression is given particular notice by researchers. For instance, a recent study discovered that 25.5% of freshmen reported depressive symptoms, with total scores higher than 16 on the Center for Epidemiologic Studies Depression (CES-D) scale; moreover, nearly 6% reported suicidal ideation [2]. In college students, depression is associated with suicidal behavior [3], increased risk of substance use [4], as well as reduced retention [5]. Thus, it is of critical importance to identify risk factors and to unravel influential mechanisms in the adjustment phase.

The use of social networking sites (SNS) is identified as a new potential risk factor for depression, especially among adolescents and emerging adults [6]. Despite the fact that SNS provide a new channel for young people to maintain old connections and build new ones, some studies indicate that the problematic use of SNS may harm adjustment [7]. Compensatory internet use, one of many different kinds of problematic internet uses, is closely related to stressful experiences during the first months of college life. Notably, compensatory internet use is related to compensatory use, which was proposed based on the social compensation hypothesis [8], indicating that people who experience difficulties in offline sociality would end up benefiting from using online interaction platforms (eg, chat rooms). Compensatory internet use, focusing more on a motivational perspective, refers to using a broad range of internet applications as a coping strategy for a negative life situation [9].

More specifically, compensatory internet use is conceptualized by Kardefelt-Winther [9] as a fascination with going online to escape real-life problems or attenuate dysphoric feelings; this coping strategy may cause maladaptive outcomes. For instance, Wang and colleagues [10] found that college students under high stress resort to compensatory use. In addition, Elhai et al [11] indicate that compensatory smartphone use, as one specific type of compensatory internet use, co-occurred with various constructs of depression. Moreover, compensatory internet use can be driven by different life difficulties [9]. Among these difficulties, social problems were found to be predominant in compensatory internet use, leading to the creation of the concept of compensatory SNS use (eg, the use of Facebook) [12]. Essentially, compensatory SNS use specifies using SNS as a means of compensation for personal social inadequacy and thus can be seen as a certain type of compensatory internet use. Following this reasoning, this study sought to investigate the association between freshmen's compensatory SNS use and depression during the stressful transition to university life.

However, it is important to note that the tendency to resort to SNS for social compensation varies among individuals. In general, individuals with low levels of social competence (eg, high in introversion) are more likely to use SNS in a compensatory way. Moreover, various studies have found that the structure of social support is pertinent to the coping strategy [13,14]. Family, along with friends and significant others, is an invaluable social support [15]. According to the social support buffering hypothesis, perceived support has been found to have a buffering effect for negative coping in adverse life situations [16,17]. As such, social support may interact with social traits to impact coping strategy and, in turn, influence mental health. Specifically, we investigated the joint effect of introversion and perceived family support on compensatory SNS use and subsequent depression at a later time among freshmen.

Specifically, the study sought to (1) examine the mediating role of compensatory use of SNS within the association between introversion and depression among freshmen at the very beginning of their adjustment to university life, and (2) test whether family support would protect introverts from resorting to compensatory use and subsequently decrease the risk of developing depression. Notably, the study extends prior research in 3 ways: First, by including media-use risk factors for freshmen, we hope to increase existing knowledge about how freshmen cope with the transition to college. Second, by identifying potential vulnerable groups and protective factors, we present a new, highly targeted intervention for freshmen adjustment. Third, we are the first to use 3-wave data to test our hypotheses on a moderated mediation model for introversion, compensatory SNS use, and depression; this approach responds to a scholarly call for longitudinal research on the antecedents for and outcomes of SNS use.

Introversion and Freshmen's Depressive Symptoms

Scholars believe that core personality is a major concomitant of depression. Introversion (ie, low extroversion), among the Big Five constructs, is especially promising in its association with the phenomenology and the outcome of depression [18]. Various studies have found a positive relationship between introversion and depression. The positive association between introversion and depression might be explained by Eysenck's theory. According to this theory, introverts are more susceptible to punishment [19] or frustrative nonreward [20], which may increase the risk of experiencing a negative mood. In line with this theory, Larsen and Ketelaar [21] found that extroverts reacted more to a positive mood than a negative mood; introverts, however, reacted more to a negative mood than a positive mood. According to Jung's theory [22], introverts are oriented toward internal thoughts and, thus, tend to be ruminative, unsociable, and reserved toward others; this may also explain why more introverted people tend to be more depressed. Empirical evidence from cross-sectional studies supports this positive association. For instance, Saklofske et al [23] found that introversion was positively linked with depression. However, one study using a nationally representative sample found that introversion was related with, but not a significant predictor of, depression [24].

Notably, compared to what was found in cross-sectional studies, the association between introversion and depression in longitudinal studies was weaker. Shull [17] reports a longitudinal association between introversion and depressive symptoms among first-year college students; however, according to a
meta-analysis study, the association between introversion and depression across studies mostly remains observed but seems markedly attenuated when controlling for baseline depression levels.

Taken together, since freshmen's negative moods (ie, a combination of anxiety, tension, depression, anger, confusion, fatigue, and a lack of vigor) increase significantly over time [25], it is likely riskier for more introverted freshmen to develop a depressive mood. Empirical studies found that freshmen's social self-efficacy and self-disclosure were protective predictors of depression [26]; rumination, on the other hand, was one reason why more introverted freshmen became more depressed than extroverts during the transitional phase into university [27]. Therefore, based on Eysenck's theory, Jung's theory, and the longitudinal nature of our study, we assumed that introversion would positively—but weakly—predict depressive freshman mood over time (hypothesis 1).

Compensatory SNS Use as a Mediator
Compensatory SNS use, or the tendency to “go online to escape real-life issues” [9], has been identified as a risk factor for young people's well-being. For instance, Weidman et al [28] suggest that using the internet as an alternative to face-to-face communication reduces well-being. In addition, a few studies indicate a positive association between SNS addiction and depression, which shares an interrelated psychological process with compensatory SNS use [12] and depression [29]. This negative impact of compensatory SNS use on young people's mental health can be explained by Compensatory Internet Use Theory [9], which argues that “the locus of the problem is a reaction by the individual to his negative life situation, facilitated by an internet application.” For instance, when young people encounter situations where social stimulation is lacking, they prefer to turn to an internet application (ie, to SNS) that makes socializing accessible instead of making an effort to socialize with the people around them. This escapist coping strategy may have a short-term positive effect in that it can help users get their desired reward of sociability. However, it leads to detrimental effects in the long run: Users may come to rely solely on the internet for socializing [12].

Compensatory SNS use may be particularly salient among freshmen during their college transition. On the one hand, freshmen are unique in that they experience a drastic disruption in their social networks as their families and old friends are, to some extent, out of reach when they attend college. At the same time, they are new to college and have not made significant social ties. On the other hand, the popularity of SNS and smartphones makes it unprecedentedly effortless for freshmen to compensate for sociality online (eg, by turning to an old friend or making new friends online) in contrast to socializing with a potential friend offline. As a result, it is of great importance for scholars to look into this social adjustment phase by focusing on freshmen's compensatory SNS use. However, freshmen vary in their ability to negotiate college life; previous studies have identified several fundamental traits that may contribute to the success or failure of negotiating college life [25].

Because of the centrality of introversion in determining responses to mood, frustration, and social issues, it is conceivable that freshmen with different levels of introversion might react differently to compensatory use and subsequently show diverse levels of vulnerability to depression. In line with this reasoning, Peter et al [30] argue that introverts, who may have difficulty building friendships in person, are more prone to use online contacts as a substitute for an offline social network. Several studies have examined this proposed association between introversion and compensatory use of the internet. For example, Zywiza and Danowski [31] show that a subset of introverted Facebook users strived to make themselves look more popular through online activities. In addition, as suggested above, Goby [32] found that, compared to extroverts, introverts are more likely to use the internet to expand their social network. Therefore, based on social compensation theory and empirical findings, we assumed that compensatory SNS use would mediate the association between introversion and depression (hypothesis 2).

Family Support as a Buffer
Social support was found to moderate the relationship between adverse situations and well-being. More precisely, it can act as a buffer to alleviate the negative influence of stress on depression [33]. This buffer depends on both the size and the structure of the social network [13]. Zimet and colleagues [15] conceptualized the structure of a social network by considering the sources of support, namely, family, friends, and significant others, as distinct subgroups. How and when students receive support from these groups, therefore, becomes important in preventing depression. In addition, Kenny [34] found that the stability and value of family ties positively affect freshmen's social well-being. As noted above, freshmen face the challenge of “leaving home and separating from families and friends” [35]. Moreover, although separation does not necessarily mean being cut-off, low family support was found to be responsible for depression among college students; in particular, it notably interacted with their experiences of stress [36].

Buffering hypothesis indicates that social support can protect one from psychological suffering, but the effects are relatively unimportant for those with low levels of stress [37]. For social adjustment, more introverted freshmen experience higher interpersonal stress [38] and inadequacy and thus might be more prone to use SNS for compensation than less introverted freshmen. Based on the buffering hypothesis, more introverted freshmen tend to benefit from family support than less introverted freshmen, as buffering effects are more effective for those with higher stress. In line with this reasoning, Anschuetz [39] found that social support, including family support, has a buffering effect for highly introverted freshmen to improve their social adjustment.

Specifically, social support can help reduce maladaptive coping for vulnerable people [40]. When stressed people perceive adequate instrumental or emotional support, they are less likely to cope with stress adversely. For instance, a recent study reported that social support significantly buffers the association between stress- and coping- motivated alcohol use among college students [41]. As reasoned previously, compensatory
internet use generally, and compensatory SNS use specifically, is not a very healthy coping strategy [16], and introversion is positively related to potentially maladaptive compensatory use. Given that social support can reduce such maladaptive compensatory use, we expected family support to have a moderating effect on the relationship between introversion and compensatory SNS by weakening this link. In other words, more introverted freshmen will be less likely to use SNS for a compensatory motive when they have more family support than when they have less family support.

This moderating effect can be explained by the bidirectional theory, which defines coping as constantly changing cognitive and behavioral efforts to balance internal demands and external support [42]. According to this theory, when an individual's current demands exceed their appraised resources, they will cope in negative ways [43]. Compensatory SNS use is mostly conceptualized as a negative coping strategy [9]. As freshmen negotiating college social life, they would also grapple with both external and internal demands, especially for those high in introversion because they may experience a lower level of social competence than those low in introversion. In this sense, family support is an external resource, which may alleviate an introvert’s negative coping strategy by reducing compensatory SNS use. Based on such theories and empirical studies, we theorized that family support would moderate the relationship between introversion and compensatory SNS use and subsequently influence depression; specifically, the relationship between introversion and depression will be weaker when family support is high (hypothesis 3).

This study explores why a subgroup of freshmen developed depressive symptoms while socially adjusting to college by investigating the antecedent role of introversion, the explanatory role of compensatory use of SNS, and the protective role of perceived family support. Figure 1 depicts our proposed model.

**Figure 1.** Proposed model of the relationship between introversion (W1) and Depression (W3), with compensatory use of SNSs (W2) as a mediator and family support (W1) as a moderator on this mediating mechanism.

**Methods**

**Sample and Procedures**

We conducted a 3-wave panel study with an interval of 1 month between each wave, which immediately began after freshmen had registered at a large university (the country has been deleted for peer review) in September 2017. Previous studies of freshmen adjustment have focused on the first 3 months because maladaptive behavior would already be revealed by then [44], and also because the adjustment during this phase can predict further performance.

Trained researchers distributed questionnaires during school hours. Participants were informed that the survey was confidential and that their responses would only be used for research purposes. The researchers obtained informed consent from each of the participants and approval from the host university.

In the first wave, out of 1428 freshmen, 1350 (94.54%) completed the questionnaire. In the second wave, of the 1350 freshmen who had responded in the first wave, 1270 (94.07%) freshmen completed the questionnaire again. In the third wave, of the 1270 freshmen who had participated in the first two waves, 1137 (89.53%) responded to the questionnaire. The final sample consisted of 1137 freshmen, 62.27% (708/1137) of which were women and 37.73% (429/1137) of which were men. The mean age was 18.76 years (SD 0.86). We used a multivariate analysis of variance (MANOVA) to test the potential attribution effects. Using Pillai trace, a MANOVA with all relevant Wave 1 variables showed no significant differences between those who participated at Wave 1 (N=1350) and those who also participated at Wave 3 [N=1137; V=0.01, F(1104)=1.55, P=.12, hp2 = 0.01].

**Measures**

**Control Variables**

Participants reported their age (in years) and gender (1=male, 2=female). Family income was measured by asking participants to rate their family income level in comparison to the majority of families with whom they were acquainted, using the following scale: extremely lower than others (=1), a lot lower than others (=2), a little bit lower than others (=3), average (=4), a little
bit higher than others (=5), a lot higher than others (=6), and extremely higher than others (=7). In addition, participants indicated whether they were an only child (yes=1, no=2) and whether their family lived in the same city as their university (yes=1, no=2) in the first wave. We also controlled for baseline depression as a covariate in the moderated mediation model.

**Introversion (Wave 1)**
We used the subscale of extroversion from the 10-item Big Five Inventory (BFI-10) [45] to construct a measure of introversion. On a 7-point scale (disagree strongly =1 to agree strongly =7), participants rated the extent to which they agreed with the following descriptions: “I see myself as someone outgoing and sociable” and “I see myself as someone reserved.” An average score was calculated after recoding the reversed item. Higher scores represented introversion. The internal consistency was 0.75.

**Compensatory SNS Use (Wave 2)**
We extracted the subscale of compensatory use of Facebook from the Psycho-Social Aspect of Facebook Use (PSAFU) scale [12]. By replacing “Facebook” with “SNS,” we revised the scale to be more general. The resulting 8-item subscale includes items such as “I have more fun socializing on SNS than in real life” and “I find it easier to communicate with people on SNS than in face-to-face, real settings.” Participants ranked their agreement with these items from strongly disagree (=1) to strongly agree (=5). The mean value of these responses was calculated as a new variable. The internal consistency of the scale was 0.80.

**Perceived Family Support (Wave 1)**
The subscale of the multidimensional scale of perceived social support (MSPSS) developed by Zimet et al [15] was used to measure support from family. Participants rated their agreement with 4 items (eg, “I get emotional help and support from my family” and “my family really tries to help me”) from strongly disagree (=1) to strongly agree (=5). An average score was created to represent perceived family support. The internal consistency of the scale was 0.86.

**Depression (Wave 1 and Wave 3)**
The patient health questionnaire (PHQ-9) [46]) was used to assess the severity of depression. Participants rated the frequency of described symptoms (eg, “Feeling that you are a failure or have let yourself or your family down” and “having trouble falling or staying asleep, or sleeping too much”) from not at all (=0) to nearly every day (=3). A mean score was calculated as an indicator of depression. The internal consistency of the scale was 0.81 in Wave 1 and 0.84 in Wave 3.

**Analytical Strategy**
We used the PROCESS macro (model 7) for SPSS (version 21.0, IBM Corp) with bootstrapping (95% CI, 1000 samples) to analyze the data [47]. The model included the following control variables from Wave 1: gender, age, siblings, relative family income, family location, and baseline depression. Table 1 presents the mean, standard deviation, and zero-order correlations among variables.

### Table 1. Descriptive statistics (N=1137).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Gender (W1)</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Only child (W1)</td>
<td>—</td>
<td>—</td>
<td>.23d</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Family location (W1)</td>
<td>—</td>
<td>—</td>
<td>-.03</td>
<td>.01</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Relative family income (W1)</td>
<td>3.57</td>
<td>0.80</td>
<td>.03</td>
<td>-.07e</td>
<td>-.05</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Age (W1)</td>
<td>18.76</td>
<td>0.86</td>
<td>.03</td>
<td>.13c</td>
<td>-.02</td>
<td>-.09c</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Depression (W1)</td>
<td>0.62</td>
<td>0.39</td>
<td>.07d</td>
<td>.06d</td>
<td>-.03</td>
<td>-.08c</td>
<td>.02</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Introversion (W1)</td>
<td>3.59</td>
<td>1.37</td>
<td>.03</td>
<td>.05</td>
<td>-.07d</td>
<td>-.05</td>
<td>-.04</td>
<td>.23c</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Perceived family support (W1)</td>
<td>5.29</td>
<td>1.20</td>
<td>.02</td>
<td>-.06d</td>
<td>.01</td>
<td>.12c</td>
<td>.03</td>
<td>-.28c</td>
<td>-.14c</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>9. Compensatory SNS use (W2)</td>
<td>2.61</td>
<td>0.73</td>
<td>-.17c</td>
<td>-.08c</td>
<td>-.02</td>
<td>-.02</td>
<td>-.04</td>
<td>.21c</td>
<td>.16c</td>
<td>-.17c</td>
<td>1</td>
</tr>
<tr>
<td>10. Depression (W3)</td>
<td>0.68</td>
<td>0.39</td>
<td>.02</td>
<td>.05</td>
<td>.01</td>
<td>-.05</td>
<td>-.04</td>
<td>.51c</td>
<td>.11c</td>
<td>-.25c</td>
<td>.24c</td>
</tr>
</tbody>
</table>

a Numbered row headings correspond with numbered column headings.

b W1: Wave 1.
cc —: Not applicable.
dP < .01.
eP < .05.
fSNS: social networking sites.
gW2: Wave 2.
hW3: Wave 3.
**Results**

**Introversion and Depression (Hypothesis 1)**

Hypothesis 1 predicted a positive association between introversion (Wave 1) and depression (Wave 3) across time. In contrast with the prediction of hypothesis 1, the results showed that introversion in the first wave was not significantly associated with freshmen's depression in the third wave. Thus, hypothesis 1 was not supported.

**Mediating Role of Compensatory SNS Use (Hypothesis 2)**

Hypothesis 2 predicted that compensatory SNS use (Wave 2) would mediate the association between introversion (Wave 1) and depression (Wave 3). More specifically, hypothesis 2 predicted that introverted freshmen would resort to compensatory SNS use more frequently and thus have a higher risk of developing depression compared with extroverted freshmen who may not as frequently resort to compensatory use. In line with hypothesis 2, the results revealed that the association between introversion in the first wave and depression in the third wave was mediated by compensatory SNS use in the second wave. This indicated that compensatory SNS use in the first months explained why freshmen with different baseline levels of introversion gradually developed different levels of depression in the following 2 months. Therefore, hypothesis 2 was supported.

**Perceived Family Support as a Moderator in the Mediating Model (Hypothesis 3)**

Hypothesis 3 further posited that perceived family support (Wave 1) would moderate the association between introversion (Wave 1) and compensatory SNS use (Wave 2). More specifically, hypothesis 3 aimed to test whether family support weakens the positive link between introversion and compensatory SNS use by decreasing more introverted freshmen's SNS use.

Roughly in line with hypothesis 3, the moderated mediation test revealed that perceived family support (Wave 1) was a significant moderator of the relationship between introversion (Wave 1) and compensatory SNS use (Wave 2) (index=0.003, SE 0.001, 95% CI 0.0003-0.0062). To interpret the interaction effect, 3 simple slope tests were conducted. When family support was low (ie, 1 SD below the mean), the influence of introversion on compensatory SNS use was not significant (unstandardized $B=0.003$, SE 0.002, $P=.18$, 95% CI 0.0001-0.007); When the family support was medium, the influence of introversion on compensatory SNS use was significantly positive ($B=0.007$, SE 0.002, $P<.001$, 95% CI 0.004-0.010). When the family support was high (ie, 1 SD above the mean), the influence of introversion on compensatory SNS use was also significantly positive ($B=0.010$, SE 0.002, $P<.001$, 95% CI 0.006-0.014). Thus, family support can alleviate the impact of introversion on compensatory SNS use only when family support is at medium and higher levels. However, in contrast to the prediction of hypothesis 3, the beneficiaries of family support are less introverted freshmen rather than more introverted freshmen. As depicted in Figure 2, the protective effect of family support on the association between compensatory SNS use (Wave 1) and depression (Wave 3) was stronger for less introverted freshmen than for those who were more introverted. As such, hypothesis 3 was not supported.

Table 2, Table 3, and Figure 3 show the results of the moderated mediation analysis. We also conducted the regression analysis with baseline depression as the only control variable. Hypothesis 1 was also not supported ($B=-0.01$, SE .01, $P=.25$, 95% CI -0.02-0.01), suggesting that introversion at Wave 1 was not a significant predictor of depression at Wave 3. Hypothesis 2 was supported ($B=0.09$, SE 0.01, $P<.001$, 95% CI 0.06-0.11), suggesting compensatory SNS use at Wave 2 mediated the relationship between introversion at Wave 1 and depression at Wave 3. Moreover, the moderated mediation analysis was also supported (index=0.003, SE 0.001, 95% CI 0.0004-0.0063), indicating that perceived family support at Wave 1 moderated the relationship between introversion at Wave 1 and compensatory SNS use at Wave 2. However, in contrast to hypothesis 3, the results revealed that as perceived family support at Wave 1 increased, a decrease in introversion in Wave 1 was related to a decrease in depression in Wave 3. These focal results were inconsistent with the results reported in Table 2.
Figure 2. The moderating effect of perceived family support (W1) in the relationship between introversion (W1) and compensatory use of social networking sites (SNS; W2).
Table 2. Results of moderated mediation analysis (N=1137).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Compensatory SNS&lt;sup&gt;a&lt;/sup&gt; use (W2&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Depression (W3&lt;sup&gt;c&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B &lt;sup&gt;d&lt;/sup&gt;</td>
<td>SE</td>
</tr>
<tr>
<td>Constant</td>
<td>3.25&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.49</td>
</tr>
<tr>
<td>Gender (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>-0.27&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.04</td>
</tr>
<tr>
<td>Age (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Only child (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>-0.10&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.05</td>
</tr>
<tr>
<td>Relative income (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Family location (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>-0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Depression (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>0.34&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.06</td>
</tr>
<tr>
<td>Intversion (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>0.07&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.02</td>
</tr>
<tr>
<td>Perceived family support (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>-0.20&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.06</td>
</tr>
<tr>
<td>Intversion (W1&lt;sup&gt;h&lt;/sup&gt;) * Family support (W1&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>0.03&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0.01</td>
</tr>
<tr>
<td>Compensatory SNS use (W2&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.11</td>
<td>0.28</td>
</tr>
<tr>
<td>∆R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.11&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.17&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>SNS: social networking sites.
<sup>b</sup>W2: Wave 2.
<sup>c</sup>W3: Wave 3.
<sup>d</sup>B: unstandardised coefficient.
<sup>e</sup>LLCI: lower level confidential interval.
<sup>f</sup>ULCI: upper level confidential interval.
<sup>g</sup>P<.001.
<sup>h</sup>W1: Wave 1.
<sup>i</sup>N/A: not applicable.
<sup>j</sup>P<.05.

Table 3. Conditional indirect effects of introversion (Wave 1) on depression (Wave 3) at the value of perceived family support (Wave 1) through compensatory social networking sites use (Wave 2).

<table>
<thead>
<tr>
<th>Family support</th>
<th>Effect</th>
<th>Boot SE</th>
<th>Boot LLCI&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Boot ULCI&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1 SD</td>
<td>0.0031</td>
<td>0.0021</td>
<td>-0.0008</td>
<td>0.0077</td>
</tr>
<tr>
<td>Mean</td>
<td>0.0063</td>
<td>0.0018</td>
<td>0.0030</td>
<td>0.0103</td>
</tr>
<tr>
<td>+1 SD</td>
<td>0.0089</td>
<td>0.0025</td>
<td>0.0044</td>
<td>0.0139</td>
</tr>
</tbody>
</table>

<sup>a</sup>LLCI: lower level confidential interval.
<sup>b</sup>ULCI: upper level confidential interval.
**Discussion**

**Principal Findings**

Previous studies have documented that freshmen vary in their capacity to negotiate college social life [48] and that depression rises significantly during this adjustment phase [49]. This longitudinal study sought to increase our knowledge of the association between introversion and depression by investigating the explanatory role of compensatory SNS use and the protective role of perceived family support during the initial phase of transition. We found that introversion at Wave 1 positively predicted compensatory use of SNS at Wave 2 and subsequently increased depression at Wave 3. The moderated mediation model further examined the buffering role of perceived family support within the link between introversion and compensatory SNS use. Unexpectedly, we found that family support in Wave 1 decreased compensatory SNS use for less introverted freshmen in Wave 2 and further decreased depression in Wave 3. This finding indicated that family support served as an enhancing role for freshmen with low introversion rather than a buffering role for freshmen with high introversion.

**Hypothesized Model**

In contrast to the prediction of hypothesis 1, we found that introversion was not significantly associated with depression across time. This finding differs from previous research that found support for a positive association between introversion and depression among freshmen [27]. However, our finding is in line with a recent study that also found no significant association between introversion and depression among freshmen in nursing [50]. In addition, another study based on a national representative sample also found that introversion was related to, but not a significant predictor of, depression. More specifically, “introversion may be better viewed as reflective of shared variance with depression” [24]. Furthermore, Cheng and Furnham [51] argued that although introversion was often a direct predictor of happiness, it was never a direct predictor of depression. Together with the finding in hypothesis 2, we provide more evidence on the indirect association between introversion and depression.

In line with hypothesis 2, we found that compensatory SNS use was a significant mediator within the association between introversion and depression, suggesting that compensatory use can explain how freshmen with different levels of introversion developed different levels of depression in their first 3 months of university (after controlling the baseline depression). The positive association between introversion and compensatory SNS use can be explained by the social compensation hypothesis, which posits that individuals with difficulty managing social life are more likely to use online interaction as a substitute [52]. The positive association between compensatory SNS use and depression can be explained by research on escapism. Escapism is a coping strategy that can aggravate current and future depression because it exacerbates people's vulnerability to stressful events by making them feel increasingly helpless, inadequate, and nervous [53]. It is possible that freshmen who use SNS to compensate for socializing become more depressed because they feel increasingly inadequate in sociality. Taken together, the confirmed mediation pathway provides a possible causal mechanism for understanding, from a media-use perspective, how a subset of freshmen become more depressed.

Partially in line with hypothesis 3, we found that perceived family support (Wave 1) was indeed a moderator within the association between introversion (Wave 1) and compensatory use of SNS (Wave 2).
SNS use (Wave 2), indicating that family support interacted with introversion to affect freshmen's compensatory SNS use. However, this moderating effect contradicted our hypothesis for a buffering effect. As shown in Figure 2, under medium and high family support conditions, compensatory SNS use increased with introversion but did not exceed the low family support condition. However, when family support is relatively adequate, people low in introversion reported less compensatory SNS use. As people low in introversion are more capable of coping with stressful life events and thus have better mental health, we would argue that family support serves as an enhancing role for people who are low in introversion.

The moderated mediation effect may be explained by differences in orientation preferences between more introverted people and less introverted people. Less introverted people are interpersonally oriented while more introverted people have intrapersonal orientations; this suggests that when external family support is available, people differing in introversion vary in gaining the support. Specifically, less introverted people are more likely to benefit from social support. For instance, Kushwaha [54] found that extroverts seek significantly more guidance and support from others when coping with illness. In addition, Zell et al [55] suggested that extroverts have higher levels of intimacy and trust in their offline social ties than introverts, which may translate into greater benefits and more effective support when needed. Accordingly, when family support is relatively abundant, less introverted freshmen are less likely to perceive themselves as socially inadequate and are thus less likely to use SNS as compensation than more introverted freshmen. However, when external family support is low, freshmen show no difference in using SNS for social compensation, as it seems available and effortless. This enhancing effect was also found in resilience. Although resilience has been frequently theorized as a buffer for more vulnerable groups when facing adverse events [56], one study found that resilience further facilitates well-being among less vulnerable people [57]. Future study may be needed to investigate the boundary condition and the mechanism for both buffering and enhancing effects.

Implications

This study makes 3 key contributions that may guide future research. First, the results detected compensatory SNS use as a risk factor for depression among freshmen during their adjustment to college—this conflicts with the findings of a previous study that theorizes compensatory use as only the consequence, not the cause, of other psychological problems [9]. Therefore, the results of this study suggest a need for further investigation into the negative effect of compensatory SNS use in other stressful life events among other subgroups. More specifically, it may be highly relevant to uncover why and how certain types of SNS use meant to make people feel better end up being harmful. Second, the results supported the hypothesized mediating role of the compensatory use of SNS within the association between introversion and depression, which clarifies how core personality (introversion) predicts well-being (depression). Previous studies posit that extroversion is a direct predictor of happiness but not depression [51]. Our findings may thus increase understandings of the mechanism by which introversion may indirectly predict depression. Third, our findings reveal that family support has an enhancing effect for freshmen with low introversion to avoid using SNS out of a compensatory motive in the first 3 months of adjustment; this indicates the need for further investigation into how family support functions for vulnerable youths using negative coping strategies, especially during key developmental phases.

However, some questions still remain unanswered. First, if family support plays a role in preventing compensatory SNS use and thus decreases depression over time, it may be highly relevant to investigate whether other sources of social supports (eg, friendship) also reduce maladaptive SNS use and, in turn, decrease depression. In addition, it remains unclear why family support did not prevent depression in more introverted freshman. It could be that such freshman resorted to compensatory use for self-affirmation or recognition from sources other than social supports; that is, social contact itself may not have satisfied this group's inner need for validation. We hope this study can spark future researchers to take up these questions.

Notably, in practical terms, the study revealed one possible mechanism through which freshmen become more depressed at the very beginning of their enrollment: More introverted freshmen are likely to resort to compensatory SNS use, which increases depression over time. When family support is relatively sufficient, freshmen low in introversion reported less compensatory SNS use and lower levels of depression than those high in introversion. This may help university administrators and families gain insight into prediction and targeted intervention for vulnerable freshmen.

Limitations

When interpreting our findings, 2 limitations have to be considered. First, the measurement of compensatory SNS use adopted in this study does not differentiate between various kinds of SNS. However, the type of SNS may influence the psychological outcomes of compensatory use. For instance, WeChat, the most prevalent SNS in China, is a relatively closed platform on which freshmen have more acquaintances or even intimate contacts than in other platforms; in contrast, QQ, which is especially popular among young adults, involves a larger percentage of strangers and superficial contacts. Consequently, seeking social compensation through WeChat may not aggravate depressive symptoms as much as seeking compensation through QQ. Further research should consider the differences between these platforms, perhaps by applying a more nuanced measurement of compensatory use.

Second, although our findings provide insight into the potential casual mechanism of how freshmen become more depressed by investigating the explanatory value of compensatory SNS use, the study remained focused on media and sociality. Other moderators (eg, perceived friend supports) and mediators (eg, self-reaffirmation) should be examined in future studies to provide a more comprehensive picture of how freshmen adjust to academic achievement and other aspects of college [58].

Conclusion

In today's highly mediatized environment, young adults have access to an ever-accumulating set of SNS. Socially vulnerable
freshmen may use online contacts as a substitute for face-to-face interactions, especially when their transition to college disrupts their social networks. The current study is among the first to point out the relevance of the compensatory use of SNS in explaining the indirect association between introversion and depression with a longitudinal design. Our findings uncover an enhancing effect of family support by embedding its effect within the relationship between introversion and compensatory SNS use. Together, appreciating the differences in the casual pathways for freshmen with different levels of introversion clarifies how SNS affect young adults’ lives.
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Abstract

Background: Oral contraceptives (OCs) are a unique chronic medication with which a memory slip may result in a threat that could change a person’s life course. Subjective concerns of missed OC doses among women have been addressed infrequently. Anonymized queries to internet search engines provide unique access to concerns and information gaps faced by a large number of internet users.

Objective: We aimed to quantitate the frequency of queries by women seeking information in an internet search engine, after missing one or more doses of an OC; their further queries on emergency contraception, abortion, and miscarriage; and their rate of reporting a pregnancy timed to the cycle of missing an OC.

Methods: We extracted all English-language queries submitted to Bing in the United States during 2018, which mentioned a missed OC and subsequent queries of the same users on miscarriage, abortion, emergency contraceptives, and week of pregnancy.

Results: We identified 26,395 Bing users in the United States who queried about missing OC pills and the fraction that further queried about miscarriage, abortion, emergency contraceptive, and week of pregnancy. Users under the age of 30 years who asked about forgetting an OC dose were more likely to ask about abortion (1.5 times) and emergency contraception (1.7 times) (P<.001 for both), while users at ages of 30-34 years were more likely to query about pregnancy (2.1 times) and miscarriage (5.4 times) (P<.001 for both).

Conclusions: Our data indicate that many women missing a dose of OC might not have received sufficient information from their health care providers or chose to obtain it online. Queries about abortion and miscarriage peaking in the subsequent days indicate a common worry of possible pregnancy. These results reinforce the importance of providing comprehensive written information on missed pills when prescribing an OC.

(J Med Internet Res 2020;22(9):e20632) doi:10.2196/20632
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Introduction

The World Health Organization (WHO) recognized contraceptives and family planning methods as key elements for fulfilling human rights and promoting women’s autonomy and wellbeing [1]. Therefore, a wide range of contraception options are included in their Model List of Essential Medicines. Contraceptive access, choice, and knowledge as well as correct contraceptive use are key elements in increasing compliance to and efficacy of contraception and decreasing the number of unintended pregnancies [2,3].
A main component of the WHO guidelines for contraceptive use refers to the quality of contraceptive counseling and delivering correct information before choosing a method of contraception [4]. Misuse of contraceptives and discontinuation are associated with a lack of knowledge about contraceptives, individual lifestyles, social structure, age, education, class, ethnicity, and race [5-8]. Oral contraceptives (OCs) are the most commonly used contraception in the United States [9], and optimal use over a year prevents 99.5% pregnancies, while nonoptimal use has a failure rate of >7% over a year [10]. Age is an important demographic characteristic for OC misuse, as young women and adolescents report forgetting a pill more often than others [5,11-13] and have a much higher rate of failure of oral contraception compared to older women [14]. Multiple studies have shown that approximately 1 of 2 young users misses 1 or more OC pills each month [15-18]. It is important to give clear instructions on the appropriate measures to prevent pregnancy after a missed dose while providing contraception counseling to women, according to their lifestyles, sexual partner status, and health condition [5,19].

OCs are a unique chronic medication where a slip of memory may be experienced as a threat that could change the life course of a person. Subjective experiences and concerns in women missing doses of OCs have been addressed infrequently, but there is evidence that this event leads to stress and affects women’s well-being and ability to function at work [20].

Past research shows that young people frequently prefer to search for sexual health advice online, over turning to a health care provider they might have seen in person months before, due to the accessibility and privacy afforded by online search [21,22]. Anonymized queries to internet search engines provide a unique access to the incidence of concerns and information gaps in a large number of internet users [23-25]. Further queries by the same users can shed light on their attitudes, behaviors, and health consequences in the period following the query [26]. In this study, we aimed to quantify the frequency of queries by women seeking information in an internet search engine after missing 1 or more doses of an OC and their further queries on emergency contraception, abortion, and pregnancy.

Methods

We extracted all English-language search queries submitted to Bing by users in the United States during 2018. Bing’s market share in the United States was estimated at 25% [27]. It is estimated that Bing users are a representative sample of the US population [28]. Data for each search query included an anonymous user identifier, time and date of the search, and search text. User gender and age groups, reported when users registered to Bing, were available for a subset of the users.

The text of the queries was used to filter the queries into 1 of 5 classes (Textbox 1).

Using the pregnancy queries, we calculated the first day of the last menstrual period (LMP) for women who reported pregnancy by subtracting the number of weeks reported in their queries from the date of the query.

The likelihood of pregnancy was calculated as the percentage of women who queried for a missed OC dose and later queried for a week of pregnancy. The empirical likelihood to query about each week of pregnancy was calculated as the fraction of queries, which mentioned a specific week of pregnancy. To compensate for the finite data period, each user who reported a missed dose was assigned a weight relative to the likelihood for querying about pregnancy, relative to the date of reporting about the missed dose. For example, if a user asked about a missed dose in January, they would be given a weight of 1 since the full term of pregnancy was within the data period. Conversely, a user who queried during December was given a low weight, since they could only query for the first few weeks of pregnancy.

Statistical analysis was conducted using MATLAB 9.7 with the statistical toolbox version 11.6. This study was approved by the Behavioral Sciences Research Ethics Committee of the Technion.

Textbox 1. Classes of search queries of users.

1. Missed OC queries: queries which contained the words “miss,” “skip,” or “forgot” (and their variations, eg, forgotten) and the name of an OC (both brand and generic), or the phrase “minipill,” “birth control,” or “contraceptive.”

2. Miscarriage queries: queries which contained the words “after miscarriage,” “post miscarriage,” or “I had a miscarriage.”

3. Abortion queries: queries which contained the word “abortion,” excluding queries referring to specific legislation, abortion debates, or celebrities who had an abortion.

4. Emergency contraceptives: queries which contained the words “plan b” or “morning after pill,” excluding queries referring to specific legislation, abortion debates, or celebrities who had an abortion.

5. Pregnancy queries: queries which contained the words “week” and “pregnancy” (eg, “what to expect on week 21 of pregnancy”). Past studies have shown that such queries have a high specificity for actual pregnancy [29].

Results

Accuracy of Identification

We validated the identification of relevant queries by manually inspecting the 20 most common queries of each of the 5 classes for whether they could be interpreted as relevant to the topic. For example, queries regarding general news on OC use were deemed irrelevant to the research topic and were excluded from the study. Two of the authors independently reviewed these queries and marked them for relevancy. Kappa agreement between the labelers was, on average, 0.866 (n=5). Considering only the queries that both labelers agreed to be relevant, 75% of missed OC queries; 100% of pregnancy, miscarriage, and abortion queries.
abortion queries; and 80% of emergency OC queries were correctly identified.

**Missed OC Queries**

In 2018, 26,395 Bing users in the United States queried about missing OC pills. Of these, 60.8% did not mention the type of OC they missed, 20.9% mentioned a combined OC brand, and 21.7% mentioned a progestin-only OC brand or minipill (a total number of users is greater than 100% since a minority of users mentioned multiple types). Of users who mentioned the number of missed doses, 21.4% mentioned forgetting 1 dose; 6.3% forgot 2 doses; 3.4% forgot 3 doses; and 1.8% forgot 4 or more doses. Other users did not mention the specific number of doses they forgot, and their queries did not directly indicate this information.

There was a weak positive correlation ($\rho = 0.07$, $P < .001$) between user age and the number of missing doses.

**Figure 1.** Percentage of users who asked about missed OC doses and then queried about abortion, miscarriage, emergency contraception, or a week of pregnancy (the latter indicating that they most probably were pregnant at a later time). Furthermore, it shows how many of the users who query for the first 3 classes followed with queries for a week of pregnancy.

The majority of the queries for these 3 classes occur within a few days of the missed OC dose query (Figure 2). The distribution of queries that were made within 24 hours after a query about missing an OC was as follows: 7% of miscarriage queries, 20% of abortion queries, and 37% of emergency contraceptive queries. The median query time after a query about missing an OC was 35 days for miscarriage queries, 28 days for abortion queries, and 11 days for emergency contraceptive queries.
Unintended Pregnancies Following a Missed OC Query

Each user who reported a missed dose was assigned a weight relative to the likelihood for querying about pregnancy, relative to the date of reporting the missed dose (see Methods). The weighted percentage of women who queried for pregnancy week following a query for a missed pill was 4.7%. Only 19% of these queries could be timed to the cycle where the same women had queried about missing a pill. We calculated the inferred LMP from each of these queries. Among the 3130 women who queried for pregnancy at different weeks of gestation, there was a good consistency between the calculated LMP for recurrent queries, and the median number of days between the inferred LMP was 4 days.

Some women mentioned in their query that they missed a placebo pill. For those, the rate of pregnancy was 0.2% versus 4.5% for the general population. The weighted rate of pregnancy for women who mentioned taking a minipill was 8.7% versus 4.7% for other medications.

From queries on the week of pregnancy, we calculated the first day of the last cycle. The average day of conception was 14.4 days (SD 7.2) after the first day of the cycle.

The weighted percentage of females who queried for pregnancy following a query for an unspecified number of missed pills was 4.7%. The weighted pregnancy rates of females who queried for 2 or more missing doses was 5.1% (i.e., 8.5% higher).

Age Distribution of Users Searching for Information on Missed OC

The average age of users who queried for a missing dose was 32 (SD 12) years (mode=20 years). Figure 3 shows the distribution by age of users who asked about missed OC dose and then each of the other query types. Figure 3 demonstrates that users under the age of 30 years are more likely to ask about abortion (1.5 times) and emergency contraception (1.7 times) (chi-square $P<.001$ for both), while users at ages of 30-34 years are more likely to query about pregnancy (2.1 times) and miscarriage (5.4 times) (chi-square $P<.001$ for both).
The study identified a myriad of women who queried missing an OC pill. Young women are more likely to miss a dose or multiple doses and to search for information on emergency contraceptives and abortion. Following a missed OC query, abortion and miscarriage queries are common, peaking in the first few days after the missed OC.

A small but not insignificant percentage of women querying for information after missing an OC dose eventually get pregnant in the month of query. As expected, the likelihood of pregnancy after missing a placebo pill is practically zero, and the likelihood of pregnancy after missing a progestin-only pill is double the risk of missing a dose of combined OC.

A majority of people occasionally forget to take a dose of a chronic medication, and studies have found that about 1 in 2 young women miss a dose of OC regularly [15-18]. Our data indicate that some women missing a dose of OC did not obtain sufficient information from their health care providers on the consequences of missing a pill, and thus, they resort to search the relevant information on the internet. Search for emergency contraception, which peaks in the first few days after querying about missing an OC dose, is an additional sign of inadequate information supplied by the health care provider.

Queries about abortion and miscarriage peak in the first few days, following a query about forgetting an OC dose. Many of these queries are most likely not an indication that the woman has confirmed being pregnant but a sign that she is very worried of being pregnant and thinking ahead about her further options of dealing with a possible unwanted pregnancy.

Our results also show that only one-third of queries about emergency contraception occur within the first 24 hours after the missed OC query. This, together with the fact that the median time between the queries is 11 days, indicates that many women are finding information on emergency contraception too late for it to be useful.

The strength of this study is access to the moment of uncertainty and information-seeking behavior of a large number of women missing a dose of OC. The limitations are absence of information on missed OC doses in other months or further doses in the same month. Pregnancy or its absence cannot be comprehensively confirmed.

The main implication of our results is reinforcement of the importance of providing comprehensive written information and directing patients to reliable information resources on missed pills. Most women are more familiar with what to do when one misses a pill, but they lack the knowledge of what to do when missing more than 1 OC dose [19]. Therefore, it is important to provide instructions for when a woman misses more than 1 OC pill in a package.

As young women are more likely to miss a pill, it may be more effective to offer women in these age groups contraceptive alternatives that do not depend on daily compliance. Health care providers should establish special counseling methods for young women who choose OCs and make sure that the instructions are understood by those young women. All OC users should also be provided with information on emergency contraceptive options and rapid access to an emergency contraception in case it is needed due to missed pills and unprotected intercourse. As young people often turn to internet search engines for health advice, health providers could comply with the WHO guidelines for contraceptive use by not only supplying information during people’s visit to the clinic but also adding detailed information on preventing pregnancy in case of missed OC doses to their websites or as part of a mobile app that is given to patients at
the initial contraceptive consultation [21]. In addition, it is important that resources with accurate information be provided by search engines when people search for “missed pill” or any of the terms identified and used for this study. Better information can lead to better planning of contraceptive use when a pill is missed, reducing the risk of pregnancy and preventing stress and anxiety related to the fear of an unwanted pregnancy.
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Changing Emotions About Fukushima Related to the Fukushima Nuclear Power Station Accident—How Rumors Determined People’s Attitudes: Social Media Sentiment Analysis
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Abstract

Background: Public interest in radiation rose after the Tokyo Electric Power Company (TEPCO) Fukushima Daiichi Nuclear Power Station accident was caused by an earthquake off the Pacific coast of Tohoku on March 11, 2011. Various reports on the accident and radiation were spread by the mass media, and people displayed their emotional reactions, which were thought to be related to information about the Fukushima accident, on Twitter, Facebook, and other social networking sites. Fears about radiation were spread as well, leading to harmful rumors about Fukushima and the refusal to test children for radiation. It is believed that identifying the process by which people emotionally responded to this information, and hence became gripped by an increased aversion to Fukushima, might be useful in risk communication when similar disasters and accidents occur in the future. There are few studies surveying how people feel about radiation in Fukushima and other regions in an unbiased form.

Objective: The purpose of this study is to identify how the feelings of local residents toward radiation changed according to Twitter.

Methods: We used approximately 19 million tweets in Japanese containing the words “radiation” (放射線), “radioactivity” (放射能), and “radioactive substances” (放射性物質) that were posted to Twitter over a 1-year period following the Fukushima nuclear accident. We used regional identifiers contained in tweets (ie, nouns, proper nouns, place names, postal codes, and telephone numbers) to categorize them according to their prefecture, and then analyzed the feelings toward those prefectures from the semantic orientation of the words contained in individual tweets (ie, positive impressions or negative impressions).

Results: Tweets about radiation increased soon after the earthquake and then decreased, and feelings about radiation trended positively. We determined that, on average, tweets associating Fukushima Prefecture with radiation show more positive feelings than those about other prefectures, but have trended negatively over time. We also found that as other tweets have trended positively, only bots and retweets about Fukushima Prefecture have trended negatively.

Conclusions: The number of tweets about radiation has decreased overall, and feelings about radiation have trended positively. However, the fact that tweets about Fukushima Prefecture trended negatively, despite decreasing in percentage, suggests that negative feelings toward Fukushima Prefecture have become more extreme. We found that while the bots and retweets that were not about Fukushima Prefecture gradually trended toward positive feelings, the bots and retweets about Fukushima Prefecture trended toward negative feelings.
Successive reports were issued by the mass media on the condition of the Fukushima nuclear station, the city of Fukushima, other regions affected by radioactive substances, and the effects of the radiation itself; social networks not only carried this reported information and the responses to it, but also rapidly spread unreliable information, misinformation, and ugly rumors, thus indicating that social media can cause social unrest and chaos [12]. Ikegami et al [13] proposed a reliable analysis system for tweets about the 2011 earthquake disaster using topic categories according to latent Dirichlet allocation, with 2960 tweets containing the words “earthquake disaster,” “earthquake,” “tsunami,” “radioactivity,” “radioactive substances,” and “Becquerel” as a dataset, and sentiment analysis using a semantic direction dictionary [14]. Wang and Kim [15] showed that behavior in cyberspace and real-world behavior mutually influence one another. Using this as a basis, we believe that people who have come into contact with social anxieties and ugly rumors as spread on social media networks have an increased aversion to Fukushima Prefecture, which may lead to additional harmful rumors and a refusal of radiographic examinations.

Prior Work

It has been shown that 5 years after the accident, groups that relied on the internet as a source of information had significantly higher anxieties about health issues caused by radiation exposure than groups that used other information sources [16]. Mothers of children younger than elementary school age using Twitter and other forms of social media were shown to have a higher degree of risk perception and to actively pursue risk-reducing activities [17]. It is not hard to imagine that high anxiety and risk-reducing activities may lead to a refusal of radiographic examinations of children. Risk communication is valuable in eliminating these social anxieties, but studies have indicated that social media was not fully utilized at the time of the Fukushima accident [18]. Yagahara et al [19] analyzed tweets for 7 days from the day of the earthquake on March 11 until March 17 to examine the changes in interest in radiation among Japanese citizens. Their analysis was based on co-occurrence networks related to radiation as the accident’s situation progressed. Since the analysis was also conducted in relation to regions, it did not identify how the interest subsequently formed people’s attitudes toward Fukushima. Aoki et al [20] surveyed tweeting trends 1 year after the earthquake by dividing regions tweeted about into four zones based on geotags. This analysis only concerned the regions that people were tweeting from and did not analyze the content of the tweets themselves. Therefore, we believe that surveying how people received information associated with the Fukushima nuclear accident and how they reacted to it will be of great significance in establishing a basis for effective risk communication when similar disasters and accidents occur in the future.
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Introduction

Overview

At 2:46 PM JST (Japan Standard Time) on March 11, 2011, a magnitude-9 earthquake occurred off the Pacific coast of Tohoku—the Great East Japan Earthquake. Its epicenter was off the Sanriku coast, and a tsunami with a run-up height of 14-15 meters followed one hour later, causing a blackout of the Tokyo Electric Power Company (TEPCO) Fukushima Daiichi Nuclear Power Station. A meltdown occurred in reactors 1, 2, and 3 while they were in operation, causing a large quantity of hydrogen to be generated. A hydrogen explosion occurred in reactor 1 on March 12, followed by another explosion in reactor 3 on March 14. Reactors 2 and 4 were damaged, releasing a large quantity of radioactive substances into the environment. This accident was classified as Level 7 according to the International Nuclear and Radiological Event Scale [1], and its effects were evaluated and reported by international organizations [2-4]. They indicated that the accident had increased anxieties about radiation and had given rise to a social phenomenon described as inciting harmful rumors about the disaster area. This has resulted in physical damage from the disaster alongside economic damage from, for example, consumer reluctance to buy agricultural products from the disaster area [5]. In the medical field, anxieties about radiation were reflected in a decrease in the number of computed tomography (CT) scans and other forms of radiographic examination performed on young children in Fukushima Prefecture compared to before the accident [6,7]. One out of every four doctors surveyed reported that parents of young children were refusing to subject them to such examinations due to the risk of radiation [7] and that they had witnessed an aversion to radiation. We believe that people have become gripped by increasingly negative feelings over time concerning Fukushima Prefecture as a disaster area associated with radiation, and this may have influenced behavior such as restrained consumption activities and an aversion to medical radiation.

Background

Immediately following the earthquake, telephone lines were damaged and communication was cut off or limited. Outgoing calls on mobile phones were restricted up to 95%. For packet communications, NTT (Nippon Telegraph and Telephone) Docomo, the predominant mobile phone operator in Japan, imposed a 30% restriction but it was soon lifted. Other carriers did not implement any restrictions [8]. Therefore, social networking services were used as a means to transmit information, and communities to exchange information rapidly formed on Twitter [9,10]. In a survey, Twitter was found to be the most-used form of social media in coping with the disaster over Facebook or Mixi, and it was shown to have an influence on attitudes toward the Fukushima nuclear accident [11].
Goal of This Study
This study concerns the decrease in CT scans and other radiographic examinations [6,7], the persistent restrained buying of agricultural products by consumers, and harmful rumors [5] regarding Fukushima Prefecture. Its purpose is to comparatively identify how feelings associated with radiation have shifted from Fukushima Prefecture to other regions 1 year after the 2011 earthquake and accident and thereby clarify how such situations are formed. People may have become gripped by more negative feelings over time regarding Fukushima Prefecture as a disaster area associated with radiation, which may have influenced an increased aversion toward Fukushima Prefecture in general.

Methods
Overview
In this study, we selected statements about radiation containing the words “radiation” (放射線), “radioactivity” (放射能), and/or “radioactive substances” (放射性物質) that were posted on Twitter in Japanese between the occurrence of the Great East Japan Earthquake at 12 AM JST on March 11, 2011, until 1 year later (ie, 11:59 PM JST on March 10, 2012) using approximately 19 million tweets. We grouped tweets starting with retweets (RTs) and quote tweets (QTs) to indicate that they were automatic tweets—referred to as bots—and RTs that had reposted someone else’s tweet into an RT group, leaving approximately 9 million tweets, excluding the RT group, as a target group. Bot accounts were accounts in which the user’s ID began or ended with the word bot. In order to more accurately sample the original poster’s feelings, we deleted anything in the target group that followed an RT, which indicated that someone else’s tweet had been reposted, and then processed each of the tweets using semantic orientation, which refers to a binary attribute that shows how a word might generally carry a positive or a negative impression. Takamura et al [14] used the Japanese dictionary Iwanami Kokugo Jiten to create semantic orientation values of words by assigning semantic orientation values with actual values from –1 (carries mostly a negative impression) to 1 (carries mostly a positive impression) for 49,002 nouns, 4254 verbs, 665 adjectives, and 1207 adverbs. All words and phrases contained in this study’s tweets were scored using the above morphological analysis based on the original form of the words by using their semantic orientation values. In addition, the data used tweets containing any of the following words: “radiation,” “radioactivity,” or “radioactive substances.” The semantic orientation values for these words were evaluated: “radioactivity” had a value of –0.598318, “radiation” had a value of –0.560393, and “radioactive” had a value of –0.178744; there were no instances of “radioactive substances” in Takamura et al’s correspondence table. These were originally logged as negative words. The purpose of this study is to analyze the feelings associated with the three words above; in order to exclude these influences, we scored these words as having 0 points. We scored the words that were not included in Takamura et al’s semantic orientation values of words [14] in the correspondence table as having 0 points as well, so as to avoid affecting the tweets’ semantic value orientations, which we calculated using the following formula:

\[ T_{pn} = \sum W_{pn}/W_c \]

where \( T_{pn} \) represents the tweet semantic orientation value, \( W_{pn} \) represents the word semantic orientation value, and \( W_c \) represents the number of words contained in a tweet.

In order to categorize the prefectures to which the tweets related, the words and phrases related to regions contained in tweets (ie, place names, telephone numbers, and postal codes) were sampled and categorized by prefecture. For place names, we morphologically analyzed tweets using the morphological analysis engine McCab [21] and the mecab-ipadic-NEologd [22] dictionary and searched the following word types for their address character strings with the Yahoo! Geocoding application programming interface [23]: parts of speech = nouns; parts of speech (subcategory 1) = proper nouns; and parts of speech (subcategory 2) = regions. We then identified and categorized the prefectures (Multimedia Appendix 1 contains the scripts to process these procedures).

Sentiment Analysis About Radiation Regarding Fukushima Prefecture and Other Prefectures
The tweets categorized by prefecture were divided into two groups: Fukushima Prefecture and other prefectures. We sampled the average weekly tweets’ semantic orientation values for Fukushima Prefecture and other prefectures and then surveyed how the feelings on radiation regarding each region had changed. The dataset used 18,841,755 out of 18,851,259 tweets of words having semantic orientation values. Semantic orientation values were sampled for almost all tweets. The dataset included a total of 18,851,259 tweets and a target group of 9,025,831 tweets, excluding bots and RTs. The respective daily changes in the number of tweets are indicated in Figure 1 by a blue line and a red line. The linear approximation of each is drawn with a dashed line. Figure 2 shows the daily number of tweets at a more granular level (ie, by the minute) for March 11, the day the Great East Japan Earthquake occurred.
Figure 1. The number of tweets per day.

Figure 2. The number of tweets by the minute on March 11, 2011.

Figures 3 and 4, similar to Figure 1, show the respective daily average changes and cumulative changes in the tweets’ semantic orientation values. In addition, average changes in the RT group’s semantic orientation values are included in Figure 3, and the linear approximation is represented by a dashed line.

Figure 5 shows the changes during weekly $F$ tests of the average semantic orientation values in order to observe a correlation between the target group and the RT group. A red line is drawn using the significance level $\alpha=.05$. 
Figure 3. Daily average of tweets’ semantic orientation values. RT: retweet.

The target group was categorized by prefecture. There were 34,233 words representing regional identifiers and 3,004,726 tweets in the target group containing words representing the regional identifiers. We calculated the number of tweets per 1000 people according to the breakdown in each prefecture and its population as of October 1, 2011 [24]. This is represented by shading on the map in Figure 6. Details are shown in Table 1, in which the Other row contains words that made it difficult
to identify the prefecture and foreign place names. Words that made it difficult to identify the prefecture include universal words representing addresses, such as “1-chome” and “1-banchi,” for example. Foreign place names frequently included regions that experienced nuclear power accidents in the past, such as Chernobyl and Three Mile Island.

**Figure 6.** The number of tweets per 1000 people.
Table 1. Breakdown of words and tweets by prefecture.

<table>
<thead>
<tr>
<th>Prefecture</th>
<th>Number of words representing the area in the prefecture</th>
<th>Number of tweets</th>
<th>Tweets per 1000 people</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hokkaido</td>
<td>635</td>
<td>51,871</td>
<td>9</td>
</tr>
<tr>
<td>Aomori</td>
<td>158</td>
<td>18,181</td>
<td>13</td>
</tr>
<tr>
<td>Iwate</td>
<td>545</td>
<td>32,319</td>
<td>25</td>
</tr>
<tr>
<td>Miyagi</td>
<td>911</td>
<td>64,714</td>
<td>28</td>
</tr>
<tr>
<td>Akita</td>
<td>200</td>
<td>10,473</td>
<td>10</td>
</tr>
<tr>
<td>Yamagata</td>
<td>295</td>
<td>13,523</td>
<td>12</td>
</tr>
<tr>
<td>Fukushima</td>
<td>1535</td>
<td>741,178</td>
<td>372</td>
</tr>
<tr>
<td>Ibaraki</td>
<td>1013</td>
<td>155,482</td>
<td>53</td>
</tr>
<tr>
<td>Tochigi</td>
<td>650</td>
<td>41,832</td>
<td>21</td>
</tr>
<tr>
<td>Gunma</td>
<td>714</td>
<td>26,892</td>
<td>13</td>
</tr>
<tr>
<td>Saitama</td>
<td>1647</td>
<td>55,702</td>
<td>8</td>
</tr>
<tr>
<td>Chiba</td>
<td>1757</td>
<td>129,784</td>
<td>21</td>
</tr>
<tr>
<td>Tokyo</td>
<td>2614</td>
<td>441,874</td>
<td>33</td>
</tr>
<tr>
<td>Kanagawa</td>
<td>1766</td>
<td>108,510</td>
<td>12</td>
</tr>
<tr>
<td>Niigata</td>
<td>380</td>
<td>29,238</td>
<td>12</td>
</tr>
<tr>
<td>Toyama</td>
<td>100</td>
<td>4919</td>
<td>5</td>
</tr>
<tr>
<td>Ishikawa</td>
<td>121</td>
<td>3461</td>
<td>3</td>
</tr>
<tr>
<td>Fukui</td>
<td>137</td>
<td>11,437</td>
<td>14</td>
</tr>
<tr>
<td>Yamanashi</td>
<td>313</td>
<td>7881</td>
<td>9</td>
</tr>
<tr>
<td>Nagano</td>
<td>663</td>
<td>21,466</td>
<td>10</td>
</tr>
<tr>
<td>Gifu</td>
<td>325</td>
<td>8582</td>
<td>4</td>
</tr>
<tr>
<td>Shizuoka</td>
<td>615</td>
<td>36,133</td>
<td>10</td>
</tr>
<tr>
<td>Aichi</td>
<td>696</td>
<td>21,380</td>
<td>3</td>
</tr>
<tr>
<td>Mie</td>
<td>208</td>
<td>2339</td>
<td>1</td>
</tr>
<tr>
<td>Shiga</td>
<td>131</td>
<td>3497</td>
<td>2</td>
</tr>
<tr>
<td>Kyoto</td>
<td>319</td>
<td>18,232</td>
<td>7</td>
</tr>
<tr>
<td>Osaka</td>
<td>677</td>
<td>35,824</td>
<td>4</td>
</tr>
<tr>
<td>Hyogo</td>
<td>362</td>
<td>9341</td>
<td>2</td>
</tr>
<tr>
<td>Nara</td>
<td>150</td>
<td>3208</td>
<td>2</td>
</tr>
<tr>
<td>Wakayama</td>
<td>115</td>
<td>2271</td>
<td>2</td>
</tr>
<tr>
<td>Tottori</td>
<td>71</td>
<td>2774</td>
<td>5</td>
</tr>
<tr>
<td>Shimane</td>
<td>79</td>
<td>3081</td>
<td>4</td>
</tr>
<tr>
<td>Okayama</td>
<td>134</td>
<td>5937</td>
<td>3</td>
</tr>
<tr>
<td>Hiroshima</td>
<td>195</td>
<td>35,599</td>
<td>12</td>
</tr>
<tr>
<td>Yamaguchi</td>
<td>109</td>
<td>2462</td>
<td>2</td>
</tr>
<tr>
<td>Tokushima</td>
<td>75</td>
<td>2113</td>
<td>3</td>
</tr>
<tr>
<td>Kagawa</td>
<td>77</td>
<td>2229</td>
<td>2</td>
</tr>
<tr>
<td>Ehime</td>
<td>105</td>
<td>3974</td>
<td>3</td>
</tr>
<tr>
<td>Kochi</td>
<td>99</td>
<td>2596</td>
<td>3</td>
</tr>
<tr>
<td>Fukuoka</td>
<td>326</td>
<td>12,243</td>
<td>2</td>
</tr>
<tr>
<td>Saga</td>
<td>83</td>
<td>5757</td>
<td>7</td>
</tr>
<tr>
<td>Nagasaki</td>
<td>125</td>
<td>48,477</td>
<td>34</td>
</tr>
<tr>
<td>Prefecture</td>
<td>Number of words representing the area in the prefecture</td>
<td>Number of tweets</td>
<td>Tweets per 1000 people</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------------</td>
<td>-----------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Kumamoto</td>
<td>123</td>
<td>4620</td>
<td>3</td>
</tr>
<tr>
<td>Oita</td>
<td>104</td>
<td>3590</td>
<td>3</td>
</tr>
<tr>
<td>Miyazaki</td>
<td>106</td>
<td>3284</td>
<td>3</td>
</tr>
<tr>
<td>Kagoshima</td>
<td>127</td>
<td>4559</td>
<td>3</td>
</tr>
<tr>
<td>Okinawa</td>
<td>165</td>
<td>22,115</td>
<td>16</td>
</tr>
<tr>
<td>Other</td>
<td>16,235</td>
<td>1,396,553</td>
<td>N/A^a</td>
</tr>
</tbody>
</table>

^A/N: not applicable; this was not calculated, as the population size for this category is not known.

Figures 7 and 8 show the ratio of the number of tweets between the target group in Fukushima Prefecture and other prefectures as well as the ratio of the average semantic orientation values. Semantic orientation values ranged from –1 to 1; thus, the ratio of average values in Figure 7 is the ratio when 1 is added to the average of the semantic orientation values and, therefore, it results in a value between 0 and 2. Figure 9 shows the changes in the average values of the semantic orientations for Fukushima Prefecture and other prefectures for the target group and RT group; details of the plots are as follows:

1. The solid grey line represents the weekly average of semantic orientation values, excluding bots and RTs, in Fukushima Prefecture.
2. The solid blue line represents the weekly average of semantic orientation values, excluding bots and RTs, outside of Fukushima Prefecture.
3. The solid yellow line represents the weekly average of semantic orientation values of bots and RTs in Fukushima Prefecture.
4. The solid orange line represents the weekly average of semantic orientation values of bots and RTs outside of Fukushima Prefecture.

The linear approximation was drawn with a dashed line for each respective line.

Figure 7. Weekly ratio of the number of tweets for Fukushima and other prefectures. The dotted line represents the linear approximation.
Results

Overview
First, we discuss the characteristics and trends in the overall dataset. After discussing the characteristics for each prefecture, we then compare them with Fukushima Prefecture—as the disaster area and the main subject of harmful rumors—and other prefectures.

Characteristics and Trends in the Overall Dataset
Table 2 shows the table of events in 2011 in chronological order. At 2:46 PM JST on March 11, 2011, the Great East Japan Earthquake occurred, and a resulting tsunami struck various locations about one hour later. This gave rise to concerns about damage to the nuclear power stations on the Pacific coast at around 4 PM. Previously, there had been a few tweets containing the words “radiation,” “radioactivity,” and “radioactive substances,” but we found that the tsunami resulted in a rapid increase in tweets containing these three words (see Figure 2). Similar to tweets that were trending at the time of the 2010 Chilean earthquake as analyzed by Mendoza et al [25], many of the tweets posted immediately after the Great East Japan Earthquake can be found in our dataset. The overall amount of tweeting consisted of approximately 8% (of all tweets in the 1-year period) being posted 1 week after the earthquake and approximately 21% being posted 1 month after the earthquake, and there is a subsequent and gradually decreasing trend for the remaining period. As shown in Figure 1, approximately 300,000 tweets were posted on March 12 when reactor 1 experienced a hydrogen explosion, and approximately 400,000 tweets were posted on March 15 when the damage to reactors 2 and 4 became clear. On March 23, thyroid equivalent dose predictions involving iodine-131 for infants (under 1 year old) using the System for Prediction of Environmental Emergency Dose Information were released by the Cabinet Office’s Nuclear Safety Commission [26], and approximately 230,000 tweets were posted. Thereafter, tweeting hovered around 50,000 per day.

On September 10, the then-Minister of Economy, Trade, and Industry reportedly resigned after a visit to the exclusion zone of the Fukushima nuclear disaster, where he joked to a journalist, “I’ll give you radiation.” Later, a fire broke out at Sendai...
Nuclear Power Plant, and the information about these two events spread. On October 14, the number of tweets exceeded 100,000 in response to news that a radium ray source was found under the floor of a private home in Setagaya Ward. As shown in Figure 3, many negative tweets were posted immediately after the Great East Japan Earthquake, and as shown by the approximation curve, they gradually trended positively thereafter. However, we found they were under –0.4 overall, and tweets expressing negative feelings about “radiation,” “radioactivity,” and “radioactive substances” were still posted. Although there is no difference between the overall dataset (see Figure 3, blue line) and most of the semantic orientation values in the target group immediately after the earthquake, the target group tended to be faster in its acceleration from negative to positive. More negative tweets were posted by bots and RTs, and we found that the sentiments in the bots and RTs tended to be negative as shown by the negative slope of the approximation’s straight line. Bots and RTs often serve as a means for information to be spread widely. However, they were found to spread information containing negative sentiments more easily. This suggests that bots and RTs sensitize and lead users and communities that encounter this information to an increased aversion toward certain things.

There were characteristic changes in semantic orientation values close to the dates given below. These have been included, together with how much content was spread on these days. On March 28, a website visualizing the environmental radioactivity levels all over Kanto was launched [27]. Knowledge of the website was rapidly spread as a means of information sharing, together with how much content was spread on these days. On November 11, a large number of more positive tweets than average were posted stating “Sign an emergency petition to save the children of Fukushima” (semantic orientation value: –0.396); thus, the tweets largely trended positively. These tweets were not posted by bots and were not in the form of RTs, and we found that the divergence between the groups was significant in the weeks before and after, as shown in Figure 4.

On November 11, TEPCO had responded on November 24, “Any radioactive substances were not the property of TEPCO. Consequently, TEPCO has no responsibility for decontamination” [28]. However, this information was spread using negative words and, as a result, the semantic orientations in both groups largely trended negatively. Interestingly, regardless of whether similar lines were previously drawn for the target group and the RT group, from December 7 to February 27, divergence emerged in the form of changes between the two groups. Particularly in the target group, the periods from December 21 to January 15 and from February 7 to February 27 peaked positively. On December 18, a maximum of –0.41 was reached, but no corresponding peak was formed in the RT group, which hovered around –0.58. As with the weekly F tests of the target group and RT group as shown in Figure 4, a significant divergence was seen between the groups during this period.

Table 2. Chronological listing of events in 2011.

<table>
<thead>
<tr>
<th>Date (year/month/day)</th>
<th>Event and details</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011/03/11</td>
<td>An earthquake off the Pacific coast of Tohoku occurred.</td>
</tr>
<tr>
<td>2011/03/12</td>
<td>Reactor 1 of Fukushima Daiichi Nuclear Power Station experienced a hydrogen explosion.</td>
</tr>
<tr>
<td>2011/03/15</td>
<td>The damage to reactors 2 and 4 of Fukushima Daiichi Nuclear Power Station became clear.</td>
</tr>
<tr>
<td>2011/03/23</td>
<td>Thyroid equivalent dose predictions involving iodine-131 for infants (under 1 year old) using the System for Prediction of Environmental Emergency Dose Information were released by the Cabinet Office’s Nuclear Safety Commission.</td>
</tr>
<tr>
<td>2011/03/28</td>
<td>A website visualizing the environmental radioactivity levels all over Kanto was launched.</td>
</tr>
<tr>
<td>2011/09/10</td>
<td>The then-Minister of Economy, Trade, and Industry reportedly resigned after a visit to the exclusion zone of the Fukushima nuclear disaster, where he joked to a journalist, “I’ll give you radiation.” A fire broke out at Sendai Nuclear Power Plant.</td>
</tr>
<tr>
<td>2011/10/14</td>
<td>A radium ray source was found under the floor of a private home in Setagaya Ward, Tokyo.</td>
</tr>
<tr>
<td>2011/11/11</td>
<td>A large number of tweets were posted stating “Sign an emergency petition to save the children of Fukushima.”</td>
</tr>
<tr>
<td>2011/11/23</td>
<td>Geiger counter advertisements were posted approximately 2-3 times as often compared to the days before and after.</td>
</tr>
<tr>
<td>2011/11/24</td>
<td>At Tokyo District Court, TEPCO responded, “Any radioactive substances were not the property of TEPCO. Consequently, TEPCO has no responsibility for decontamination.”</td>
</tr>
<tr>
<td>2011/11/26</td>
<td>TEPCO’s response was reported in the press.</td>
</tr>
</tbody>
</table>
Characteristics Per Prefecture
As shown in Table 1, there was a spike in tweets about Fukushima Prefecture as a disaster area, which stands out in terms of population ratio. Areas in east Japan close to the disaster area had a larger number of tweets than west Japan and were at high rates in terms of their population ratio. Osaka and Kyoto, which are major cities in west Japan, had high numbers of tweets but were at the same level as other regions in west Japan in terms of the population ratio. This suggests that this bias does not affect the data on Twitter, which has more users in urban areas. In addition, Hiroshima Prefecture and Nagasaki Prefecture, which were devastated in the past by the atomic bomb, stood out in tweeting from other regions in west Japan, suggesting that people may be recalling place names associated with radiation. In the case of Okinawa Prefecture, the US military base located there has been alleged to possess nuclear weapons many times in the past and seemed to be the name of a place brought up in connection to radiation.

Comparison of Fukushima Prefecture and Other Prefectures
As shown in Figure 7, the ratio of the number of tweets about Fukushima Prefecture and other prefectures shows an increasing trend, and the interest in Fukushima Prefecture has risen. Including other prefectures, the number of tweets was at 3 times the highest amount, and the right intercept of the linear approximation was at 2.5 times the highest amount.

The ratio of the average of the semantic orientation values for Fukushima Prefecture and other prefectures fell roughly below the value of 1 when unprecedented periods were excluded. As drawn by collinear approximation, the ratio gradually fell, which may be interpreted as the deepening of negative feelings about Fukushima Prefecture when compared to other regions. The weekly tweet number ratio on November 10 had not increased much compared to the previous week, but the semantic orientations about Fukushima largely trended positively. This is believed to have been influenced by the larger number of more positive tweets than average being spread stating “Sign an emergency petition to save the children of Fukushima” (semantic orientation value: –0.396). These tweets were not posted by bots or in the form of RTs.

As shown in Figures 1 and 3, the overall number of tweets decreased and, as a result, the overall semantic orientation values about radiation trended positively. However, as shown in Figures 7 and 8, the ratio of the number of tweets about Fukushima Prefecture compared to other prefectures increased, and it is thought that the decreasing ratio of semantic orientation values indicates that emotions sharply trended negatively toward Fukushima Prefecture in regard to radiation.

In Figure 9, we found that the RT group had more posts about negative feelings compared to the target group, as in the discussion of Figure 3 above. However, it is possible to confirm the same trend in tweets about regions. Surprisingly, while other tweets trended toward positive feelings, only the collinear approximation of the average trend in the semantic orientation values for the RT group relating to Fukushima Prefecture showed a negative trend, with the tendency to be broadcast with increasing negative feelings over time. This strongly suggests that bots and RTs disperse information that has more negative emotions, and users who come into contact with this information perceive matters relating to the radiation in Fukushima Prefecture with negative emotions, leading to an increased aversion among these people toward Fukushima Prefecture. These results support the hypothesis that people have become gripped by more negative feelings over time regarding Fukushima Prefecture as a disaster area associated with radiation, which may have influenced an increased aversion toward Fukushima in general.

Discussion
Principal Findings
This study was a unidirectional survey of the feelings that nationwide Twitter users had about each prefecture and radiation. It is felt that residents’ feelings toward a particular region, which is subject to harmful rumors, are important when elucidating and ameliorating the processes by which people’s aversions to Fukushima are increasing. The purpose of this study was to identify how information on radiation changed 1 year after the Fukushima nuclear accident with regard to different regions in Japan. We found that immediately after the accident, negative feelings about radiation trended positively over time, but bots and RTs were slow to do so compared to other tweets. We found that tweets associating Fukushima Prefecture with radiation clearly showed more negative feelings than those about other prefectures on average; they further trended as negative and increased in percentage over time. Tweets about radiation decreased overall, and feelings about radiation also trended positively. However, the fact that tweets about Fukushima Prefecture trended negatively while rising in percentage suggests that negative feelings toward Fukushima Prefecture were intensifying. We found that while the bots and RTs that were not about Fukushima Prefecture gradually trended toward positive feelings, the bots and RTs about Fukushima Prefecture trended toward negative feelings. These results point to the possibility that people’s aversions toward Fukushima Prefecture increased as a result of negative feelings that associate Fukushima Prefecture with radiation, as spread by bots and RTs. Signals about risk, such as health risks from radiation, are often amplified by individual and social processes, such as cultural groups and interpersonal networks, that amplify people’s responses [29]. This supports the hypothesis that people have become gripped over time by a more negative impression of Fukushima Prefecture as a disaster area associated with radiation, which may have influenced an increased aversion toward Fukushima in general. To confirm this, tracking interaction between a bot and a person at an individual level should be performed as a next step. Additionally, it is well known that confirmation bias is amplified by the use of filter bubbles on social media [30,31]. This effect should be taken into account to analyze the impact of RTs and bots on people’s aversions.

Limitations
Gore et al showed that there can be significant geographic bias in the sentiment expressed in tweets over the same time period
[32], Padilla et al showed that the sentiment expressed in tweets can be biased based on whether people are local or visiting an area and what other activities they have completed during the course of a day [33]. This study did not take this into account, as it conducted a one-way sentiment analysis of emotions directed toward Fukushima. In the future, in order to identify the process by which people’s aversions increase, we want to clarify the feelings that people in a particular region have toward regions that are subject to harmful rumors, such as Fukushima. In a survey by Aoki et al [20], geotagged tweets made up only 0.25% of the target data; therefore, more comprehensive data are required. In addition, there are deviations in the age composition and region of Twitter users’ residences, the users are not necessarily representative of the nation as a whole. In this study, we determined the semantic orientation of tweets according to semantic orientation values toward words. Thus, the correct semantic orientation of tweets is not necessarily representative in terms of the context within tweets or the context based on their relationship to preceding and following tweets. Clearly sarcastic statements like “radioactivity is delicious” have positive semantic orientations due to the word “delicious,” so these tweets are judged to have positive semantic orientations. It seems a technique is needed for correctly evaluating the semantic orientation in terms of both the written sentences and their context. It is well known that there is a normalcy bias in the responses of the public figures to a serious event that has occurred suddenly and unexpectedly [34]. In particular, when a severe nuclear accident occurs, affected people may very likely tweet simply to calm their own minds. As a result, their tweets may reflect not their feelings but their wishes. Additionally, in some cases, recall bias has led to an overestimation of the health risks from radiation, and tweets then expressed excessive aversion. In order to analyze the impact of these cognitive biases [35], it is necessary to evaluate the content of the tweet and the network.

Japanese speakers tend to skip words if their meaning is conveyed [36], which is significant since Twitter is limited to 140 characters. “Radioactive iodine” and “radioactive cesium” are frequently used radioactive isotopes that are often indicated simply with “iodine” and “cesium.” “Cesium” is not a familiar word in daily life and likely indicates the radioactive isotope cesium. Further, feelings related to words that are often omitted when discussing radiation need to be surveyed instead of just “radiation,” “radioactivity,” and “radioactive substances.”

Whether a tweet is from a bot is determined based on whether the term bot is found before or after the user’s ID. Therefore, all bots cannot be accurately identified. In addition, we believe that tweets from accounts that repeatedly post the same information that are not advertising accounts, that do not follow this format, or that are not RTs need to be surveyed as part of the RT group or split off into a separate group. However, considerable effort is required to look up and verify each tweet one by one. Communities are formed by Twitter’s follow function, and sharing and propagating information occurs through RTs.

In the future, it may be important to elucidate the process by which people’s attitudes become fixed through a survey of how information is propagated by community networks and RTs as well as the feelings that people become gripped by when an aversion to Fukushima increases.

The dataset analysed during the current study is available from the corresponding author on reasonable request.
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Multimedia Appendix 1

The scripts used in this research. analyze_store_tweets_area_name.py: get area names in tweets. geocoder.py: get full address from area names by yahoo geocoder API. Thus, it can get prefecture name. calc_tweets_SOV.py: calculate the semantic orientation value of each tweets. [ZIP File (Zip Archive), 10 KB - jmir_v22i9e18662_app1.zip]
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Abstract

Background: Presbyopia is defined as the age-related deterioration of near vision over time which is experienced in over 80% of people aged 40 years or older. Individuals with presbyopia have difficulty with tasks that rely on near vision. It is not currently possible to stop or reverse the aging process that causes presbyopia; generally, it is corrected with glasses, contact lenses, surgery, or the use of a magnifying glass.

Objective: This study aimed to explore how individuals used social media to describe their experience of presbyopia with regard to the symptoms experienced and the impacts of presbyopia on their quality of life.

Methods: Social media sources including Twitter, forums, blogs, and news outlets were searched using a predefined search string relating to symptoms and impacts of presbyopia. The data that were downloaded, based on the keywords, underwent manual review to identify relevant data points. Relevant posts were further manually analyzed through a process of data tagging, categorization, and clustering. Key themes relating to symptoms, impacts, treatment, and lived experiences were identified.

Results: A total of 4456 social media posts related to presbyopia were identified between May 2017 and August 2017. Using a random sampling methodology, we selected 2229 (50.0%) posts for manual review, with 1470 (65.9%) of these 2229 posts identified as relevant to the study objectives. Twitter was the most commonly used channel for discussions on presbyopia compared to forums and blogs. The majority of relevant posts originated in Spain (559/1470, 38.0%) and the United States (426/1470, 29.0%). Of the relevant posts, 270/1470 (18.4%) were categorized as posts written by individuals who have presbyopia, of which 37 of the 270 posts (13.7%) discussed symptoms. On social media, individuals with presbyopia most frequently reported experiencing difficulty reading small print (24/37, 64.9%), difficulty focusing on near objects (15/37, 40.5%), eye strain (12/37, 32.4%), headaches (9/37, 24.3%), and blurred vision (8/37, 21.6%). 81 of the 270 posts (30.0%) discussed impacts of presbyopia—emotional burden (57/81, 70.4%), functional or daily living impacts (46/81, 56.8%), such as difficulty reading (46/81, 56.8%) and using electronic devices (21/81, 25.9%), and impacts on work (3/81, 3.7%).

Conclusions: Findings from this social media listening study provided insight into how people with presbyopia discuss their condition online and highlight the impact of presbyopia on individuals’ quality of life. The social media listening methodology can be used to generate insights into the lived experience of a condition, but it is recommended that this research be combined with prospective qualitative research for added rigor and for confirmation of the relevance of the findings.
Introduction

Presbyopia is the most common physiological change occurring in the adult eye. In presbyopia, the elasticity of the lens begins to deteriorate, causing universal near vision impairment with increasing age [1,2]. It is estimated that presbyopia is experienced in over 80% of people aged 40 years or above in western countries [1]. There is currently no way to stop or reverse the normal aging process that causes presbyopia; near vision impairments associated with presbyopia are typically corrected with glasses, contact lenses, surgery, or the use of a magnifying glass [3]. In 2015, it was estimated that presbyopia affected approximately 1.8 billion people (25% of the world population), with 826 million experiencing near vision impairments because they had no (or inadequate) vision correction [4]. As a result, the global unmet need for presbyopia correction methods in 2015 was estimated to be 45% [4].

Presbyopia impacts many domains of quality of life including difficulty with near vision tasks, such as reading printed text, using a smartphone, or threading a needle [5,6]. Difficulty performing these tasks can worsen over time and is typically more significant if the lighting is not optimal [2,6]. Such problems can, in turn, impact work productivity, social interactions, household activities, and emotional well-being [7,8]. Emotional impacts associated with presbyopia include having to rely more on others, feeling ashamed, and feeling embarrassed due to poor vision [8]. Individuals who do not wear glasses or contact lenses may experience headaches and eye strain due to their difficulty focusing on objects [9]. Some individuals with presbyopia describe holding objects (eg, a menu) progressively farther away from their eyes in order to be able to focus on them [1].

Minimal qualitative research [6] into the lived experience of presbyopia (not limited to a single form of correction) has been published, and what has been published focuses generally on refractive errors rather than being specific to presbyopia. Traditionally qualitative research is conducted via interviews or focus groups. However, social media sources can now be utilized to provide qualitative data for a large sample across multiple countries [10]. Approximately 68% of all US adults use Facebook, while over 20% of US adults use Instagram, Pinterest, LinkedIn, and Twitter [11]. Peer-to-peer exchange of health information is popular online; a recent study found that 51% of Americans had used social networking, and a further 66% had looked at blogs for health information [12].

Social media reviews are increasingly being used to investigate the patient experience of health conditions such as dry eye and chronic obstructive pulmonary disease [13-15]. Other studies have used social media listening to investigate the emotional impact of caregivers who look after patients with leukemia [16] and to identify posts discussing potential misuse or nonmedical use of antidepressants [17]. One study found social media listening generated more concepts relevant to the lived experience of specific conditions in comparison to those generated by concept elicitation interviews and the methodology of group concept mapping [18]. It has been theorized that some individuals may feel more comfortable discussing socially embarrassing symptoms online than discussing them in an interview or focus group setting [18,19]. It is acknowledged that the depth of data collected by social media reviews can be limited in comparison to those collected by methods such as concept elicitation interviews, particularly in cases where character counts are limited for each post (eg, Twitter with a 140 character limit per post, at the time of this research) [18]. To the authors’ knowledge, there is currently no published research exploring how presbyopia is discussed on social media; this study aims to address this gap.

This study aimed to explore how individuals with presbyopia use social media to describe their experiences. Specifically, the study explored how the social media population described the visual and nonvisual symptoms that they experience as a result of presbyopia and the impacts that presbyopia has on their health-related quality of life (HRQoL). A secondary objective was to explore individuals’ experiences of diagnosis and treatment or vision correction method options.

Methods

Study Design

This study was a noninterventional retrospective analysis of social media data available in the public domain.

Search Strategy

A predefined search string was used to identify social media posts and discussions that were relevant to the lived experience of presbyopia. The search string terms were initially identified through a literature search and review of online patient forums. Two approaches were taken to develop the final search string. The first approach was to search social media sources for indication-related keywords only (in English and translated to local languages). This first approach helped identify any further associated symptom or impact terms. The second approach involved searching social media sources using a combination of indication-related keywords and other disease journey–related keywords such as symptoms, diagnosis, and vision correction. Based on the results obtained from these two preliminary searches, appropriate terms were included in the search strategy.

The resulting search string (Multimedia Appendix 1) contained terminology related to the symptoms experienced, impacts of presbyopia, and vision correction options. Three key generic presbyopia search terms (presbyopia, long sightedness, and elasticity) were also translated into five additional languages (German, French, Spanish, Italian, and Japanese) and included in the search query. Boolean operators (AND, OR) were used to combine the keywords into a single search string.
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Data Collection

Sales Force Social Studio database [20] was used to conduct the searches. The search terms (listed in Multimedia Appendix 1) were inputted into the database, and the Sales Force Social Studio software identified posts that matched the search terms across the following media channels: Twitter, forums, blogs, and news posts. Relevant forums and blog posts were identified on online community websites and discussion boards such as Medhelp and Optiboard. News posts were identified from general news websites across different countries.

Social media posts were searched in and identified from the United States, France, Germany, Italy, Spain, the United Kingdom, and Japan. All relevant posts were downloaded, and a random sampling methodology was employed using a simple randomization technique to reduce the number of posts by 50%. The number of posts were reduced by 50% to ensure it was a manageable amount for the research team to manually review. Posts that were originally non-English were translated into English using Google translate. Posts were then manually reviewed by researchers against predefined criteria (Multimedia Appendix 2) to ensure they were relevant to the study objectives.

Data Analysis

Relevant posts were automatically tagged by channel type (eg, Twitter, Forums, Blogs, or News) and, where possible, manually categorized by type of stakeholder (eg, individuals with presbyopia, physicians, researchers, clinics, support groups, company handles, and media), sentiment (positive, neutral, or negative), key themes of discussion, and lived experience. The stakeholder category was established through the grammatical tense of the post. For example, a post that discussed presbyopia in the first person such as “I have difficulty reading because of my presbyopia” was categorized as an individual with presbyopia. Due to the amount of data evaluated, it was not possible to review every profile to confirm stakeholder categorization, and as expected, for many posts that were reviewed, the stakeholder category could not be deduced based on the post content. However, these findings give an indication of the approximate proportions of stakeholders discussing presbyopia online.

State-of-mind analysis was used to explore how individuals felt about presbyopia [21]. State-of-mind analysis is an analyst interpretation of the verbatim and focused on the key psychological and emotional state of audience. In order to maintain the consistency of the interpretation, the analysis went through three levels of review (review from analyst, quality control manager, and project manager).

To illustrate and exemplify the results reported, the authors have included a number of quotations from the social media sources. The authors took several steps to anonymize these publicly reported quotations to ensure direct quotations from posts cannot be traced online. First, any direct quotations that were originally non-English were translated and as a result are not identifiable. Second, the username of the post’s author was removed. Third, any individual patient or caregiver information was anonymized. Finally, any originally English quotations were edited to ensure these cannot be identified online. To edit quotations, the sentence structure and certain words were replaced by synonyms. This was done in a way that ensured the meaning of the quotation was retained. The edited quotations were reviewed by the research team, and consensus was reached.

Results

Overview of Data

Social media posts were collated from May 2017 to August 2017. Figure 1 shows the data relevancy process that was conducted to identify the most relevant social media posts. A total of 4456 social media posts were obtained from the initial search. The random sampling methodology selected 2229 (50.0%) posts for manual review, with 1470 (65.9%) of these 2229 posts identified as relevant to the study objectives.

Figure 1. Process of analysis of post relevancy.
contained the highest level of conversation among the social media population. Discussions on forums were predominantly about quality of life (60/164, 36.6%) and treatment or correction methods (98/164, 59.8%). Discussions on blogs were primarily centered on lifestyle (23/109, 21.1%) and treatment or correction method options (66/109, 60.6%).

The country of origin of the relevant posts was analyzed (Multimedia Appendix 4). The majority of posts originated in Spain (559/1470, 38.0%) or the United States (426/1470, 29.0%). Fewer posts originated from France (147/1470, 10.0%), the United Kingdom (118/1470, 8.0%), Japan (103/1470, 7.1%), Italy (88/1470, 6.0%), and Germany (15/1470, 1.0%).

A total of 270 posts (270/1470, 18.4%) were categorized as posts from individuals who had presbyopia based on the language used (eg., “I am diagnosed”; “I have this condition”). Based on limited data (27 discussions), most of the individuals (19/27, 70.4%) were aged between 40 and 70 years, as would be expected given the typical age range of presbyopia. A peak in social media discussions was observed from May 29, 2017 to June 19, 2017, due to a number of tweets about presbyopia awareness in Spain, the United States, and Japan. In the week of July 31, 2017 to August 7, 2017, a progressive lens was launched and led to an increase in tweets from individuals with presbyopia and health care professionals. A conceptual model (see Figure 2) was formulated to provide an overview of the key causes, symptoms, and impacts that were reported by the presbyopia population on social media. The model also summarizes the key adjustments described to help individuals with presbyopia better cope with the impacts of presbyopia.

**Figure 2.** Conceptual model of social media listening findings.

### Symptoms of Presbyopia

Of the 270 posts categorized as having been posted by individuals with presbyopia (based on the language used), 37 posts referred to symptoms of presbyopia (37/270, 13.7%). The majority of data reported by presbyopic individuals relating to symptoms of presbyopia were obtained via Twitter (21/37, 56.8%), although some discussions were identified in forums (10/37, 27.0%) and blogs (5/37, 13.5%). The social media population appeared to be aware of their near vision being impaired and discussed symptoms such as difficulty reading small print (24/37, 64.9%), diminished ability to focus on near objects (15/37, 40.5%), eye strain (12/37, 32.4%), headaches (9/37, 24.3%), and blurred vision (8/37, 21.6%).

> I have no difficulty reading The Washington Post but I have to strain to read print that is smaller in size.

### Impacts of Presbyopia

A total of 81 posts referred to impacts that presbyopia has on an individual’s life (81/270, 30.0%; see Table 1). The majority of data related to impacts of presbyopia were obtained via forums (42/81, 51.9%) and Twitter (30/81, 37.0%), and fewer were obtained from blogs (9/81, 11.1%). The social media...
population discussed functional or daily life impacts of presbyopia including difficulties reading (46/81, 56.8%), difficulty using digital devices (21/81, 25.9%), and limitations in sport and leisure activities (8/81, 9.9%). Individuals with presbyopia discussed a number of difficulties related to reading including reading text in a small font size (16/46, 34.8%), reading printed text in books (13/46, 28.3%), and reading at a distance when presbyopia becomes more severe (9/46, 19.6%).

Table 1. Impacts of presbyopia reported on social media.

<table>
<thead>
<tr>
<th>Impact</th>
<th>Posts&lt;sup&gt;a&lt;/sup&gt; (n=81), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional</td>
<td>57 (70.4)</td>
</tr>
<tr>
<td>Reading</td>
<td>46 (56.8)</td>
</tr>
<tr>
<td>Using digital devices</td>
<td>21 (25.9)</td>
</tr>
<tr>
<td>Sports and leisure activities</td>
<td>8 (9.9)</td>
</tr>
<tr>
<td>Work</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>Driving</td>
<td>2 (2.5)</td>
</tr>
<tr>
<td>Recognizing people</td>
<td>2 (2.5)</td>
</tr>
<tr>
<td>Putting make-up on</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Eating</td>
<td>1 (1.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Posts could describe more than one.

Presbyopia affects an individual’s ability to enjoy and carry out a range of near vision activities – from reading, writing to precision tasks required in the workplace.

A total of 57 posts (57/81, 70.4%) relating to the emotional impact of presbyopia were identified in this analysis, with individuals with presbyopia typically reporting feelings of sadness (35/57, 61.4%), happiness due to a positive treatment experience, new reading technology, or not needing to depend on glasses (9/57, 15.8%), anger (7/57, 12.3%), and fear (6/57, 10.5%).

The social media population also reported difficulties using digital devices (21/81, 25.9%), specifically mobile phones (11/21, 52.4%), televisions (4/21, 19.0%), computers (4/21, 19.0%), and laptops (3/21, 14.3%).

The worst of all is that I can not see “the mobile” without my presbyopic glasses.

The social media population also reported difficulties using digital devices (21/81, 25.9%), specifically mobile phones (11/21, 52.4%), televisions (4/21, 19.0%), computers (4/21, 19.0%), and laptops (3/21, 14.3%).

The worst of all is that I can not see “the mobile” without my presbyopic glasses.

Impacts of presbyopia relating to specific sports and leisure activities were discussed on social media (8/81, 9.8%) including difficulties diving (4/8, 50.0%), cycling (2/8, 25.0%), skiing (1/8, 12.5%), walking (1/8, 12.5%), and playing piano (1/8, 12.5%).

I find for walking that if I don't wear contacts I find it harder judging where the ground is on rough terrain, so the contacts help for that too.

Other impacts of activities of daily living reported by individuals on social media included driving (2/81, 2.5%), recognizing people (2/81, 2.5%), putting makeup on (1/81, 1.2%), and eating (1/81, 1.2%).

People may refer to it as “reading vision,” but it is the vision used for other near activities, such as eating, putting on make-up

In terms of work impacts, 3 posts (3/81, 3.7%) discussed difficulties using a computer (1/3, 33.3%), recognizing people (1/3, 33.3%), and using a needle (1/3, 33.3%).

Presbyopia affects an individual’s ability to enjoy and carry out a range of near vision activities – from reading, writing to precision tasks required in the workplace.

A total of 57 posts (57/81, 70.4%) relating to the emotional impact of presbyopia were identified in this analysis, with individuals with presbyopia typically reporting feelings of sadness (35/57, 61.4%), happiness due to a positive treatment experience, new reading technology, or not needing to depend on glasses (9/57, 15.8%), anger (7/57, 12.3%), and fear (6/57, 10.5%).

I have a little difficulty to tell the difference between the 3 and 8, and the 6 and 8 !!!! It’s very annoying!!!

Adjustments to Presbyopia

A number of posts discussed adjustments that individuals made to help them cope with the effects of presbyopia (154/270, 57.0%). These adjustments were primarily using glasses (87/154, 56.5%) or contact lenses (59/154, 38.3%). However, a few also referred to adjusting the size of text on an electronic device (4/154, 2.6%), holding reading material farther away than an arm’s length (2/154, 1.3%), and requiring a bright light (2/154, 1.3%).

I feel that my arms are now too short, and at the same time I find it hard to view from far, it could be presbyopia.

Experience of Diagnosis of Presbyopia

A total of 51 posts (51/270, 18.9%) discussed diagnosis of presbyopia. Of these, 90.2% (46/51) reported that they were diagnosed by eye examination, and 9.8% (5/51) reported that they self-diagnosed their presbyopia. Out of those who reported they were diagnosed by eye examination, these included tests of visual acuity (14/46, 30.4%), retinal examination (13/46, 28.3%), slit lamp (12/46, 26.1%), a visual field test (11/46,
23.9%), evaluation of eye muscle integrity (11/46, 23.9%), refraction (2/46, 4.3%), and other tests (8/46, 17.4%).

It is the easiest way to determine presbyopia as a presbyopia based on whether you can read the letters of the newspaper from the position 30 cm away from the eyes or can not read. [Self diagnosis]

Experience of Vision Correction Methods for Presbyopia

Figure 3 provides an overview of the vision correction methods reported in the social media posts. The most frequently reported vision correction options included glasses (114/1470 (7.8%)—of which 60.5% (69/114) were not specified further, 24.6% (28/114) were referred to as reading glasses, 7.9% (9/114) were bifocal glasses, and 7.0% (8/114) were progressive glasses—and contact lenses (75/1470, 5.1%)—of which 53.3% (40/75) were not specified further, 25.3% (19/75) were progressive, 12.0% (9/75) were bifocal, 6.7% (5/75) were monovision, and 2.7% (2/75) were described as monofocal. Other vision correction options discussed included surgery (54/1470, 36.7%)—which included 44.7% (17/38) posts that did not specify the type of surgery, 44.7% (17/38) posts that specified Lasik surgery, 28.9% (11/38) posts that specified corneal inlays, 13.2% (5/38) posts that specified intracocular lens surgery, 10.5% (4/38) posts that specified photorefractive keratectomy—and eye drops, as part of a clinical trial (9/1470, 0.6%), or eye exercises (1/1470, 0.1%).

Figure 3. Vision correction methods reported in social media posts.

I bought a pair of bifocal glasses focusing to both distances for presbyopia.

A number of impacts were found to be associated with current vision correction options. Impacts associated with wearing glasses included feeling “fed up” with having to use reading glasses, feeling unhappy with varifocal glasses, having to remove glasses or look under them while doing close work. Impacts associated with wearing contact lenses included having to have an additional pair of glasses to be able to see middle vision.

The varifocals have worked very well for most things apart from playing the piano... a very specific middle distance when reading music, so I have another pair of glasses just for that. If I need to do very near work, like tweezing eyebrows or a manicure, I put my glasses on my head or peer from under them.

Discussion

Overview of Findings

The data collected in this study identified key concepts relevant to individuals with presbyopia and provided insight into how this condition is discussed online by multiple stakeholders across multiple countries. Key symptoms and vision impairment problems discussed by individuals online included difficulty reading small print, diminished ability to focus on near objects, and eye strain. Impacts of presbyopia discussed in the social media posts included difficulty reading, difficulty using electronic devices, and difficulty taking part in sport and leisure activities. Individuals with presbyopia also discussed the emotional impact of presbyopia with most expressing sadness.

Value of Findings

The findings from this study provide qualitative insights into the lived experience of presbyopia, where there is currently limited published qualitative research. Nevertheless, the symptoms discussed by this social media population were
consistent with those reported in other qualitative studies, specifically difficulties with near vision and blurred vision [5,6,8]. The findings obtained in this study also reflect those described in other qualitative studies that have explored the impact of refractive error (including individuals with presbyopia) on individuals’ daily lives [1,5-9,22]. Difficulties carrying out tasks that require near vision have also been reported in a number of other qualitative studies [5,6,8,23,24]; these include reading small print, using digital devices such as a mobile phones, self-care (for example, putting make-up on), hobbies that require detailed near vision (for example, sewing or weaving), driving, watching television, difficulties with sports and exercise, and difficulties preparing food.

Emotional impacts associated with presbyopia reported in other qualitative studies [6,8] included requiring more help from others, feeling ashamed or embarrassed, feeling scared, depressed, and isolated. Thus, while there is overlap between the published literature and the findings reported here (particularly in terms of depression and sadness), there were also differences, with shame and embarrassment not emerging from the social media review. Impacts on work have also been associated with presbyopia in the literature [6]. Thus, in general, the findings in this social media listening study corroborate other findings in the literature, arguably providing greater confidence that the findings can be generalized across populations, given the large sample size of the social media listening study, which included posts from individuals from a range of countries around the world. This study highlights the value of social media listening for identifying and confirming relevant quality of life concepts for any given disease.

The findings from this social media listening study have contributed to the development of a conceptual model of presbyopia and helped inform development of an interview guide for prospective, in-depth qualitative research and to inform the modification of a patient-reported outcome measure to assess near vision functioning in presbyopia. Knowledge of how individuals discuss their presbyopia and the key concepts associated with their condition could aid communication between health care professionals and their patients and provide a basis for a patient-reported outcome measure that could be used to evaluate quality of life. The findings add to the published evidence regarding the lived experience of presbyopia and are of value to inform the design of clinical trials and other research studies to ensure adequate measurement of the identified visual functioning and quality of life concepts.

**Study Limitations**

The social media posts were analyzed in two ways—first by automated analysis and second by manual analysis. The benefit of automated analysis was that it allowed large amounts of data to be analyzed quickly and efficiently. This methodology was used to reduce the large amount of posts to a more manageable size by identifying and dismissing irrelevant posts. Using automated analysis, however, meant that some intricacies of human expression may not have been captured, and relevant posts may have been dismissed.

As the data were retrospectively collected from social media posts in the public domain, the only information about participants that could, generally, be obtained was the country of origin. Demographic or clinical information about the social media population in most instances could not be obtained; therefore, there was no way to confirm that the individuals truly had a diagnosis of presbyopia [25]. As such, it is not certain that all posts were from individuals with presbyopia (or other relevant stakeholders), and the authors acknowledge that some data may be incorrectly categorized.

When using social media as research media, certain biases need to be considered. People who post on social media represent a biased sample which may not be representative of the whole population of interest. Older people are often underrepresented on social media [26]; this needs to be considered when researching a condition such as presbyopia which becomes more prevalent with increasing age. Internet usage has increased in the older population over the last 20 years, but research shows that it is still used 20% less frequently by older populations than by younger populations and its use varies vastly based on socioeconomic factors, with lower economic status older populations being less active on the internet [27]. This study only found a small proportion of posts about quality of life from the total number of posts identified during the search. As presbyopia increases in severity with age, it is possible that individuals whose quality of life is most affected by their presbyopia are of an age where social media use is less common [26]. An alternate explanation could be that individuals with presbyopia do not discuss the impact presbyopia has on quality of life on social media. It is also acknowledged in the results that social media campaigns related to presbyopia awareness in Spain, the United States, and Japan likely led to increased tweets related to presbyopia in those countries relative to others. Thus, the data regarding the relative number of posts in each country should be interpreted with caution.

Social media listening research brings about its own ethical challenges, given individuals cannot formally consent to the use of their data. It can be argued that, since the social media posts are in the public domain, there is implicit consent that they can be read and used for research. Nevertheless, there is some guidance available regarding steps that can be taken to protect the privacy of individuals posting on social media platforms [28]. Recommendations include only collecting the data necessary to answer the research question, presenting data carefully to avoid participant identification, and understanding the risk of and not using direct text quotations from research participants. However, there is a lack of agreement on the correct way to conduct and present this form of research [29,30]. In particular, the introduction of new General Data Protection Regulation [30] guidelines in the European Union require privacy of any data by design and by default, but those guidelines do not currently offer specific solutions to ensure privacy is maintained in social media research. To ensure anonymity in this study, appropriate steps were taken to deidentify direct quotations. This included removing any identifiable information and editing quotations where necessary to ensure original quotations cannot be discovered online.
Conclusion
Presbyopia has a substantial impact on individuals’ daily life. Individuals with presbyopia can experience particular difficulties with reading and electronic device usage that impact their daily lives and quality of life. Despite the limitations and considerations described, the social media listening methodology provides a quick and person-focused starting point to identify topics and relevant themes of interest that corroborate and provide greater ecological validity to other qualitative findings in the literature. These findings have been used to inform the design of more in-depth, prospective qualitative research and to support research outcomes. For data collected as part of a research outcomes study, the findings should be supplemented with further qualitative research (eg, interviews with individuals with presbyopia) for added rigor [31].
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Abstract

Background: The internet has caused the explosive growth of medical information and has greatly improved the availability of medical knowledge. This makes the internet one of the main ways for residents to obtain medical information and knowledge before seeking medical treatment. However, little has been researched on how the internet affects medical decisions.

Objective: The purpose of this study was to explore the associations between internet behaviors and medical decisions among Chinese adults aged 18 or over, including whether to go to the hospital and which level of medical institution to choose.

Methods: With the adult residents (≥18 years old) in 12 regions including urban and rural areas taken as the research objects, the differences in medical choices of adults with various characteristics were analyzed, and generalized linear mixed models were adopted to analyze the longitudinal data of the China Health Nutrition Survey from 2006 to 2015.

Results: Adult groups with different ages, genders, education levels, regions, places of residence, severities of illness and injury, years of suffering from hypertension, and history of chronic diseases showed diverse medical decisions, and the differences were statistically significant (P<.05). After controlling for these potential confounding factors and taking self-care as the reference, the probability of Chinese adults who participated in online browsing activities selecting hospital care was 0.82 (95% CI 0.69-0.98; P=.03) times that of residents who did not participate in online browsing activities. In terms of medical institution choices, adults who participated in online browsing activities were 1.86 (95% CI 1.35-2.58; P<.001) times more likely to opt for municipal medical treatment than primary care. However, the effect of online browsing on the selection probability of county-level hospitals was not significant compared with primary hospitals (P=.59). Robust analysis verified that accessing the internet had a similar effect on Chinese adults’ medical decisions.

Conclusions: Chinese adults who use the internet are a little less likely to go to the hospital than self-care. The internet has broken down the barriers to obtain knowledge of common diseases and thus has a slight substitution effect of self-care on hospital care. Internet use may increase the probability of adults going to municipal hospitals. The rising tendency of visiting high-level medical institutions may be consequently exacerbated due to knowledge monopoly of severe and complicated diseases that is difficult to eliminate, and the increase in inconsistent and incomplete medical information online will blur the residents’ cognitive boundary of common diseases and severe diseases. Exploring the substantive impact of the internet on medical decision making is of great significance for further rational planning and utilization of the internet, in order to guide patients to appropriate medical institution.

(J Med Internet Res 2020;22(9):e18481) doi:10.2196/18481

https://www.jmir.org/2020/9/e18481
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Introduction
Medical resources have been unequally distributed in different levels of hospitals in China for a long time, and this has resulted in the chaos of residents’ health-seeking behaviors [1,2]. According to statistics, the number of hospital beds in medical institutions in urban areas was 8.70 per 1000 people, compared with 4.56 per 1000 people in rural areas and 1.43 per 1000 people in township hospitals in 2018 [3]. Furthermore, the number of licensed doctors (assistants) per 1000 people in urban and rural areas was 10.91 and 4.63, respectively [3], which indicates the imbalance of medical resources in China. In other words, health resources have been allocated in big cities and superior hospitals. As a result, patients who suffer from acute or severe diseases, or those with stable or mild diseases, tend to select larger and professional hospitals rather than the smaller ones. The overcrowded high-level medical institutions and other medical institutions with insufficient patients reflect the inefficient utilization and wasting of health resources, and the chaos existing in medical practice [4]. In recent years, the hierarchical medical policy (HMP) has been proposed to steer patients from higher- to lower-cost providers [5]. The main idea behind the implementation of HMP is that the initial diagnosis is recommended to be carried out at the grassroots level, chronic and common diseases treated in the primary hospitals, and acute and intractable diseases referred to higher-level hospitals for treatment [6]. In 2018, the Chinese government proposed Internet & health care, a crucial development strategy which regards the internet as an important means to promote the implementation of HMP and optimize allocation of health care resources [7].

The period from 2006 to 2011 represents the initial development stage of China’s internet health care. Telemedicine gradually emerged in 2015, while online medicine and remote consultation were not widely used. However, patients or healthy people can obtain disease knowledge online through search engines such as Baidu, and professional medical websites such as Good Doctor Online and Weivi. The statistical report on internet development in China has suggested that internet penetration has continued to grow and the popularity of the internet has gradually spread to the elderly from the young [8]. Given the convenience, high usability, and wider accessibility, internet has become a medium for the dissemination of health information, which has led to the inflated growth of online medical information and achieved the widespread sharing of medical knowledge. The internet provides us with a variety of health information, including drug information, basic definition and symptoms, treatment methods, and mental health information [9]. People browse health information through the internet to make further medical decisions. For example, patients who originally plan to go to a large hospital change their minds and choose home-based self-care or a nearby primary medical institution for treatment instead after browsing online, or they realize the seriousness of the disease from the internet and immediately seek treatment at a high-level medical institution.

Studies have shown that an increasing number of people tend to use the internet to obtain health care information [10-12], including older adults [13,14]. One study revealed that 57% of adults with acute coronary syndromes in 6 hospitals in Massachusetts and Georgia sought health information online [11]. Another survey found that 88% of participants with opioid treatment searched for information on medical topics online [10]. Furthermore, another study showed that 89% of 335 Chinese pregnant women who attended the antenatal clinic in a general hospital in Guangzhou used the internet to retrieve health information from the beginning of the pregnancy [15]. For Chinese patients with invasive breast cancer, the rate of internet information searching was reported to be 49% [16]. Previous studies have demonstrated that using the internet to obtain health information is very common in the internet era. Exploring the substantive impact of the internet on medical decision making is of great significance for further rational planning and use of the internet, to guide patients to the appropriate medical institution based on their illness.

However, there is limited evidence about how internet affects adult hospital choices. When it comes to the factors influencing residents’ choice of medical treatment, most previous studies have focused more on hospital-related factors, including hospital equipment, distance, time, cost, reputation, doctor level, etc [17-22]. A survey showed that the primary reasons for choosing private hospitals were the presence of a specialist, availability of good equipment and technology, and trust in treatment, whereas proximity, receiving enough information, and being well-treated were the reasons why participants chose family health centers in Samsun Province in Turkey [20]. A semistructured interview study involving 13 pregnant women in Denmark noted that the experience of pregnant women themselves or their peers and travel distance played a role in the women’s choice of delivery hospital [21], while Schuldt et al [22] believed that factors such as the distance to hospital, level of information about the treatment, number of respective treatments performed in the hospital per year, and complication rate had a significant impact on hospital choice. However, these studies have rarely involved internet use.

Several studies that involve internet use indicate that the relationship between the internet and medical decision making still needs to be clarified. Lee et al [23] pointed out that online health information had the potential to powerfully influence the health attitude and behaviors of a large proportion of the population, and affected the management of chronic diseases. However, an earlier study [24] suggested that the internet could enhance residents’ health-related knowledge and attitudes to a certain extent, but rarely changed their health-related behaviors. Similarly, in the study by Zwijnenberg et al [25], patients showed interest in online comparative health care information, but the impact of internet on patients’ decision making remained limited. Consequently, it is still unclear whether searching online information through the internet will affect patient’s decision to go to the hospital and the choice of health care providers.
Therefore, the purpose of this study was to explore residents’ decision-making behavior under the background of the internet era, and to analyze whether the internet could guide and channel patients to the suitable medical institution, so as to achieve hierarchical treatment. Based on measurements of longitudinal data from 2006 to 2015, the generalized linear mixed model was employed to explore the associations between internet use and medical decisions in general Chinese adult population, combined with other relevant factors influencing patients’ preference for hospital types.

**Methods**

**Data Source**

Data were extracted from the China Health and Nutrition Survey [26], an international cooperation project jointly conducted by the Carolina Population Center of University of North Carolina at Chapel Hill and National Institute of Nutrition and Food Safety of the Chinese Center for Disease Control and Prevention. The survey is a continuously open cohort with a multistage, stratified cluster random sampling method, covering 12 regions including Heilongjiang, Liaoning, Hunan, Shandong, Guizhou, Jiangsu, Guangxi, Henan, Beijing, Shanghai, and Chongqing. These regions differ in geographical location, economic development, public resources, health conditions, and other demographic measures, making the survey informative, high-quality, nationally representative data. The entire data collection and collation process has been subject to good quality control. In addition, the desensitized and anonymous data have been publicly released online, without patient privacy.

Questions about internet behaviors have been set in the original Chinese questionnaire after 2006, such as the internet location, online browsing, online chat, online game playing, and the duration of internet behaviors. Thus, this paper selected 2006-2015 longitudinal data. Because the medical treatment of minors is often decided by the guardian rather than by the minors themselves, residents younger than 18 years were excluded, and the research object included only the adult group. After data cleaning, the records with missing key variables, such as health care-seeking behavior and internet use, were excluded. The final analysis included 10,164 records, of which there were 2032, 2280, 3145, and 2707 records in 2006, 2009, 2011, and 2015, respectively. Among them, 4877 records were obtained from the same individuals by repeated observations. A total of 7408 adult participants were involved in the analysis and 2121 participants had records that were repeated at least twice. Each participant was followed up for 1, 2, 3, or 4 times (ie, not everyone had 4 records), which suggests unbalanced longitudinal data.

**Internet Use and Health Care–Seeking Behaviors**

The internet behavior was obtained through the questions “Do you participate in surfing the internet? (Yes/No)” and “Can you access the internet? (Yes/No)” on the questionnaire. Browsing online was chosen as a proxy variable for internet usage, because only individuals who participated in online browsing activities had the opportunity to access the internet medical information. At the same time, in order to test the robustness of the association between internet use and health care-seeking behaviors, internet access was used as another explanatory variable in the robustness analysis.

Health-seeking behaviors were obtained from the questions “What did you do when you felt ill?” and “Which medical institution did you seek first?” The patients made medical decisions in the following 2 steps: (1) Whether to go to the hospital and (2) Which hospital to go to. Therefore, the analysis of the impact of the internet on medical behavior was divided into 2 parts according to the decision-making process. First, did it affect the patient’s choice of whether to seek medical treatment, self-care, or hospital care? This was a 2-category event. Second, based on the level of medical institutions, we classified health care provider choices into primary-level hospital, county-level hospital, and municipal-level hospital, which was a 3-category event.

**Potential Confounders**

Some other factors might influence residents’ decision to seek medical treatment. For example, people of different ages and genders show distinct preferences for hospitals. Geographical differences indicate diverse levels of modernization as well as economic and medical development, and thus residents’ choice of the hospital may be affected by the supply of local medical resources. Given the potential confounders, it is not enough to consider only the single-factor influence of internet behavior on medical decision making. Thus, the adjusted model included sociodemographic characteristics (marriage, age, gender, education), health supply (medical insurance, district, urban or rural), health needs (body mass index, severity of illness or injury, history of chronic illness, hypertension), and other factors as covariates to in-depth verify the influence of internet behavior. Details of the variables are presented in Table 1.
**Table 1. Description of variables.**

<table>
<thead>
<tr>
<th>Variables and description</th>
<th>Variable assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explained variable</strong></td>
<td></td>
</tr>
<tr>
<td>Medical choice</td>
<td>0=Self-care, 1=Hospital care</td>
</tr>
<tr>
<td>Tier of hospital care</td>
<td>1=Primary hospital, 2=County hospital, 3=Municipal hospital</td>
</tr>
<tr>
<td><strong>Explanatory variables</strong></td>
<td></td>
</tr>
<tr>
<td>Online browsing</td>
<td>0=No, 1=Yes</td>
</tr>
<tr>
<td>Internet access</td>
<td>0=No, 1=Yes</td>
</tr>
<tr>
<td><strong>Confounders</strong></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0=Married, 1=Other (single, widowed, divorced, or separated)</td>
</tr>
<tr>
<td>Age</td>
<td>0=18-44 years old, 1=45-59 years old, 3=60-74 years old, 4=≥75 years old</td>
</tr>
<tr>
<td>Gender</td>
<td>0=Female, 1=Male</td>
</tr>
<tr>
<td>Education level(a) (years)</td>
<td>Years of being educated</td>
</tr>
<tr>
<td>Medical insurance</td>
<td>0=No, 1=Yes</td>
</tr>
<tr>
<td>District</td>
<td>0=Center, 1=East, 2=West</td>
</tr>
<tr>
<td>Residence site</td>
<td>0=Rural, 1=Urban</td>
</tr>
<tr>
<td>Time</td>
<td>Survey year (1=2006, 2=2009, 3=2011, 4=2015)</td>
</tr>
<tr>
<td>Disease/injury severity</td>
<td>1=Not severe, 2=Somewhat severe, 3=Quite severe</td>
</tr>
<tr>
<td>Chronic diseases(a)</td>
<td>The number of chronic diseases diagnosed by doctors, including hypertension, diabetes, myocardial infarction, stroke, asthma, tumor</td>
</tr>
<tr>
<td>BMI(a) (kg/m(^2))</td>
<td>Body mass index, calculated by weight (kg)/height (m(^2))</td>
</tr>
<tr>
<td>Hypertension (years)(a)</td>
<td>Years of suffering from hypertension</td>
</tr>
</tbody>
</table>

\(a\)Continuous variable.

**Statistical Analysis and Methodology**

Data collation and cleaning were performed using RStudio 1.1.456 software (RStudio, Inc.). The random forest algorithm was applied to fill in the missing values of potential confounders (<10%) after removing duplicate records and missing samples of key variables. In descriptive statistical analysis, statistical charts and tables were adopted to analyze the changes in health care provider choices among Chinese adults, and the differences in health-seeking behaviors among adults with different characteristics. The quantitative data were described by mean and standard deviation, whereas qualitative data were analyzed using rate or composition ratio. Univariate analysis was performed by Wilcoxon rank-sum test, multisample Kruskal–Wallis rank-sum test, chi-square test, and Cochran–Mantel–Haenszel test. In multivariate analysis, because the data were longitudinal and the health care–seeking behaviors were characterized with 2 categories in the first step and 3 categories in the second step as the dependent variable, the mixed-effects binary or multinomial logit model, (ie, a generalized linear mixed model extends the generalized linear model further to account for variation and correlation of longitudinal data. A random effect \(b_{ik}\) \((i=1, 2, \ldots, m)\) was introduced and the logit link function was selected in the model. With \(k=0\) serving as the reference, the model was expressed using the following equation [28]:

\[
\log\left(\frac{P_{ijk}}{P_{ij0}}\right) = X_{ij}^T \beta + b_{ik} + \epsilon_{ijk} \quad k=1, \ldots, K \ (1)
\]

where \(P_{ijk}\) denotes the probability that adult i makes a medical decision of k in survey year j, \(P_{ij0}=Pr(Y_{ij}=k|X_{ij})\); \(\epsilon_{ijk}\) is the within-subject random error and was normally distributed as \(N(0, \sigma^2)\); \(b_{ik}\) is the between-subjects random effect on the \(k\)th logit component, and was assumed to be distributed as \(N(0, \sigma^2)\); and \(X_{ij}\) is the covariate vector. The mixed-effects binomial logit model \((K=1)\) and mixed-effects multinomial logit model \((K=2)\) were established by GLIMMIX Proc Step in SAS software, version 9.4 (SAS Institute Inc.) [29]. All tests were two-sided at the significance level \(\alpha=0.05\) and \(P<.05\) indicated statistical significance.

**Results**

**Health Care Provider Choices for Chinese Adult Residents**

On the whole, primary care and self-care were the main medical treatment choices for Chinese adults after they were sick or critically ill. The number of chronic diseases diagnosed by doctors, including hypertension, diabetes, myocardial infarction, stroke, asthma, and tumor were analyzed using rate or composition ratio. Univariate analysis was performed by Wilcoxon rank-sum test, multisample Kruskal–Wallis rank-sum test, chi-square test, and Cochran–Mantel–Haenszel test. In multivariate analysis, because the data were longitudinal and the health care–seeking behaviors were characterized with 2 categories in the first step and 3 categories in the second step as the dependent variable, the mixed-effects binary or multinomial logit model, (ie, a generalized linear mixed model extends the generalized linear model further to account for variation and correlation of longitudinal data. A random effect \(b_{ik}\) \((i=1, 2, \ldots, m)\) was introduced and the logit link function was selected in the model. With \(k=0\) serving as the reference, the model was expressed using the following equation [28]:

\[
\log\left(\frac{P_{ijk}}{P_{ij0}}\right) = X_{ij}^T \beta + b_{ik} + \epsilon_{ijk} \quad k=1, \ldots, K \ (1)
\]

where \(P_{ijk}\) denotes the probability that adult i makes a medical decision of k in survey year j, \(P_{ij0}=Pr(Y_{ij}=k|X_{ij})\); \(\epsilon_{ijk}\) is the within-subject random error and was normally distributed as \(N(0, \sigma^2)\); \(b_{ik}\) is the between-subjects random effect on the \(k\)th logit component, and was assumed to be distributed as \(N(0, \sigma^2)\); and \(X_{ij}\) is the covariate vector. The mixed-effects binomial logit model \((K=1)\) and mixed-effects multinomial logit model \((K=2)\) were established by GLIMMIX Proc Step in SAS software, version 9.4 (SAS Institute Inc.) [29]. All tests were two-sided at the significance level \(\alpha=0.05\) and \(P<.05\) indicated statistical significance.
injured, accounting for 37.80% (3842/10,164) and 37.05% (3766/10,164) of the total records, respectively, followed by municipal and county hospitals. From 2006 to 2015, the proportion of consultations at primary medical institutions increased by 1.64% (from 35.97% to 37.61%), which indicated the moderate effects of HMP. The proportion of residents choosing municipal hospitals grew by 4.36% (from 10.97% to 15.33%), whereas the figures for choosing self-care and county hospitals both decreased (Figure 1).

**Figure 1.** Health care provider choices of Chinese adult residents from 2006 to 2015.

### Factors Influencing Adults’ Medical Decisions

Taking the data in 2015 as an example, people with different characteristics had various preferences for health care (Tables 2 and 3).

First, for self-care versus hospital care choice, there was a significant correlation between adults’ age and their medical choices (i.e., as they grew older, more patients chose to go to the hospital for treatment instead of self-treatment; $\chi^2 = 63.0, P < .001$). The factor of disease or injury severity was also found to be statistically significantly associated with medical choices. Patients with more severe illness or injury were more likely to choose hospital care ($\chi^2 = 94.3, P < .001$). In addition, education levels ($P = .005$), residence sites ($P < .001$), years of suffering from hypertension ($P < .001$), and history of chronic diseases ($P < .001$) differed significantly between those who chose self-care and those who chose hospital care ($\alpha = .05$). However, gender, marital status, medical insurance, and BMI were not significantly associated with the choice of self-care or hospital care in univariate analysis (Table 2).

Second, for the tier of hospital care in Table 3, adult groups with different genders, education levels, regions, places of residence, severities of illness and injury, years of suffering from hypertension, and history of chronic diseases showed diverse choices of medical institutions, and the differences were statistically significant ($P < .05$). For instance, those with higher education mainly selected municipal hospitals ($\chi^2 = 76.1, P < .001$). The proportions of urban residents’ choices of hospital were ranked as primary hospitals, municipal hospitals, county-level hospitals, whereas rural residents’ choices of hospitals were ranked as primary hospitals, county hospitals, municipal hospitals ($\chi^2 = 159.7, P < .001$).
Table 2. Medical choices for people with different characteristics in 2015 (N=2707).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Medical choice</th>
<th>Hypothetical test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-care (N=978)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hospital care (N=1729)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\chi^2) (df)/W</td>
<td>(P) value</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-44</td>
<td>232 (23.72)</td>
<td>226 (13.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-59</td>
<td>320 (32.72)</td>
<td>528 (30.54)</td>
<td></td>
</tr>
<tr>
<td>60-74</td>
<td>323 (33.03)</td>
<td>725 (41.93)</td>
<td></td>
</tr>
<tr>
<td>≥75</td>
<td>103 (10.53)</td>
<td>250 (14.46)</td>
<td>.12</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>449 (45.91)</td>
<td>739 (42.74)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>529 (54.09)</td>
<td>990 (57.26)</td>
<td>.16</td>
</tr>
<tr>
<td>Marriage status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>836 (85.48)</td>
<td>1441 (83.34)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>142 (14.52)</td>
<td>288 (16.66)</td>
<td>.005</td>
</tr>
<tr>
<td>Education level (years), mean (SD)</td>
<td>8.140 (4.48)</td>
<td>7.57 (4.53)</td>
<td>.01</td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>388 (39.67)</td>
<td>737 (42.63)</td>
<td>.11</td>
</tr>
<tr>
<td>Center</td>
<td>323 (33.03)</td>
<td>506 (29.27)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>267 (27.30)</td>
<td>486 (28.11)</td>
<td>.92</td>
</tr>
<tr>
<td>Residence site, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban</td>
<td>518 (52.97)</td>
<td>786 (45.46)</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>460 (47.03)</td>
<td>943 (54.54)</td>
<td></td>
</tr>
<tr>
<td>Medical insurance, n (%)</td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>No</td>
<td>36 (3.68)</td>
<td>61 (3.55)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>942 (96.32)</td>
<td>1668 (96.47)</td>
<td></td>
</tr>
<tr>
<td>Disease or injury severity, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not severe</td>
<td>487 (49.80)</td>
<td>548 (31.69)</td>
<td></td>
</tr>
<tr>
<td>Somewhat severe</td>
<td>444 (45.40)</td>
<td>1005 (58.13)</td>
<td></td>
</tr>
<tr>
<td>Quite severe</td>
<td>47 (4.81)</td>
<td>176 (10.18)</td>
<td></td>
</tr>
<tr>
<td>Hypertension (years), mean (SD)</td>
<td>2.01 (5.38)</td>
<td>4.13 (8.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>24.15 (3.84)</td>
<td>24.31 (3.78)</td>
<td>.23</td>
</tr>
<tr>
<td>Chronic diseases, mean (SD)</td>
<td>0.34 (0.62)</td>
<td>0.62 (0.80)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a*Wilcoxon rank-sum test.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Tier of hospital care</th>
<th>Hypothetical test</th>
<th>( \chi^2 ) (df)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-44</td>
<td>137 (13.46)</td>
<td>52 (12.53)</td>
<td>10.2 (6)</td>
<td>.12</td>
</tr>
<tr>
<td>45-59</td>
<td>293 (28.78)</td>
<td>129 (31.08)</td>
<td>.1210.2 (6)</td>
<td></td>
</tr>
<tr>
<td>60-74</td>
<td>451 (44.30)</td>
<td>163 (39.28)</td>
<td>.046.4 (2)</td>
<td>.04</td>
</tr>
<tr>
<td>≥75</td>
<td>137 (13.46)</td>
<td>71 (17.11)</td>
<td>4.2 (2)</td>
<td>.12</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>415 (40.77)</td>
<td>179 (43.13)</td>
<td>76.1 (2)( ^a )</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>603 (59.23)</td>
<td>236 (56.87)</td>
<td>6.4 (2)</td>
<td>.04</td>
</tr>
<tr>
<td>Marriage status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>836 (82.12)</td>
<td>347 (83.61)</td>
<td>4.2 (2)</td>
<td>.12</td>
</tr>
<tr>
<td>Others</td>
<td>182 (17.88)</td>
<td>68 (16.39)</td>
<td>2.0 (2)</td>
<td></td>
</tr>
<tr>
<td>Education level (years), mean (SD)</td>
<td>6.87 (4.47)</td>
<td>9.12 (4.35)</td>
<td>7.6 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>401 (39.39)</td>
<td>200 (48.19)</td>
<td>11.9 (4)</td>
<td>.02</td>
</tr>
<tr>
<td>Center</td>
<td>307 (30.16)</td>
<td>114 (27.47)</td>
<td>159.7 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>West</td>
<td>310 (30.45)</td>
<td>101 (24.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residence site, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>413 (40.57)</td>
<td>294 (70.84)</td>
<td>159.7 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rural</td>
<td>605 (59.43)</td>
<td>121 (29.16)</td>
<td>3.7 (2)</td>
<td>.16</td>
</tr>
<tr>
<td>Medical insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>41 (4.03)</td>
<td>15 (3.61)</td>
<td>30.7 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>977 (95.97)</td>
<td>400 (96.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease or injury severity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not severe</td>
<td>371 (36.44)</td>
<td>99 (23.86)</td>
<td>30.7 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Somewhat severe</td>
<td>563 (55.30)</td>
<td>263 (63.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quite severe</td>
<td>84 (8.25)</td>
<td>53 (12.77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension (years), mean (SD)</td>
<td>3.67 (7.74)</td>
<td>5.58 (9.63)</td>
<td>13.9 (2)( ^a )</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>24.26 (3.72)</td>
<td>24.12 (3.61)</td>
<td>4.0 (2)( ^a )</td>
<td>.13</td>
</tr>
<tr>
<td>Chronic diseases, mean (SD)</td>
<td>0.54 (0.73)</td>
<td>0.79 (0.89)</td>
<td>26.3 (2)( ^a )</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\( ^a \) Multisample Kruskal–Wallis rank-sum test.

**Relationship Between Internet Use and Medical Decisions**

Adults who did not browse the internet presented an obvious preference for primary hospitals, supplemented by self-diagnosis and treatment. By contrast, people who browsed the internet had different medical treatment–seeking behaviors, and they preferred self-care, followed by medical care from primary hospitals and municipal hospitals (Table 4). With the time (year) as a stratified variable, it was found that the use of the internet was significantly related to the choice of health care provider among adults after controlling the time variable by the Cochran–Mantel–Haenszel test (\( \chi^2 \)=170.4, \( P<.001 \)).
Table 4. Association between internet use and medical decisions in different survey years.

<table>
<thead>
<tr>
<th>Year: Internet use</th>
<th>Self-care, n (%)</th>
<th>Primary hospital, n (%)</th>
<th>County hospital, n (%)</th>
<th>Municipal hospital, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2006: Online browsing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (N=124)</td>
<td>65 (52.42)</td>
<td>20 (16.13)</td>
<td>16 (12.90)</td>
<td>23 (18.55)</td>
</tr>
<tr>
<td>No (N=1908)</td>
<td>760 (39.83)</td>
<td>711 (37.26)</td>
<td>237 (12.42)</td>
<td>200 (10.48)</td>
</tr>
<tr>
<td><strong>2009: Online browsing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (N=225)</td>
<td>129 (57.33)</td>
<td>41 (18.22)</td>
<td>14 (6.22)</td>
<td>41 (18.22)</td>
</tr>
<tr>
<td>No (N=2055)</td>
<td>768 (37.37)</td>
<td>808 (39.32)</td>
<td>234 (11.39)</td>
<td>245 (11.92)</td>
</tr>
<tr>
<td><strong>2011: Online browsing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (N=502)</td>
<td>207 (41.24)</td>
<td>128 (25.50)</td>
<td>42 (8.37)</td>
<td>125 (24.90)</td>
</tr>
<tr>
<td>No (N=2643)</td>
<td>859 (32.50)</td>
<td>1116 (42.22)</td>
<td>269 (10.18)</td>
<td>399 (15.10)</td>
</tr>
<tr>
<td><strong>2015: Online browsing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (N=441)</td>
<td>205 (46.49)</td>
<td>117 (26.53)</td>
<td>39 (8.84)</td>
<td>80 (18.14)</td>
</tr>
<tr>
<td>No (N=2266)</td>
<td>773 (34.11)</td>
<td>901 (39.76)</td>
<td>257 (11.34)</td>
<td>335 (14.78)</td>
</tr>
</tbody>
</table>

Impact of the Internet on Choosing Self-Care Versus Hospital Care

Taking self-care as the reference group, the mixed-effects binomial logit model was employed to analyze whether online browsing would influence patient’s decision to visit hospital. Based on the univariate analysis of Model 1, Models 2 and 3 further introduced different confounders that potentially affect patients’ medical decision to validate whether the relationship between online browsing and patient decisions was still significant. Models 1-3 all clarified that Chinese adults who participated in online browsing activities were less likely to go to the hospital than those who did not participate in online browsing activities. As revealed in Model 3, the odds ratio was $0.82$ ($e^{-0.20}$; 95% CI 0.69-0.98; $P=.03$) in the group that participated in online browsing activities compared with those that did not participate in online browsing activities (Table 5).
Table 5. Results of a generalized linear mixed-effects binomial logit model analyzing the influence of internet use on choosing self-care versus hospital care.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Model 1 (unadjusted model)</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI)</td>
<td>P value</td>
<td>Coefficient (95% CI)</td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.70 (0.64 to 0.76)</td>
<td>&lt;.001</td>
<td>0.72 (0.53 to 0.92)</td>
</tr>
<tr>
<td>Online browsing (ref=No)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>−0.52 (−0.66 to 0.38)</td>
<td>&lt;.001</td>
<td>−0.24 (−0.41 to −0.08)</td>
</tr>
<tr>
<td>Age (ref=18-44)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-59</td>
<td>0.16 (0.02 to 0.30)</td>
<td>.03</td>
<td>−0.01 (−0.16 to 0.14)</td>
</tr>
<tr>
<td>60-74</td>
<td>0.21 (0.06 to 0.37)</td>
<td>.008</td>
<td>−0.09 (−0.26 to 0.07)</td>
</tr>
<tr>
<td>≥75</td>
<td>0.34 (0.13 to 0.55)</td>
<td>.001</td>
<td>−0.05 (−0.28 to 0.17)</td>
</tr>
<tr>
<td>Gender (ref=Female)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−0.05 (−0.16 to 0.06)</td>
<td>.40</td>
<td>−0.07 (−0.19 to 0.04)</td>
</tr>
<tr>
<td>Time (ref=2006)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>0.07 (−0.07 to 0.20)</td>
<td>.32</td>
<td>0.07 (−0.08 to 0.22)</td>
</tr>
<tr>
<td>2011</td>
<td>0.38 (0.25 to 0.51)</td>
<td>&lt;.001</td>
<td>0.33 (0.18 to 0.48)</td>
</tr>
<tr>
<td>2015</td>
<td>0.29 (0.16 to 0.43)</td>
<td>&lt;.001</td>
<td>0.25 (0.10 to 0.40)</td>
</tr>
<tr>
<td>Region (ref=Center)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>0.04 (−0.08 to 0.17)</td>
<td>.49</td>
<td>−0.02 (−0.15 to 0.11)</td>
</tr>
<tr>
<td>West</td>
<td>0.04 (−0.10 to 0.18)</td>
<td>.55</td>
<td>0.02 (−0.12 to 0.17)</td>
</tr>
<tr>
<td>Residence site (ref=Rural)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>−0.60 (−0.71 to −0.49)</td>
<td>&lt;.001</td>
<td>−0.71 (−0.82 to −0.60)</td>
</tr>
<tr>
<td>Marriage status (ref=Married)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>−0.15 (−0.29 to −0.01)</td>
<td>.04</td>
<td>−0.15 (−0.30 to 0.003)</td>
</tr>
<tr>
<td>Education level</td>
<td>−0.02 (−0.03 to 0.00)</td>
<td>.01</td>
<td>−0.01 (−0.03 to 0.001)</td>
</tr>
<tr>
<td>Disease/injury severity (ref= Not severe )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat severe</td>
<td>0.85 (0.74 to 0.95)</td>
<td>&lt;.001</td>
<td>0.85 (0.74 to 0.95)</td>
</tr>
<tr>
<td>Quite severe</td>
<td>1.49 (1.29 to 1.68)</td>
<td>&lt;.001</td>
<td>1.49 (1.29 to 1.68)</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>0.32 (0.22 to 0.42)</td>
<td>&lt;.001</td>
<td>0.32 (0.22 to 0.42)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.01 (−0.001 to 0.02)</td>
<td>.09</td>
<td>0.01 (−0.001 to 0.02)</td>
</tr>
<tr>
<td>Medical insurance (ref= No )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.03 (−0.13 to 0.19)</td>
<td>.73</td>
<td>0.03 (−0.13 to 0.19)</td>
</tr>
<tr>
<td>BMI</td>
<td>−0.02 (−0.03 to 0.004)</td>
<td>.15</td>
<td>−0.02 (−0.03 to 0.004)</td>
</tr>
<tr>
<td>Random effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept, variance</td>
<td>2.40</td>
<td>&lt;.001</td>
<td>2.47</td>
</tr>
</tbody>
</table>

Impact of the Internet on the Choices of Tier of Hospital Care

Taking the primary medical institution as the reference group, 3 mixed-effects multinomial logit models (Models 4-6) were established by using different factors that might affect hospital choices as control variables. All parameter estimates of the models were shown in Multimedia Appendix 1, and the key results we were most interested in are presented in Table 6. The result showed that Chinese adults who participated in online
browsing activities were more likely to choose municipal hospitals than primary medical institutions, whether in the unadjusted analysis (Model 4) or in the models adjusted for confounding factors (Models 5 and 6). The multifactor Model 6 hinted that after controlling for as many confounding factors as possible, residents participating in online browsing activities were 1.86 ($e^{0.62} \times 95\% CI \text{1.35-2.58}; P<.001$) times more likely to opt for municipal medical treatment than those who did not participate in online browsing activities (Figure 2). However, the effect of online browsing on the selection probability of county-level hospitals was not significant compared with primary hospitals ($P=.59$).

**Table 6.** Results of generalized linear mixed-effects multinomial logit model analyzing the influence of online browsing on medical provider choice (ref=primary hospital).

<table>
<thead>
<tr>
<th>Model and dependent variable</th>
<th>Online browsing</th>
<th>$P$ value</th>
<th>Coefficient</th>
<th>(95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4(^a) County hospital</td>
<td>$-0.05$</td>
<td>.90</td>
<td>(-0.97 to 0.86)</td>
<td></td>
</tr>
<tr>
<td>Municipal hospital</td>
<td>$1.15$</td>
<td>&lt;.001</td>
<td>(0.51 to 1.78)</td>
<td></td>
</tr>
<tr>
<td>5(^b) County hospital</td>
<td>$-0.31$</td>
<td>.53</td>
<td>(-1.28 to 0.66)</td>
<td></td>
</tr>
<tr>
<td>Municipal hospital</td>
<td>$0.51$</td>
<td>.001</td>
<td>(0.20 to 0.81)</td>
<td></td>
</tr>
<tr>
<td>6(^c) County hospital</td>
<td>$-0.27$</td>
<td>.59</td>
<td>(-1.27 to 0.73)</td>
<td></td>
</tr>
<tr>
<td>Municipal hospital</td>
<td>$0.62$</td>
<td>&lt;.001</td>
<td>(0.30 to 0.95)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Only explanatory variable was included in the model.  
\(^b\)The confounders included in the model were the same as those in Model 2.  
\(^c\)The confounders included in the model were the same as those in Model 3.

**Figure 2.** Odds ratio estimates based on Model 6.

**Robust Analysis**

Tables 7 and 8 present the results of robust analysis using “internet access” as another explanatory variable instead of the existing online browsing. As revealed in Model 9, the odds ratio was 0.85 ($e^{-0.16} \times 95\% CI 0.74-0.99, P=.03$) in the group that could access the internet compared with that which could not.
access the internet. Model 12 showed that compared with primary hospital, the probability of residents who could access the internet selecting municipal hospital was 1.57 ($e^{0.45} \pm 0.95\%\text{ CI 1.20-2.07}, P=.001$) times that of residents who did not access the internet. Besides, there was no preference gap for primary and county hospitals ($P=.98$). Robust analysis verified similar results that the internet had a certain effect on adults’ medical choices.

Table 7. Results of analyzing the influence of “accessing the internet” on medical choice behaviors (self-care versus hospital care, ref=self-care).

<table>
<thead>
<tr>
<th>Model</th>
<th>Internet access</th>
<th>Coefficient</th>
<th>(95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma^a$</td>
<td>–0.45</td>
<td>$(-0.57 \text{ to } -0.34)$</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>$\delta^b$</td>
<td>–0.18</td>
<td>$(-0.32 \text{ to } -0.04)$</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>$\delta^c$</td>
<td>–0.16</td>
<td>$(-0.31 \text{ to } -0.01)$</td>
<td>.03</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Only explanatory variable was included in the model.

$^b$The confounders included in the model were the same as those in Model 2.

$^c$The confounders included in the model were the same as those in Model 3.

Table 8. Results of analyzing the influence of “accessing the internet” on the choice of hospital (ref=primary hospital).

<table>
<thead>
<tr>
<th>Model and dependent variable</th>
<th>Internet access</th>
<th>Coefficient</th>
<th>(95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^a$ County hospital</td>
<td>0.16</td>
<td>–0.52 to 0.84</td>
<td>.64</td>
<td></td>
</tr>
<tr>
<td>Municipal hospital</td>
<td>0.81</td>
<td>0.27 to 1.35</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>$11^b$ County hospital</td>
<td>–0.03</td>
<td>–0.78 to 0.71</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Municipal hospital</td>
<td>0.35</td>
<td>0.09 to 0.60</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>$12^c$ County hospital</td>
<td>0.01</td>
<td>–0.76 to 0.78</td>
<td>.98</td>
<td></td>
</tr>
<tr>
<td>Municipal hospital</td>
<td>0.45</td>
<td>0.18 to 0.73</td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Only explanatory variable was included in the model.

$^b$The confounders included in the model were the same as those in Model 2.

$^c$The confounders included in the model were the same as those in Model 3.

### Discussion

#### Principal Findings

Based on longitudinal data from 2006 to 2015, this paper analyzed the impact of internet on the medical decisions among Chinese adults through generalized linear mixed models. The results showed that the internet had a certain effect on adults’ medical decisions. First, regarding the impact of whether to go to the hospital, adults with internet behaviors (eg, browsing information online, accessing the internet) were less likely to go to the hospital. Patients tended to self-care, which presented a partial substitutive effect of self-diagnosis and treatment on hospital care. Second, in terms of hospital selection, compared with primary hospitals, the use of the internet might not change the probability of choosing county hospitals, but it might increase the probability of going to municipal hospitals for advanced treatment. The study has theoretical and practical implications on how to regulate internet health care and guide patients to seek medical institutions, and has a reference to the promotion and application of internet medical treatment.

Chinese adults with internet behaviors are more likely to self-diagnose and treat at home than visiting hospitals, which is consistent with some research descriptions [30,31]. Yang et al [30] pointed out that in the “internet +” era, online medical platforms provided an effective way to alleviate the high demand for hospitals. As the popularity of the internet has increased dramatically among people, browsing and selecting health information have become a basic approach before determining whether to visit hospitals further [31]. A study of 164 perinatal women in Korea showed that some women, who sought informal medical help online, would be more likely to change their medical decisions only according to internet information, without consulting doctors ($P<.001$) [32]. Concerning the reasons for choosing self-care instead of primary care, some studies have given explanations [10,33,34]. One study noted that almost half of health information seekers (48%) reported that health information online could help them take better care
of themselves, and two-thirds of adults (67%) showed increasing awareness of health issues through internet [33]. Turan et al [34] and others suggested that online access to reliable disease information could abate anxiety, boost the feelings of self-efficacy, and reduce the use of medical services. The popularity of the internet can effectively overcome traditional obstacles and achieve easy access to health information for prevention and treatment [10]. All in all, the internet can break down the barriers to the knowledge of common diseases, reduce the asymmetry of information between patients and doctors to some extent, and improve patients’ awareness and access to basic health knowledge, thereby reducing the possibility of using medical services.

By contrast, this study found that the internet might exacerbate the tendency of going to higher-level medical institutions for medical treatment. The information browsed on the internet is not able to resolve the monopoly of knowledge about intractable and severe diseases. In addition, residents’ misunderstanding of medical expertise can cause health anxiety, for instance, misinterpretation of physical symptoms as signs of serious diseases, accompanied by persistent fear of serious illness [35]. Some studies have reported that internet health information searchers were more likely to have health concerns than nonseekers, and adult seekers tended to rate their health status as poor [36,37]. Furthermore, a random effect meta-analysis demonstrated that online health information seeking was positively correlated with health anxiety (r=0.34, 95% CI 0.20-0.48, P<.001) [37]. At the same time, given the privacy principles, the medical information that can be retrieved is often partial, subjective, and even biased, which aggravates the limitations and incompleteness of residents’ awareness of the disease. In a semistructured interview on the use of Chinese language internet information on cancer, most of the 20 respondents reported that they encountered internet health information with questionable quality [38]. An observational study showed that some sites provide harmful information, and the proportion of these sites was much higher than sites providing reliable information on cancer treatment (N=247) [39]. The studies above hint at the reasons why the use of internet might increase the probability of residents going to high-level medical institutions.

Unlike previous studies that have paid more attention to the impact of hospital-related factors on patients’ medical decision making, our study focused on internet use. Especially in the internet era, as mentioned previously, the internet has played a vital role in residents’ decision making on their choice of hospitals [40]. Li et al [41] demonstrated that there was a strong association between online health communities information and patient decisions of switching from online to offline medical services. One study suggested an association between online health information-seeking behaviors and some health behaviors, such as physical activity, fruit and vegetable consumption, alcohol use, and hypertension medication adherence [23]. However, there are few studies that deal with such health behaviors as whether to go to a hospital and what level of hospital to choose, under the influence of the internet. This research has innovatively analyzed the influence of internet behavior on medical choices by following the 2 steps of the decision-making process. In addition, some factors such as age or education level might be associated with medical decisions. According to a survey in Samsun Province in Turkey, patients aged 18 years or younger and 65 years or older preferred family health centers, whereas those aged 19-64 presented a higher preference for private hospitals [20]. In addition, it was pointed out that the level of education affected patients’ choices [20].

Our study not only explored the impact of the internet use on the residents’ choice of health care provider by univariate analysis, but also deeply took other confounding factors into account, including age, gender, region, urban or rural, education, disease severity, chronic medical history, and BMI, that might affect health care choices from the perspective of residents.

Limitations

This study has employed the generalized linear mixed models to delve into the associations between internet use and medical decisions with longitudinal data, which fills in the gaps of current related research and provides a reference for policy makers. To our knowledge, this is the first time that the mixed-effects multinomial logit regression, an appropriate method for processing longitudinally correlated multiclass data [42,43], is adopted for modeling medical institution choices in China. However, there are some limitations in this study. First, variables such as occupation, income, transportation mode, self-perceived life happiness index, and internet browsing time were not included in the model as confounding factors due to high percentage of missing data. In addition, when interpreting the results, only the internet behaviors in the main forms of “online browsing” and “having access to the internet” were considered, rather than interactive internet medical behaviors, such as online consultation with doctors. As a result, further study focusing more on medical information can be conducted with an in-depth assessment of network usage, including network usage time, languages of online health information (in English or in Chinese) [36], content of information (Western medicine or traditional Chinese medicine), level of trust in online information, etc, which can deeply portray the impact of the internet on residents’ health care-seeking behaviors.

Conclusions

With the advent of the internet, the availability of health care information has improved. The internet has become a pivotal source of medical information for Chinese residents [13,44]. This study has found that compared with self-care, internet use slightly reduces the probability of patients going to the hospital to some extent. In addition, compared with primary hospitals, the internet seems not to change the probability of choosing county hospitals, although it may increase the probability of adults going to municipal hospitals for high-level health care. The internet has broken down the barriers to the knowledge of common diseases, shortened the gaps in health information accessibility, and has produced a slight substitution effect of self-diagnosis and treatment on hospital care. However, the knowledge monopoly of difficult and complicated diseases cannot be eliminated, and at the same time, the increase in inconsistent, incomplete, and commercialized medical information has also brought noise to decision making, and will blur the residents’ cognitive boundary of common diseases and
severe diseases. Consequently, the rising tendency of visiting high-level medical institutions may be exacerbated, which is unable to guide patients to hierarchical diagnosis and treatment. It is necessary to further regulate the normativeness of medical-related websites, ensure the correctness and scientificity of medical knowledge online, and reduce the noise of medical information correspondingly in order to achieve the standardized dissemination of medical knowledge. For example, it is recommended to promote the implementation of telemedicine and internet hospitals, and make it an important means to support health self-management and rehabilitation with extensive application of internet technology, and guide patients to make medical decisions, which will ultimately contribute to the formation of hierarchical diagnosis and treatment order.
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Abstract

Background: Worldwide, the number of people with Parkinson’s disease (PD) is predicted to double between the years 2005 and 2030. Chronic care management requires active collaboration and knowledge exchange between patients and health care professionals (HCPs) for best possible health outcomes, which we describe as co-care. eHealth services have the potential to support the realization of co-care between people with PD (PwP) and HCPs.

Objective: This study aimed to explore how co-care could be operationalized in PD care, supported by eHealth. More specifically, this study explores PwP’s and HCPs’ expectations and desired eHealth functionalities to achieve co-care.

Methods: Principles of participatory design were used to enable the identification of co-care needs and design ideas, in a series of 4 half-day co-design workshops. The sample included 7 (4 women) PwP and 9 (4 women) HCPs, including 4 neurologists, 3 nurses, and 2 physiotherapists. The co-design process resulted in a functional prototype that was evaluated by the co-design participants in the last workshop. Data were collected through note cards produced by the participants during the first 3 workshops and focus group discussions during the 3rd and 4th workshops. The data were analyzed using qualitative thematic analysis. After the workshop series, the prototype was demonstrated at a Mini Fair for ongoing PD research and evaluated using a self-developed questionnaire with 37 respondents: 31 PwP (14 women) and 6 informal caregivers (3 women). Descriptive statistics are reported.

Results: The qualitative analysis of data resulted in 2 main themes. The first theme, core eHealth functionalities and their expected values, describes 6 desired eHealth functionalities for supporting PD co-care between PwP and HCPs: (1) self-tracking, (2) previsit forms, (3) graphical visualization, (4) clinical decision support, (5) self-care recommendations, and (6) asynchronous communication. The second theme, individual and organizational constraints, describes constraints that need to be addressed to succeed with an eHealth service for co-care. Individual constraints include eHealth literacy and acceptance; organizational constraints include teamwork and administrative workload. The majority of the questionnaire respondents (31/37, 84%) perceived that they would benefit from an eHealth service similar to the demonstrated prototype. All prototype functionalities were rated as very important or important by the majority of respondents (ranging from 86% to 97% per functionality).

Conclusions: This study adds to our knowledge on how PD co-care could be operationalized. Co-care implies a shift from episodic routine-driven care to more flexible care management that is driven by the mutual needs of patients and HCPs and supported by active information exchange between them, as well as automated information processing to generate patient-specific advice. More research is needed to further explore the concept of co-care in chronic care management and what it means for self-care and health care.

International Registered Report Identifier (IRRID): RR2-10.2196/11278
Introduction

Chronic conditions affect more than 80% of people aged over 65 years in the European Union and represent a major challenge for health and social care systems [1]. Parkinson's disease (PD) is the second most common neurodegenerative disorder following Alzheimer’s disease. It causes motor and nonmotor symptoms and results in significant burden for individual patients and their families, as well as health care and society [2]. Worldwide, the number of people with PD (PwP) is predicted to double between the years 2005 and 2030 [3]. Given this predicted increase and the limited availability of health care resources, self-management in everyday life is crucial for PwP as well as for people with other chronic conditions.

Co-Care

Chronic disease management requires a different practice of health care compared to the management of acute conditions [4]. This practice emphasizes both patients’ and health care professionals’ (HCPs’) knowledge and active engagement for best possible health outcomes [5,6]. The term co-care, as defined by von Thiele Schwarz [7], emphasizes the use of appropriate tools, such as health information technologies, to enable the creation, shaping, sharing, and application of knowledge between different actors who are involved in an individual’s care.

eHealth and e-Patients

eHealth refers to “health services and information delivered or enhanced through the internet and related technologies” [8]. The internet is an important resource for individuals with chronic conditions to acquire disease-specific knowledge [9] and also among PwP [10]. In 2004, Ferguson and Frydman [11] described patients and informal caregivers who sought online health guidance, for example through health communities, as the first generation of e-patients. Fifteen years later, the second generation of e-patients was described as patients who engage actively in their self-care and health care by producing and sharing their own health data as well as contributing to digital health innovations [12], which indicates a transition towards co-care.

eHealth in Parkinson's Disease Care

There is considerable evidence indicating that eHealth can be effective or at least promising in somatic care [13]. Identified values include real-time monitoring, better tailored personalized services, and patient empowerment [14]. A great number of PD applications are available to support individuals with diagnosis-specific information, assessments, and treatment [15]. In particular, mobile health technologies can support remote monitoring of PD motor symptoms by use of wireless motor sensors [16-18]. Such technologies have been widely recognized as promising [19,20], but the clinical utility of the self-tracked data and their value to improve health care requires further research [17,21,22].

It has been suggested that eHealth tools that support direct patient-provider communication may be more effective at improving patient self-management and self-efficacy [23]. PD technologies still have a tendency to prioritize the physician’s perspective, while the needs of PwP and informal caregivers may not be fully supported [24]. To the best of our knowledge, how to enable PwP and HCPs to partner effectively in co-care, supported by eHealth, has not been described.

Aim

The aim of this study was to explore how co-care could be operationalized in PD care, supported by eHealth. More specifically, this study explores PwP’s and HCPs’ expectations and desired eHealth functionalities to achieve co-care.

Methods

Study Design and Participants

Principles of participatory design were used to enable the identification of PwP’s and HCPs’ views and expectations on co-care [25]. Participatory design shares similarities with action research and offers a method for combining health service and technology development in close collaboration with the intended users of the future service [25].

Co-Design Workshops

The collaborative work was performed in a series of 4 half-day co-design workshops during May and June of 2016 [26,27]. Participants in the co-design workshops included 7 PwP (4 women) and 9 HCPs (4 women). Among the HCPs, 3 were registered nurses, 4 were neurologists, and 2 were registered physiotherapists. The overall aim with the workshops was to explore and identify co-care needs, important functionalities in an eHealth service to enable co-care, and its potential impact for PD care. In workshops 1-3, participants engaged in co-design to explore needs and generate ideas (see Figure 1). In the third workshop, the participants prioritized functionalities to include in a functional prototype of an eHealth service. The prototype was developed by a software developer in the time period between the third and fourth workshops (3 weeks), in collaboration with the workshop facilitators and researchers. Content to include in the prototype was collected from the participants. The PwP contributed by sharing their most recent medication list and prescriptions through an anonymous questionnaire, and HCPs contributed by sharing self-care instructions and assessment instruments that are used in routine care. The PwP user interface was designed for mobile devices (smartphone or tablet), and the HCP user interface was designed for a computer screen (see Multimedia Appendix 1). In the fourth workshop, the participants discussed their perceived usability and acceptance of the prototype and potential impacts. More details about the recruitment process, participants, and
structure and content of the co-design workshops are described in [28]. The regional ethical committee approved the study (2015/2216-31/5).

**Mini Fair for Parkinson’s Disease Research**

After the workshop series, in October 2016, we demonstrated the co-care prototype at a Mini Fair for ongoing Parkinson’s disease research at Karolinska Institutet. After our demonstration, PwP and informal caregivers in the audience were invited to evaluate the prototype and its different functionalities in a questionnaire. The questionnaire was answered by 37 respondents: 31 PwP (14/31, 45% female) and 6 informal caregivers (3/6, 50% female). One of the responding PwP had also participated in the co-design workshops.

**Data Collection and Analysis**

**Co-Design**

User needs and design ideas were collected in workshops 1-3 through note cards produced by the participants in co-design sessions, based on the nominal group technique [29], and focus group discussions with HCPs and PwP separately (workshop 3) [30]. In workshop 4, the prototype was evaluated in focus group discussions, first separately with HCPs and PwP and then collectively with all participants. All workshops were audio recorded.

We followed the principles of a qualitative thematic analysis to analyze the data in 6 phases, using both an inductive and deductive approach [31]. In the first phase, the handwritten note cards created by individual participants (n=139) and the ones created collectively (n=83) were transcribed and labeled with the co-design session number and participant role where applicable. Selected parts from the co-design sessions were transcribed to complement the note cards when more descriptive details were needed for the analysis. The focus group discussions were transcribed verbatim. In the second phase, we identified meaning units in the data and generated initial codes to reflect their content. In the third phase, the meaning units with their initial codes were printed out on individual paper slips and sorted deductively into themes guided by the research question: (1) experienced needs, (2) desired functionalities of a co-care service, and (3) expected value. Subthemes were created inductively by grouping data according to similarities and differences. We first categorized data from the co-design sessions and thereafter added data from the focus group discussions. In the fourth phase, we reviewed and discussed the thematization of all data. When agreement was reached between the authors, the thematic map (ie, themes, subthemes, codes, and meaning units) was transferred to mind-mapping software (FreeMind version 1.0.1). In the fifth phase, themes and subthemes were refined and renamed in several iterations until they reflected a condensed analysis of the participants’ expectations and desired eHealth functionalities to achieve co-care. In the final phase, we selected illustrative quotes that were translated from Swedish into English. Presented quotations are complemented with information about the source or respondent group (ie, note card, PwP or HCP) and workshop number (eg, WS1), which is provided in brackets.

**Prototype Evaluation**

The evaluation questionnaire contained 2 questions about general impressions and 7 questions about the perceived importance of different functionalities. The questions were answered using Likert-type response options with 5 levels. In 2 final questions, respondents were asked to list the 3 most important functionalities and were given the opportunity to provide their own suggestions. We analyzed the questions as Likert-type items, reporting variability as frequencies and percentage and central tendency as mode [32] (Multimedia Appendix 2).

**Results**

**Co-Design**

The qualitative analysis resulted in 2 main themes: (1) core eHealth functionalities and their expected values and (2) individual and organizational constraints.
Theme 1: Core eHealth Functionalities and Their Expected Values

We identified 6 core eHealth functionalities for supporting PD co-care between PwP and HCPs. These include a previsit form (desired functionality 1), patient self-tracking (desired functionality 2), graphical overview (desired functionality 3), clinical decision support (desired functionality 4), self-care recommendation (desired functionality 5), and asynchronous communication (desired functionality 6) and are illustrated in a use case diagram (Figure 2) and described in the following text.

Regarding desired functionality 1, an electronic previsit form was suggested as a PwP-facing and HCP-facing functionality that enables both PwP and HCPs to prepare for planned patient visits and use time during visits more efficiently. The participants discussed that collecting information that is necessary for assessing the PwP’s health status during a visit can be a time-consuming activity. The dialogue in Textbox 1 illustrates how one of the physicians expressed their ambition and challenge of completing the Unified Parkinson’s Disease Rating Scale (UPDRS) during visits.

Figure 2. Use case diagram describing the desired functionalities of an eHealth service to support co-care in Parkinson’s disease care management, targeting the patient (left) and health care professionals (HCPs; right). The numbers in circles refer to the numbered eHealth functionalities in the text.

Textbox 1. Example of how one of the physicians expressed their ambition and challenge of completing the Unified Parkinson’s Disease Rating Scale (UPDRS) during visits.

Physician 1: It is very challenging to find the time to complete it [UPDRS]. But when I do, I feel that I do – also for the long run – very high-quality work that is also easier to follow up.

[...]

Facilitator: Is this something the patient can do beforehand?

Physician 3: No, it’s a status. Patients can help with other parts of it [UPDRS]. If there would be a validated translation in Swedish it could work.

Physiotherapist: Mhm, but there is none. [WS3]

The participants were of the opinion that electronic forms could be a way of collecting information from PwP prior to planned visits, which would be beneficial for both the PwP and HCPs. For example, main concerns and expectations for the upcoming visit, as well as a structured summary of experienced symptoms, medication intake, and diet could be reported beforehand. They pointed out that it would make work easier for HCPs and could support history taking and documentation:

Now patients come with their notes, which are not documented in any way […] this may be a good instrument for documenting issues that may arise time and again. [HCP, WS4]

One of the HCPs also pointed out that in this way, they would not need to remember to ask each of their patients about every possible issue on every occasion they meet, which would save time and enable more efficient consultations.

Regarding desired functionality 2, patient self-tracking was suggested as a PwP-facing functionality that allows PwP to track their own health and wellbeing on a daily basis. Self-tracking was discussed as a method that allows PwP to make their own measurements and register health-related parameters continuously whenever they experience a need for doing so. As one of the HCPs expressed, rather than limiting the collection of health data to the (few) instances when PwP
have scheduled visits with HCPs, self-tracking could be “a way to collect [data] and monitor one's health condition over many years” [HCP, WS4]. The PwP believed that they would not mind spending time on self-tracking and filling in self-assessment forms if this could benefit their health. On the contrary, they saw value in the ability to monitor their health parameters over time. As one of the PwP described, this would make it “easier to understand what is Parkinson’s disease and what is something else” [note card, WS2]. Also, they believed that they would feel more confident in their communication with HCPs because the self-tracked data would make it easier to adequately describe how their condition has varied over time.

The participants believed that HCPs would also benefit from PwP’s self-tracked data as the gathered information could make it easier to make adequate treatment decisions and provide insights about treatment adherence and effectiveness. If negative trends in health or wellbeing can be detected through self-tracking, they also anticipated an opportunity for more timely care interventions and prevention of undesired effects. Given these potential benefits, PwP expressed that the tracking and sharing of data would allow them to feel safer and calmer about their care.

Regarding desired functionality 3, the participants emphasized the need of a PwP-facing and HCP-facing graphical overview of health data collected through self-tracking and previstor forms. It should contain PwP’s reported symptoms and wellbeing, prescribed and consumed medication, as well as their tracked self-care activities, such as number of steps per day or other physical activities. As one of the PwP pointed out:

> If you were to get out the best of this type of system, I think it would be to see trends. [PwP, WS4]

By visualizing trends, the PwP expected to gain more understanding about their situation and thereby gain insights about the effectiveness of their self-care efforts.

The participants, mainly HCPs, further emphasized the need to integrate patient-reported data with other data sources, such as data documented in the electronic health record and the national Parkinson’s quality registry. As one of the HCPs pointed out:

> But it is also convenient if everything is gathered in one and the same portal so that you don’t need to find your way in different systems. [HCP, WS4]

By gathering information from different sources in one overview, HCPs and PwP envisioned a strengthened collaboration also among HCPs. For example, a test result from the physiotherapist might be valuable for the physician when seeing the patient. Both HCPs and PwP also emphasized the possibility for improving collaboration with primary care:

> And that possibly also primary care could get access to some of this, maybe not to use it, but to look into the system. [PwP, WS4]

Regarding desired functionality 4, the need for HCP-facing clinical decision support functionality was emphasized by the HCPs. In particular, they desired automated guidance for planning when to schedule patient visits based on PwP’s individual needs:

> The system signals when it's time for a visit or a telephone contact. [...] If there are several issues, we may need to schedule an earlier consultation. [HCP, WS4]

Automated flags and alerts were suggested as a type of decision support functionality that could support HCPs in planning consultations according to identified needs, rather than a routine care protocol that does not consider the health status of individual patients. For example, the HCPs desired to be notified through alerts or flags that indicate the occurrence of extraordinary events or negative trends based on patient-reported data. As one of them reflected:

> When something does not follow the pattern, that you react earlier, and then it may be easier to manage; not wait until the next follow-up visit which may be months ahead, and then it turns into a big problem instead. [HCP, WS4]

The participants emphasized that automated alerts and recommendations based on patient-reported data are necessary for HCPs to make individual adjustments in care plans as it would not be possible for them to actively monitor all the patients’ self-tracking data. As one of the HCPs pointed out:

> It [the anticipated eHealth system] needs to be so good that it simplifies - and not just by providing the doctor with information. It needs to be processed. [HCP, WS1]

Regarding desired functionality 5, provision of self-care recommendations was one of the essential PwP-facing functionalities that the participants emphasized. As one of the PwP described it:

> Self-care is something we do every day. All of us who have Parkinson's disease [...] It's when we get uncertain about our self-care that we need this - to look something up. It can be about symptoms, general wellbeing... some uncertainty we cannot manage on our own. That's when we need this. [PwP, WS1]

The PwP expressed a desire for information about the causes and determinants of PD, symptoms, treatment, and ongoing research. Moreover, to be able to manage their own health with more confidence, PwP expressed that they need general as well as individually tailored recommendations for self-care. In particular, they desired recommendations regarding administration of medication, diet, physical activity, and exercises they could perform on a daily basis (eg, “What and how should I exercise?” or “What can I do to feel better?” [note cards, WS3]).

With adequate support, the participants expected that PwP could take responsibility for more of the activities important for their health and thus be more autonomous in their self-care. As one of the participants expressed:

> It is possible to support patients in different ways – if there is something to, do they get more independent, I think. [HCP, WS4]
One of the HCPs suggested that a sophisticated eHealth service would ideally generate simple self-care advice based on patient-reported data:

I imagine that a form of self-care could be that you feed in a bunch of data and then something pops out of the eHealth service. But I also understand that it is difficult to do. [...] But simple things: “Have you tried to take the medication without food?” or, if feeling nauseous: “Have you tried to take it with food?” [HCP, WS1]

The possibility of a self-care scoring system and rewards was discussed as a means to motivate PwP to engage in their self-care. However, the idea of rewards and who should receive these was controversial. As one of the PwP emphasized:

Maybe health care should receive the movie theatre gift card instead [of patients], so that they log into the system — because I think that’s where the resistance will be. [PwP, WS4]

However, as one of the HCPs pointed out:

I think that can be intimidating for our staff. We are so pressured. If there is too much of that [rewards and bonus points], I think there will probably be many who choose not to use it [the system]. [HCP, WS4]

Regarding desired functionality, text-based messaging for asynchronous communication was suggested as PwP-facing and HCP-facing functionality. The PwP emphasized the need for continuous and maybe more frequent and regular contact with their HCPs. The participants discussed that a messaging service would make it easier for PwP to get in contact with their HCPs, for example to inform about newly experienced symptoms or to ask for renewals of prescriptions or health certificates — issues that may be resolved without having to meet face-to-face. However, the participants maintained that the idea is not to replace physical visits. As one of the PwP pointed out:

I just think that the planned visit with the health care professional is very important as a check-up — so that this is not systematized too much without noticing when the system goes to hell. The concept is good, but we need — the ultimate checkpoint is to see the patient in front of the health care professional. [PwP, WS1]

The main expected benefit of asynchronous communication was better access to care and more timely support because PwP would be able to contact and reach health care at any time when a need occurs. As one PwP expressed:

This is a way to break into health care. [PwP, WS4]

As one of the HCPs described:

I also think that, many patients we meet want to get in contact, it is difficult to call and no one responds, so it can be very convenient and calming to feel that “I have reported an issue; I have sent it and received a confirmation that it is sent to [HCP].” [HCP, WS4]

Theme 2: Individual and Organizational Constraints

Two subthemes of constraints were identified that need to be addressed for succeeding with an eHealth service for co-care. These reflected constraints on an individual level (eg, relating to eHealth literacy and technology acceptance) and constraints on an organizational level (eg, how teamwork and collaboration between PwP and HCPs are organized).

Regarding the subtheme of eHealth literacy and acceptance, the necessity of eHealth literacy and acceptance was discussed as a major constraint of eHealth services. The participants pointed out that communicating through an eHealth service may not improve access to care for all PwP as some individuals may not be willing or able to use an eHealth service. As one of the HCPs pointed out:

Everyone will not be able to manage this and then we come to what [physician] said — that we need flexibility. There are those who will never have the energy to acquire the knowledge that is needed to manage this [anticipated eHealth system]. [HCP, WS1]

Specifically, motor symptoms of PD may cause difficulty filling in forms. Concerns were also raised in relation to nonmotor symptoms:

Unfortunately, one of the nonmotor symptoms is that you don’t have the energy to fill in these forms. Parkinson-related fatigue is a concern. [PwP, WS4]

An HCP also raised that some health problems may require informal caregivers’ collaboration:

In case of hallucinosis or impulse control problems, patients won’t report these issues themselves. In such cases, family members would need to report. [HCP, WS4]

Regarding the subtheme of teamwork and administrative workload, the participants anticipated that an eHealth service for co-care may require HCPs to engage more in teamwork.

But they [health care] need to somehow organize themselves. This [anticipated eHealth service] could maybe enforce a more holistic perspective. [PwP, WS4]

They emphasized the importance of organizing the team around the patient and clarifying roles and responsibilities:

It needs to be limited, so that the patient-reported issues do not end up being owned by many but addressed by no one. [HCP, WS4]

For example, they stressed that it is important to know who should take responsibility for corresponding with the patient.

The participants further raised that an eHealth service for patient-provider collaboration might cause additional administrative workload for HCPs and thereby limit the time available to interact face-to-face with patients. As one HCP expressed it:
My fear is that one gets tied up with the system and forgets about what is important, the patients. [HCP, WS4]

As one of the PwP expressed:

*If a nurse or physician communicates something to a patient, does this have to be documented in the patient’s record or not? This is something health care will come down on immediately. And if it needs to be documented, this implies a double documentation burden for the HCP.* [PwP, WS4]

HCPs also feared that there is a risk that individual patients might overuse the opportunity to report health issues, which would increase HCPs’ workload. Hence, this could scare HCPs from using this type of eHealth service. As one of the HCPs pointed out:

*Because it is painful [...] not to be able to meet existing expectations. And there will be conflicts in the sense that we know that we would be able to do things better, but we can’t.* [HCP, WS1]

**Prototype Evaluation**

The majority of the 37 questionnaire respondents (31/37, 84%) perceived that they would benefit from an eHealth service similar to the demonstrated prototype, while some (5/37, 14%) were neutral and one (1/37, 3%) saw no benefit. Using rewards was perceived as a benefit by 24 (24/37, 65%), while 12 (12/37, 32%) were neutral and one (1/37, 3%) saw no benefit. All prototype functionalities were rated as very important or important by the majority of respondents (ranging from 86% to 97% per functionality). Previsit forms were rated lowest with a mode of 4 (Important). For all other functionalities (self-tracking, graphical overview, self-care recommendations, asynchronous communication), the mode was 5 (Very important). The 3 functionalities that were rated most important were the ability to send messages to HCPs (asynchronous communication), graphical overview, and self-tracking. The ability to receive messages from HCPs got the fewest ratings as one of the 3 most important functionalities, followed by the previsit forms. The following additional functionalities were suggested: accumulated statistics, synchronization with new models of care, drug information and interaction alerts, and reminders to take medication. Details are presented in Multimedia Appendix 2.

**Discussion**

**Principal Findings**

The aim of this study was to explore how co-care could be operationalized in PD care, supported by eHealth. We identified 6 core eHealth functionalities that were desired by both PwP and HCPs, and all of them were rated important or very important in a group of PwP and informal caregivers that did not participate in the co-design. The co-design participants believed that these functionalities could contribute to higher quality of care in terms of safety, timeliness, effectiveness, efficiency, and patient-centeredness. Concerns that were raised included constraints on individual and organizational levels, which would need to be addressed to succeed with the implementation of a future co-care service.

**Comparison With Previous Work**

In the comparison of our results with prior work, we categorized the 6 desired functionalities into 3 groups, based on their purpose: (1) collection and sharing of health data (previsit forms, self-tracking), (2) feedback and recommendations (graphical overview, self-care recommendations, clinical decision support), and (3) asynchronous communication.

**Functionalities for Collection and Sharing of Health Data**

Self-tracking was described as functionality that is initiated and driven by PwP. In line with the participants’ expectations, previous research has reported that self-tracking could contribute to a deeper understanding about PD manifestations among PwP and enhance both self-care and communication with health care, while also pointing out the importance for PwP to find a balance between the burdens and benefits of self-tracking [33]. The PwP in our study were not worried about the burden of frequent tracking, but the high attrition rate of eHealth services in general needs to be considered [34]. In contrast to self-tracking, previsit forms were suggested as a type of data collection that could be initiated by HCPs to save time during consultations. Previous research indicates that self-reported symptom assessments based on the UPDRS may be a viable option as patients’ own assessments are not less reliable than clinicians’ assessments [35]. Other patient-oriented assessment methods still need refinement (eg, the assessment of visual hallucinations, which are common among PwP [36], or assessments of cognitive impairments [37]). Our study participants emphasized the importance of including open questions in previst forms that allow PwP to describe their main concerns in their own words. However, previous research has shown that discrepancy in patients’ and HCP’s perceptions of which information is important for health care staff to know and respond to may lead to disappointments [38]. A central aspect in the design of such functionalities is the “alignment of concerns” between patients and HCPs to ensure that the shared information is considered meaningful, actionable, and feasible from the perspectives of both patients and HCPs [39].

**Functionalities for Providing Feedback and Recommendations**

Feedback can support PwP in their self-care by providing insights on aggregated symptoms and medication data [40]. While there is an upsurge of self-monitoring applications available to support PD care, comprehensive systems that can support both the assessment of health data and provide treatment recommendations are limited [15,22]. A recent study identified that available eHealth solutions for PD do not always present graphical visualizations of self-tracked data to patients, which defeats the purpose of supporting individuals’ self-care [24]. Research about clinical decision support in PD focuses largely on early detection and diagnosis of PD [41,42], but the participants in our study stressed the value of clinical decision support and self-care recommendations related to the management of already diagnosed PD. Active feedback,
including alerts and personalized recommendations, was considered essential to support individual needs-based health care and self-care. In relation to rewards, previous research corroborates our study participants’ mixed feelings about game-based approaches to enhance motivation and suggests that alternative motivation strategies should be considered [43]. For HCP interfaces, the importance of workflow integration to support data-driven consultations has been emphasized [44]. A European Union–funded project has reported on the design of a clinical decision support system for PD that takes a holistic approach, which is in line with the functionalities suggested in this study [45-47]. The researchers emphasize the importance of enabling shared decision making [46]. Machine learning techniques and medical knowledge are used to generate alerts and suggest appropriate actions to patients, informal caregivers, and health care professionals [47].

**Functionalities for Asynchronous Communication**

To add flexibility in patient-provider collaboration and improve access to care, the participants in this study emphasized the need for functionality to support 2-way asynchronous communication between PwP and HCPs. Limitations in access to PD care in Europe are characterized by a lack of consultations with PD specialists [48], a need for more multidisciplinary care [49], and PD consultations that are based on clinicians’ routines rather than driven by patient needs [50]. If eHealth is used effectively, it has been suggested that the traditional model of care with annual follow-up visits may in future be decomposed into several shorter needs-based consultations [51], which our study participants also expected. However, it has been reported that eHealth services for PD still have a tendency to prioritize the doctor’s perspective, while patients’ and informal caregivers’ needs may not be fully supported [24]. For example, PwP are rarely able to initiate a consultation with their HCPs or signal that their treatment needs adjustment [24]. The PwP in our study emphasized the importance of being able to contact HCPs with free-text messages allowing them to ask questions or signal experienced needs or concerns. However, based on a Cochrane review, there is yet little evidence to justify the use of text messages to support self-management [52]. Therefore, despite the anticipated value of functionality for asynchronous communication that can be initiated by PwP, the potential risks and benefits need further research.

**Addressing Individual and Organizational Constraints of Using eHealth for Co-Care**

As has been shown in previous research, poor eHealth literacy and acceptance could lead to disparities [53]. In particular, factors such as age and disabilities have been negatively associated with the digital divide [54]. The median age of PD onset is 60 years [2]. In comparison, the median age of the PwP in our study was 73 years. To address symptom-related disabilities of PD, design guidelines for touch screen gestures have been suggested [55], as well as calibration of touch screen sensitivity [56]. Previous research also emphasizes the important role of informal caregivers in supporting self-care and symptom assessments [57,58]. Acknowledging caregivers’ role in self-care, it has been suggested that eHealth services for PD should be designed to support collaboration between PwP and their informal caregivers [59]. While our study participants also regretted the absence of informal caregivers in the co-design process, they nevertheless expected that the main challenge ahead would be to engage HCPs. We acknowledge that the implementation and adoption of PD technologies in health care require integration with clinical workflow [19].

**Limitations**

A limitation of this study is that the prototyped eHealth service has not been implemented and evaluated in clinical practice. Thus, our study does not allow us to draw conclusions about the actual value of the desired eHealth functionalities for co-care, including cost-effectiveness and clinical outcomes. Nevertheless, we believe that the multistakeholder co-design workshops provided an effective forum for the PwP and HCPs to discuss and align their concerns, which has been described as a prerequisite for successful design and implementation [39]. This may have been confirmed by the high ratings of the importance of all co-designed functionalities in our evaluation questionnaire. However, these results should be interpreted with caution as the questionnaire was not based on a validated instrument. Our intention was to use the results to guide the next step in the design process, rather than as a summative evaluation of the prototype.

The transferability of our results is inevitably limited by contextual factors of the overall study design, the participant constellation, and the Swedish health care system and standards of care. As has already been discussed elsewhere [28], the constellation of participants had several shortcomings: We failed in our attempt to involve informal caregivers; most of the participating PwP were highly educated and experienced (ie, expert patients); and there were existing professional or patient-provider relationships between some of the participants.

This may have influenced the results to not fully reflect the needs of all stakeholder groups. Because the participants were recruited from different health care organizations, a contextual analysis of (local) care workflows was not considered meaningful at this stage. Instead, we discussed care practices based on the national guidelines for PD care in Sweden [60]. Despite these limitations, we believe that our results capture experienced needs and desired eHealth functionalities for co-care that may be of relevance also in other PD settings, as well as other areas of chronic care management.

**Conclusions**

This study adds to our knowledge on how co-care in PD care could be operationalized. It provides a description of 6 core eHealth functionalities that were desired by PwP and HCPs to support co-care. Co-care implies a shift from episodic routine-driven care to more flexible care management that is driven by the mutual needs of patients and HCPs and supported by active information exchange between them, as well as automated information processing to generate patient-specific advice. While various eHealth applications have been developed and tested for different purposes, as of yet, we lack evidence for services that enable PD co-care by supporting the mutual needs and requirements of PwP, informal caregivers, and HCPs. More research is needed to further explore the concept and operationalization of co-care in chronic care management and
what it means for self-care, health care, and ultimately, individuals' health and wellbeing.
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Abstract

Background: Despite the United States having one of the leading health care systems in the world, underserved minority communities face significant access challenges. These communities can benefit from telehealth innovations that promise to improve health care access and, consequently, health outcomes. However, little is known about the attitudes toward telehealth in these communities, an essential first step toward effective adoption and use.

Objective: The purpose of this study is to assess the factors that shape behavioral intention to use telehealth services in underserved Hispanic communities along the Texas-Mexico border and examine the role of electronic health (eHealth) literacy in telehealth use intention.

Methods: We used cross-sectional design to collect data at a community health event along the Texas-Mexico border. The area is characterized by high poverty rates, low educational attainment, and health care access challenges. Trained bilingual students conducted 322 in-person interviews over a 1-week period. The survey instrument assessed sociodemographic information and telehealth-related variables. Attitudes toward telehealth were measured by asking participants to indicate their level of agreement with 9 statements reflecting different aspects of telehealth use. For eHealth literacy, we used the eHealth Literacy Scale (eHEALS), an 8-item scale designed to measure consumer confidence in finding, evaluating, and acting upon eHealth information. To assess the intention to use telehealth, we asked participants about the likelihood that they would use telehealth services if offered by a health care provider. We analyzed data using univariate, multivariate, and mediation statistical models.

Results: Participants were primarily Hispanic (310/319, 97.2%) and female (261/322, 81.1%), with an average age of 43 years. Almost three-quarters (219/298) reported annual household incomes below $20,000. Health-wise, 42.2% (136/322) self-rated their health as fair or poor, and 79.7% (255/320) were uninsured. The overwhelming majority (289/319, 90.6%) had never heard of telehealth. Once we defined the term, participants exhibited positive attitudes toward telehealth, and 78.9% (254/322) reported being somewhat likely or very likely to use telehealth services if offered by a health care provider. Based on multivariate proportional odds regression analysis, a 1-point increase in telehealth attitudes reduced the odds of lower versus higher response in the intention to use telehealth services by 23% (OR 0.77, 95% CI 0.73-0.81). Mediation analysis revealed that telehealth attitudes fully mediated the association between eHealth literacy and intention to use telehealth services. For a 1-point increase in eHEALS, the odds of lower telehealth use decreased by a factor of 0.95 (5%; OR 0.95, 95% CI 0.93-0.98; P<.001) via the increase in the score of telehealth attitudes.
Conclusions: Telehealth promises to address many of the access challenges facing ethnic and racial minorities, rural communities, and low-income populations. Findings underscore the importance of raising awareness of telehealth and promoting eHealth literacy as a key step in fostering positive attitudes toward telehealth and furthering interest in its use.

Methods

Introduction

The United States has one of the leading health care systems in the world, offering highly specialized and technologically advanced medical care. At the same time, the US health care system faces many challenges, especially when serving vulnerable communities (eg, low socioeconomic status groups, minority populations, and uninsured people). Primary among these challenges is access to care, including lack of health insurance coverage [1], shortages of primary and specialty care providers [2], transportation difficulties [3], and language barriers [4,5], among others. With recent advances in technology, telehealth promises to address many of these access challenges.

Telehealth is commonly defined as “the use of electronic information and telecommunications technologies to support and promote long-distance clinical health care, patient and professional health-related education, public health, and health administration” [6]. This definition encompasses a broad scope of remote health care services (eg, telemedicine, telemonitoring, mobile health [mHealth] apps, patient portals). For the purposes of this study, telehealth as presented to participants and supported by the statements assessing their attitudes is more representative of telemedicine rather than other health information technologies (HIT). We opted to use the term telehealth in the survey because of its broader scope and higher likelihood of public recognition.

Several models, such as the technology acceptance model [7] and the unified theory of acceptance and use of technology [8], have been developed to depict consumer interest and willingness to use technology. With the expansion of technology into the health care sector, these models, with various modifications, have been applied to the adoption of HIT such as mHealth apps, patient portals, telemonitoring, and telemedicine [9]. Only recently have efforts been directed at developing technology use models specific to the health context [10,11]. In addition to the common key concepts across previous models (attitudes, behavioral intention, and behavior), HIT-specific models expand the focus from the technology’s features to incorporate end-user characteristics (eg, health status, internet self-efficacy) and the realm of social influence. The role of electronic health (eHealth) literacy, commonly defined as “consumers’ combined knowledge, comfort, and perceived skills at finding, evaluating, and applying electronic health information to health problems” [12], has rarely been integrated in these models [11]. Yet evidence has been mounting in support of its role in the adoption of various HIT apps such as patient portals [13,14] and mHealth [15,16]. In line with conceptual models depicting end-user characteristics influencing behavioral intention to use HIT through the mediating effects of perceived ease of use, perceived usefulness, and attitudes [10], we hypothesize that eHealth literacy will exhibit a similar indirect effect on the behavioral intention to use telehealth.

Most telehealth research in the United States has initially focused on telehealth adoption from the perspective of health care providers [17-21] and health systems [20,22] or on policies [23] and reimbursement models that facilitate its adoption [24]. The consumer/patient perspective has just recently been more extensively considered. However, most patient research on telehealth has been conducted at the international level [21,25,26] or has focused on white, non-Hispanic populations within the United States [27]. The perspective and characteristics of individuals from vulnerable US minority communities has not received much attention, although there are a few notable exceptions focused primarily on African Americans [28,29]. Given that Hispanics are the largest minority group in the United States [30], it is important to understand the factors that influence their acceptance of telehealth, especially given that acceptance is a predictor of adoption [31]. This entails examining several dimensions, primary among which are end-user characteristics and attitudes toward health technology. Thus, the purpose of this study is to assess the factors that shape behavioral intentions to use telehealth services in vulnerable, marginalized Hispanic communities along the Texas-Mexico border and examine the role of eHealth literacy in telehealth intention use.

Study Setting

We collected data from participants at Operation Lone Star (OLS), a joint military and civilian public health emergency preparedness exercise that takes place annually along the Texas-Mexico border. OLS is a cooperative effort between the Texas Department of State Health Services, Cameron County Public Health Department, Hidalgo County Health and Human Services, City of Laredo Health Department, the Texas State Guard, and various community volunteer organizations. The event brings free health care services to area residents. These include child immunizations, sports physicals, hearing screenings, vision screenings for prescription glasses, diabetes and blood pressure screenings, and dental services, among others.

In 2018, OLS events took place during the week of July 23-27 at 6 locations across 4 border counties (Cameron, Hidalgo, Starr, and Webb). For this study, we collected data at one of the two Hidalgo County sites, which provided services to 2294 children and adult county residents over the course of OLS week. Hidalgo
County is the largest county along the Texas-Mexico border; it is home to almost 850,000 people, the overwhelming majority of whom are of Hispanic or Latino origin (92%) [30]. The county is characterized by high poverty rates (almost a third of the population lives below the federal poverty level) and low educational attainment (36% of individuals aged 25 years and over do not have a high school degree) [30]. Lack of health care coverage is a major access challenge with 43% of individuals aged 18 to 64 years being uninsured in 2018 [32].

**Recruitment and Data Collection**

Data were collected in person by students participating in a special course-based undergraduate research experience, two graduate research assistants, and the first author. All data collection team members completed training in the ethical conduct of research, survey administration, and interviewing techniques, as well as additional requirements for participation at OLS. Most team members were bilingual (English and Spanish).

We employed a convenience sampling design to recruit participants. The data collection team approached event attendees waiting to receive health services at various stations, provided them with information about the study and invited them to participate. The 15- to 20-minute interviews were conducted in either English or Spanish, based on the participant’s preferred language. After completing the anonymous interview, participants were provided with a drawstring bag, a bottle of water, and a chance to enter in a raffle for one of sixty $50 gift cards from a local grocery store.

All study procedures were approved by the institutional review board at the University of Texas Rio Grande Valley (UTRGV).

**Survey Instrument**

The survey instrument included questions assessing sociodemographic information, health status, eHealth literacy, and telehealth-related variables measuring attitudes and behavioral intentions to use telehealth. For sociodemographic characteristics and health status variables, we used questions from existing national surveys (eg, US Census Bureau, Centers for Disease Control and Prevention [CDC]) for which existing Spanish translation was available. For the remaining variables, where no Spanish translation was available, a bilingual (English and Spanish) graduate student translated the survey. The survey was then piloted by bilingual and native Spanish-speaking interviewers who assessed participant understanding of both the English and Spanish versions. Minor modifications were made to reflect the area’s culture and local linguistic Spanish use.

We provided participants with the following definition before asking about the two main telehealth-related variables (outcome measure: behavioral intention to use telehealth; predictor measure: attitudes toward telehealth): Telehealth uses technology to access and manage health care outside of doctors’ offices or clinics. Some examples are receiving care from your health care provider by video, remote monitoring of blood pressure or heart rate, or checking your laboratory results online.

**Outcome Measure: Behavioral Intention to Use Telehealth Services**

We assessed the behavioral intention to use telehealth by the question, “How likely are you to use telehealth services if they were offered by your provider?” Response options included: very likely, somewhat likely, not very likely, and would not use telehealth services.

**Predictor Measures**

**Attitudes Toward Telehealth**

We assessed attitudes toward telehealth by asking respondents to rate their level of agreement (5-point Likert scale: 1=strongly disagree to 5=strongly agree) with 9 statements reflecting different aspects of telehealth use such as perceived ease of use, perceived usefulness, and perceived cost effectiveness. The statements were adopted with minor modifications from a study on patient telemedicine readiness in a Louisiana oncology practice [28]; the instrument was developed based on the technology acceptance model [7,33] and the fit between individuals, task, and technology framework [34]. The summed scale (range 9 to 45 with higher scores reflecting more positive attitudes) demonstrated good internal consistency (Cronbach alpha of .794); the internal consistency was lower for the Spanish surveys (Cronbach alpha of .757) as compared with the English surveys (Cronbach alpha of .839) but still above the acceptable .70 threshold value [35].

**Telehealth Readiness**

We assessed telehealth readiness with 3 questions related to the methods participants used to (1) make an appointment with their health care provider, (2) communicate with their health care provider, and (3) keep track of their personal health information. A participant was considered telehealth-ready if they had communicated with their health care provider to make an appointment or discussed their test results via a website and/or email or kept track of their personal health information using an online system.

**eHealth Literacy**

We used the 8-item eHealth Literacy Scale (eHEALS) to assess eHealth literacy [12]. For each item, respondents indicated their level of agreement on a 5-point Likert scale (1=strongly disagree to 5=strongly agree). Higher scores on the summation of responses (range 8 to 40) reflect higher levels of eHealth literacy. The reliability and validity of eHEALS has been previously established in both English and Spanish [12,36]. Cronbach alpha, assessing the internal consistency of eHEALS, was .916 for our sample (.904 and .924 for the English- and Spanish-speaking subsamples, respectively).

**Sociodemographic Variables**

We assessed several sociodemographic variables, including age, sex, employment status, marital status, educational attainment, country of birth, ethnicity, annual household income, and health care coverage.

**Internet Knowledge and Skills**

We used 2 questions to examine participant internet knowledge and skills. The first question (dichotomized yes/no) asked...
participants whether they have “ever gone online to access the internet or to send and receive emails.” The second question asked respondents to self-rate their internet skills. Responses were dichotomized as yes=fairly skilled, very skilled, or expert and no=not at all skilled or not very skilled.

Health Status
To assess the health of participants, we used 2 measures. The first measure examined general health status through the CDC’s validated self-rated health status measure [37,38]: “Would you say that in general your health is?” The 5 response categories were excellent, very good, good, fair, and poor. We dichotomized the responses: 1=fair or poor health versus 0=otherwise. The second measure, chronic condition, assessed the presence of chronic health conditions by asking participants whether they have ever been told by a health professional that they had diabetes, asthma, heart disease, cancer, or arthritis. Those reporting a diagnosis of one or more conditions were coded as 1=having at least one chronic condition versus 0=otherwise.

Statistical Analysis
We used descriptive analyses (frequencies and percentages for categorical variables and means and standard deviations for continuous variables) to summarize and examine study data by the levels of the outcome variable (intention to use telehealth services). To take into account the ordinal nature of the outcome variable (that there is a clear ordering of the levels but with unknown absolute distances between them) and the fact that the number of the ordered levels is fewer than 5, we conducted bivariate and multivariate proportional odds regression analyses [39,40]. To identify independent factors associated with the intention to use telehealth services, we fitted proportional odds regression models with variables selected based on the bivariate analyses and controlling for potential confounders. We assessed for potential multicollinearity and 2-way interactions between the variables included in the models. Model-based adjusted odds ratios (ORs) for lower versus higher response levels for the intention to use telehealth services and their respective 95% confidence intervals were estimated. The assumption of the proportional odds model that the effects of any explanatory variables are proportional across any response levels were tested using the score test and likelihood ratio test. To select a good model, we used Akaike information criterion.

To test for the potential mediation effect of telehealth attitudes on the effect of eHealth literacy on the intention to use telehealth services (Figure 1), we conducted mediation analysis. A mediator is a variable M (eg, telehealth attitudes) that falls into the casual pathway between an independent variable X (eg, eHealth literacy) and an outcome variable Y (eg, intention to use telehealth services) and at least partially explains the effects of X on Y. To examine a potential mediation effect, we decomposed the total effect of eHealth literacy on the intention to use telehealth services (c path) into two causal paths, direct effect (c’ path between eHealth literacy and intention to use telehealth services not passing through telehealth attitudes) and indirect effect (path between eHealth literacy and the intention to use telehealth services passing through telehealth attitudes) [41].

Figure 1. Path diagram of the hypothesized mediation model.

The focus of the mediation analysis was to evaluate and estimate the indirect effect of eHealth literacy on the intention to use telehealth services using the product of coefficients approach, c=ab and employing the method proposed by VanderWeele et al [42] by fitting the regression models (1) and (2) below in the settings of an ordinal outcome and a continuous mediator:

\[
Y_{ij} = \beta_x X + \beta_m M + \beta_z Z + \epsilon_{ij}
\]

\[
\log\left( \frac{P(Y > j | X, M, Z)}{P(Y > j+1 | X, M, Z)} \right) = \gamma_x X + \gamma_m M + \gamma_z Z + \gamma_1 \text{int}_1 + \ldots + \gamma_j \text{int}_j + \gamma_{j+1} \text{int}_{j+1} + \ldots + \gamma_k \text{int}_k + \eta
\]

where equation (1) is a linear regression equation for the continuous mediator M on the explanatory variable X and a covariate Z with intercept \(i_0\) and slopes a and b, respectively, and a random error \(\epsilon \sim N(0, \sigma^2)\); and equation (2) is a proportional odds regression model for the log of probability of a smaller response \(Y \leq j\) compared with the probability of a larger response \(Y > j\) on independent variable X with regression coefficient \(c'\), mediator variable M with regression coefficient b, and covariate Z with regression coefficient \(d\), \(i_1 \) are the intercepts, and \(j=1,2,3,4\) is the number of the ordered categories in the outcome variable Y.

Under the assumptions that the reference level in the outcome variable is common, the model is correctly specified, and the mediator follows a normal distribution with a constant...
conditional variance, the natural indirect effect (NIE) and natural direct effect (NDE) for an exposure X on the outcome Y comparing any two X=x and X=x* for a proportional odds model are given by:

\[
\text{NIE} \approx \exp\{ab(x–x*)\} \quad (3)
\]

\[
\text{NDE} \approx \exp\{c'(x–x*)\} \quad (4)
\]

The standard errors of the log of the aforementioned effects were estimated using the Delta method [42,43].

Proportion of mediated effect in the total effect was computed as:

\[
\text{Multivariate regression and mediation analyses were conducted using complete case analysis under the missing at random (MAR) assumptions. The 294 participants used to build the model did not differ from the original sample in terms of sociodemographic characteristics: age, gender, education level, marital status, employment status, language, income, and health insurance status.}
\]

All statistical analyses were generated using SAS software version 9.4 (SAS Institute Inc). All statistical tests were 2-sided and performed at .05 significance level.

**Results**

**Sample Characteristics**

Table 1 reports sample characteristics by the levels of the outcome variable (intention to use telehealth services). Most of the participants were female (261/322, 81.1%), Hispanic (310/319, 97.2%), and of low socioeconomic status (219/298, 73.5% reported annual household incomes below $20,000). Only 59.3% (191/322) were high school graduates and 41.6% (131/315) were employed. Around a third (117/320, 36.6%) were born in the United States; a similar percentage (126/322, 39.1%) chose to complete the survey in English. Over half of participants (181/322, 56.2%) were married. The average age was 43 (SD 14.1) years. Not surprisingly, given the nature of the event where free health care services are the main attraction, only a fifth (65/320, 20.3%) were insured. A large proportion (136/322, 42.2%) self-rated their health as fair or poor, considerably higher than the corresponding numbers of 30% and 21% at the county and state levels, respectively [44]. Over a third (124/321, 38.6%) indicated having at least one chronic health condition.

Regarding familiarity with technology, only 59.9% (193/322) indicated having gone online to access the internet or send/receive emails. Almost 40% (118/306, 38.6%) self-rated their internet skills as not skilled at all or not very skilled. As a result, a small proportion of participants exhibited telehealth readiness: only 23.9% (77/322) reported having used technology to communicate with their health care provider or keep track of their personal health information. While only 9.4% (30/319) had heard of telehealth, once provided with a telehealth definition, 4 in 5 respondents were either very likely (137/322, 42.5%) or somewhat likely (117/322, 36.3%) to use telehealth services, if offered by their health care provider. The remainder were either not very likely (25/322, 7.8%) or indicated that they would not use these services (43/322, 13.4%). The average eHEALS score was 28 (SD 7.1, range 8 to 40) and the average telehealth attitudes score was 30 (SD 5.9, range 13 to 45).

Bivariate analyses (Table 1), using proportional odds regressions to predict lower versus higher intentions to use telehealth services, revealed that only country of birth (\(P=0.01\)), language in which survey was administered (\(P=0.01\)), eHEALS score (\(P=0.03\)), and telehealth attitudes (\(P<0.001\)) were significantly associated with the intention to use telehealth services.

Overall, respondents reported positive attitudes toward the use of telehealth. The majority indicated agreement with the idea that telehealth can save time and money and provide access to specialized care (Figure 2). An area of concern for more than half of respondents (169/321, 52.6%) was related to their ability to understand the physician through a telehealth video or call. The significant variables based on bivariate analysis, with the exception of language, were then included in a multivariate proportional odds regression model. Given the high level of collinearity between language and country of birth (\(r=0.732\)), we opted to include only the country of birth for its more objective level of measurement relative to the language variable. The language variable was based on the language in which participants chose to complete the survey (English or Spanish); while indicative of language preference, it does not necessarily measure the level of English language proficiency or correspond to language measures in other studies or national datasets. Country of birth, on the other hand, is a standard measure and allows for comparability across studies [45]. To ensure that the language variable did not impact the results differently, we repeated the analysis with language instead of country of birth and the results were similar.
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Table 1. Sample characteristics by the levels of the intention to use telehealth services if offered by a health care provider.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total sample (n=322)</th>
<th>Very likely (n=137)</th>
<th>Somewhat likely (n=117)</th>
<th>Not very likely (n=25)</th>
<th>Would not use (n=43)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Categorical, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>261 (81)</td>
<td>111 (81)</td>
<td>91 (78)</td>
<td>21 (84)</td>
<td>38 (88)</td>
<td>.54</td>
</tr>
<tr>
<td>Hispanic</td>
<td>310 (97)</td>
<td>133 (98)</td>
<td>112 (97)</td>
<td>24 (100)</td>
<td>41 (95)</td>
<td>.58</td>
</tr>
<tr>
<td>Income&lt;sup&gt;b&lt;/sup&gt; &lt;$20K</td>
<td>219 (74)</td>
<td>100 (79)</td>
<td>71 (65)</td>
<td>18 (72)</td>
<td>30 (81)</td>
<td>.33</td>
</tr>
<tr>
<td>High school graduate</td>
<td>191 (59)</td>
<td>78 (57)</td>
<td>71 (61)</td>
<td>19 (76)</td>
<td>23 (54)</td>
<td>.56</td>
</tr>
<tr>
<td>Employed</td>
<td>131 (42)</td>
<td>53 (40)</td>
<td>56 (48)</td>
<td>12 (50)</td>
<td>10 (24)</td>
<td>.70</td>
</tr>
<tr>
<td>US-born</td>
<td>117 (37)</td>
<td>39 (29)</td>
<td>49 (42)</td>
<td>11 (46)</td>
<td>18 (43)</td>
<td>.01</td>
</tr>
<tr>
<td>English survey</td>
<td>126 (39)</td>
<td>40 (29)</td>
<td>51 (44)</td>
<td>14 (56)</td>
<td>21 (48)</td>
<td>.01</td>
</tr>
<tr>
<td>Married</td>
<td>181 (56)</td>
<td>77 (56)</td>
<td>66 (56)</td>
<td>11 (44)</td>
<td>27 (63)</td>
<td>.92</td>
</tr>
<tr>
<td>Insured</td>
<td>65 (20)</td>
<td>29 (21)</td>
<td>22 (19)</td>
<td>4 (16)</td>
<td>10 (23)</td>
<td>.84</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair/poor</td>
<td>136 (42)</td>
<td>55 (40)</td>
<td>48 (41)</td>
<td>9 (36)</td>
<td>24 (56)</td>
<td>.26</td>
</tr>
<tr>
<td>Chronic condition</td>
<td>124 (39)</td>
<td>57 (42)</td>
<td>42 (36)</td>
<td>9 (36)</td>
<td>16 (37)</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Internet skills</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gone online&lt;sup&gt;c&lt;/sup&gt;</td>
<td>193 (60)</td>
<td>76 (56)</td>
<td>77 (66)</td>
<td>19 (76)</td>
<td>21 (49)</td>
<td>.45</td>
</tr>
<tr>
<td>Not/not very skilled</td>
<td>118 (39)</td>
<td>56 (43)</td>
<td>35 (31)</td>
<td>9 (38)</td>
<td>18 (46)</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Telehealth</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telehealth ready</td>
<td>77 (24)</td>
<td>33 (24)</td>
<td>30 (26)</td>
<td>6 (24)</td>
<td>8 (19)</td>
<td>.69</td>
</tr>
<tr>
<td>Heard of telehealth</td>
<td>30 (9)</td>
<td>11 (8)</td>
<td>14 (12)</td>
<td>4 (16)</td>
<td>1 (2)</td>
<td>.92</td>
</tr>
<tr>
<td><strong>Continuous, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>43 (14)</td>
<td>44 (14)</td>
<td>41 (14)</td>
<td>41 (12)</td>
<td>46 (17)</td>
<td>.62</td>
</tr>
<tr>
<td>eHEALS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>28 (7)</td>
<td>28 (7)</td>
<td>28 (7)</td>
<td>29(6)</td>
<td>25 (9)</td>
<td>.03</td>
</tr>
<tr>
<td>Telehealth attitudes</td>
<td>30 (6)</td>
<td>34 (5)</td>
<td>30 (4)</td>
<td>28 (5)</td>
<td>23 (6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Wald chi-square test.
<sup>b</sup>Annual household income.
<sup>c</sup>Gone online to access the internet or to send and receive emails.
<sup>d</sup>eHEALS: eHealth Literacy Scale.
As shown in Table 2, eHEALS was no longer significantly associated with the intention to use telehealth ($P=0.68$). The telehealth attitudes variable maintained significance, indicating that a 1-point increase in telehealth attitudes reduced the odds of lower versus higher response in the intention to use telehealth services by 23% (OR 0.77, 95% CI 0.73-0.81). In addition, US-born participants, compared with foreign-born participants, had 2.20 (95% CI 1.35-3.58) times higher odds of lower versus higher response in the intention to use telehealth services.
Mediation Analysis

Bivariate analysis (Table 1) revealed that eHealth literacy, as measured by eHEALS, was significantly associated with the intention to use telehealth services (P=.03). After controlling for the effect of country of birth, eHEALS remained significantly associated with the outcome (P=.02). The assumptions of the linear regression model (telehealth attitudes regressed on eHEALS and country of birth) for normal (Shapiro-Wilk test P value=.07) and homoscedastic errors (White test P value=.16) were satisfied. Linear regression analysis showed that eHEALS was significantly associated with the hypothesized mediator, telehealth attitudes (P=.002), controlling for the effect of country of birth (Table 3). Based on the proportional odds regression model, eHEALS was no longer associated (P=.68) with the intention of telehealth use after adjusting for telehealth attitudes and country of birth (Table 3). This indicated that telehealth attitudes fully mediated the association between eHEALS and intention to use telehealth services. Using the Delta method, the estimated NIE of eHEALS, on the intention to use telehealth was significant (OR 0.95, 95% CI 0.93-0.98; P<.001). For a 1-point increase in eHEALS, the odds of lower use of telehealth services decreased by a factor of 0.95 (5%) via the increase in the score of telehealth attitudes, controlling for the effect of country of birth. The estimated proportion of mediated effect of eHEALS in the total effect was 117.87% (Table 3). The fact that the direct effect c′ was opposite to the indirect ab is known as inconsistent mediation [46] because the mediator acts like a suppressor variable. For the same reason, the estimated proportion of the mediated effect was greater than 1 [46].

Discussion

Principal Findings

This study examined the attitudes of vulnerable minority groups toward telehealth and assessed the factors that shape their intention to use telehealth services. Findings revealed that marginalized Hispanic communities along the Texas-Mexico border have had limited exposure to telehealth. Despite that, participants exhibited generally positive attitudes toward telehealth which, in turn, were associated with a higher likelihood of using telehealth services if offered by one’s health care provider. Additionally, these positive attitudes mediated the relationship between eHealth literacy and the intention to use telehealth, highlighting the important role that eHealth literacy plays in shaping attitudes and, ultimately, telehealth acceptance.

The positive association between attitudes toward telehealth and intention to use telehealth services is in line with the basic concept underlying the different technology acceptance frameworks [7,47,48], where reactions to using a certain information technology (attitudes, perceived usefulness, perceived ease of use) impact the behavioral intention to use that technology. Studies specific to HIT also support that pathway [10,25,26].

While health information technology acceptance and adoption models have evolved over time to integrate end-user characteristics, these models have rarely considered eHealth literacy. Kim and Park [10] include the technological/computer literacy domain of eHealth literacy [49,50], which they term as HIT self-efficacy. In their model, HIT self-efficacy is conceptualized to affect perceived usefulness and ease of use, which in turn shape attitudes and the behavioral intention to use HIT. Our findings are in line with that causal pathway, although...
eHealth literacy is a much broader concept that encompasses many other skills beyond technological literacy and includes functional, communicative, critical, and transactional eHealth literacy skills [49]. This highlights the need to integrate eHealth literacy, with its multidimensional characteristics, in HIT conceptual frameworks. This is especially relevant as the evidence is mounting on eHealth literacy’s role in extending the digital divide to health care [51,52] and, just as importantly, in facilitating the adoption of various eHealth apps. For example, our finding of the significance of eHealth literacy to telehealth use intention mirrors other findings where eHealth literacy has been found to have a significant association with the use of or the intention to use other consumer eHealth platforms such as patient portals [13,14] and mHealth [15,16].

Limitations

There are several limitations to this study. First, our outcome variable, the behavioral intention to use telehealth, was assessed by the question, “How likely are you to use telehealth services if they were offered by your provider?” This may be interpreted to assume that a participant has a health care provider, a questionable premise given the high rate of uninsurance in our sample. However, it is worth noting that despite being uninsured, participants interact with health care providers in a variety of traditional and nontraditional settings. Some have providers through local safety net clinics; data collected at the same event in 2015 from participants with an almost identical sociodemographic profile showed that 54% of the uninsured had received health care services at the local county health clinic [53]. Area residents also seek health care services across the border in Mexico; a population-based survey of 1405 Texas border county residents revealed that respondents, especially the uninsured, regularly sought health care services in Mexico, with 38% of respondents reporting a doctor’s visit within the past 12 months [54]. Furthermore, many uninsured community members interact with health care providers for their children’s health care services; while 43% of Hidalgo County’s population between the ages of 18 and 64 years did not have health care coverage in 2018, the corresponding rate for those under age 19 years was 13.6% [32], reflecting the higher insurance rates among children through the Children’s Health Insurance Program (CHIP) or children’s Medicaid.

Second, similar to many health information technology acceptance and adoption studies, data were collected at a single time point, with no experimental manipulation or random assignment, resulting in the inability to establish causality.

Third, to our knowledge, there are no previous studies that evaluate the causal relationship between eHealth literacy, telehealth attitudes, and intention to use telehealth services. Therefore, our mediation analysis was not based on a theoretically defined causal chain of variables. However, some models depicting the causal pathway between end-user characteristics and the intention to use HIT include variables that can serve as proxies for eHealth literacy such as HIT self-efficacy [10]; the depicted causal pathways in these models support our findings. It is worth noting that these studies also use cross-sectional data.

Fourth, our introduction of telehealth to participants did not take into account the cost of telehealth services, a highly relevant factor for poor, uninsured communities. Another limitation is that most participants had not heard of telehealth. Thus, attitudes and the intention to use telehealth reflected a hypothetical scenario to most participants. Nevertheless, such positive attitudes point to a window of opportunity that can be reinforced by well-designed virtual platforms that take into account the eHealth literacy skills of the target population.

Finally, the sociodemographic homogeneity of the sample did not allow for capturing the impact of ethnicity, educational attainment, socioeconomic status, and other sociodemographic factors on the intention to use telehealth; such factors have been shown to exhibit varying levels of influence on the use of eHealth [55]. However, given our focus on vulnerable minority groups, this homogeneity allows us to better control for such effects. One exception is that the overrepresentation of females in our sample, a reflection of event attendance, may limit the generalizability of our findings to males. While the higher representation of women relative to men at the event may be an indication of working schedules and women assuming responsibilities for child immunizations and physicals, it may also be reflective of the well-documented gender differences in accessing health care and adhering to preventive care guidelines [56,57]. Such differences may potentially extend to the intentions to use telehealth services.

Future Research

Multiple venues exist to expand our knowledge on telehealth use. First, it is important to strengthen the evidence on the causal pathways leading to telehealth adoption by incorporating longitudinal research designs [9]. Although our mediation analysis only showed mathematically that telehealth attitudes were a significant mediator of the effect of eHealth literacy on the intention to use telehealth services, this finding provides a strong basis for testing the causal link through future longitudinal data or experimental designs. In addition, it is important to expand the literature on the intention to use telehealth to include actual adoption and use. The recent adoption of telehealth due to the COVID-19 pandemic provides a fertile ground for research on the facilitators and barriers to telehealth use in vulnerable communities. Future research should also address the development of attitudinal measures toward telehealth that exhibit good psychometric properties. Most studies in the literature, similar to our study, use various sets of statements that reflect the particular research question and setting [28,58,59]. Furthermore, it is important to incorporate additional factors such as social influence [9] and privacy and data security issues [60] and explore their impact on telehealth acceptance and adoption. The latter is especially important since perceived privacy and security concerns have been shown to impact the intention to use telehealth services [61]. Finally, it is essential to explore telehealth’s role in extending services to the uninsured and investigate delivery and reimbursement models specifically targeting this population.

Conclusions

To our knowledge, this study is among the first to focus primarily on a vulnerable Hispanic population and use mediation
analysis to explore the role of eHealth literacy on the behavioral intention to use telehealth. Our findings contribute significantly to promoting telehealth adoption in communities where access to health care services is a major challenge and an understanding of end-user characteristics is key to successful intervention design and adoption.

Telehealth promises to address many of the access challenges facing ethnic and racial minorities, rural communities, and low-income populations. Understanding the factors that influence its acceptance and, subsequently, its adoption is an essential first step to designing culturally relevant platforms that take into account key characteristics of these communities. Raising awareness about telehealth and developing interventions that target eHealth literacy skills promise more positive attitudes and more willingness to engage in telehealth use.
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Abstract

Background: Over the last decade, telemedicine services have been introduced in the public health care systems of several industrialized countries. In Catalonia, the use of eConsulta, an asynchronous teleconsultation service between primary care professionals and citizens in the public health care system, has already reached 1 million cases. Before the COVID-19 pandemic, the use of eConsulta was growing at a monthly rate of 7%, and the growth has been exponential from March 15, 2020 to the present day. Despite its widespread usage, there is little qualitative evidence describing how this tool is used.

Objective: The aim of this study was to annotate a random sample of teleconsultations from eConsulta, and to evaluate the level of agreement between health care professionals with respect to the annotation.

Methods: Twenty general practitioners retrospectively annotated a random sample of 5382 cases managed by eConsulta according to three aspects: the type of interaction according to 6 author-proposed categories, whether the practitioners believed a face-to-face visit was avoided, and whether they believed the patient would have made a face-to-face visit had eConsulta not been available. A total of 1217 cases were classified three times by three different professionals to assess the degree of consensus among them.

Results: The general practitioners considered that 79.60% (4284/5382) of the teleconsultations resulted in avoiding a face-to-face visit, and considered that 64.96% (3496/5382) of the time, the patient would have made a face-to-face visit in the absence of a service like eConsulta. The most frequent uses were for management of test results (26.77%, 1433/5354), management of repeat prescriptions (24.30%, 1301/5354), and medical enquiries (14.23%, 762/5354). The degree of agreement among professionals...
as to the annotations was mixed, with the highest consensus demonstrated for the question “Has the online consultation avoided a face-to-face visit?” (3/3 professionals agreed 67.95% of the time, 827/1217), and the lowest consensus for the type of use of the teleconsultation (3/3 professionals agreed 57.60% of the time, 701/1217).

**Conclusions:** This study shows the ability of eConsulta to reduce the number of face-to-face visits for 55% (79% × 65%) to 79% of cases. In comparison to previous research, these results are slightly more pessimistic, although the rates are still high and in line with administrative data proxies, showing that 84% of patients using teleconsultations do not make an in-person appointment in the following 3 months. With respect to the type of consultation performed, our results are similar to the existing literature, thus providing robust support for eConsulta’s usage. The mixed degree of consensus among professionals implies that results derived from artificial intelligence tools such as message classification algorithms should be interpreted in light of these shortcomings.

*(J Med Internet Res 2020;22(9):e19149) doi:10.2196/19149*
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**Introduction**

**Five Years of Teleconsultation in the Catalan Public Health System**

The Catalan health care System dispenses services for 7.6 million inhabitants, providing universal coverage through a tax-based system. Administratively, it is composed of a single public payer and multiple service providers that are publicly or privately owned, with an integrated system, a major role in community and primary health care, and the use of information technologies and digital health [1].

The Catalan Health Institute (Institut Catala de la Salut) is the provider of primary health care services to three-quarters of the population of Catalonia [2]. Over the last decade, telemedicine services have been introduced in the public health care systems of several industrialized countries. In Catalonia, eConsulta is an asynchronous teleconsultation service that has been integrated into the program of computerized medical records of primary care of the public health system [3]. The service was introduced in 2015 and was gradually phased in until 2017, when it became established as a service available to all primary care teams as a complement to face-to-face care. Although initially intended as a tool solely for general practitioners, eConsulta can now also be used by pediatricians, gynecologists, midwives, and nurses. At present, 94.9% (353/372) of primary care teams have used the tool, although this type of consultation still accounts for less than 1% of the total in primary care [4]. From the patients’ point of view, eConsulta is one of the services forming part of their personal health folder, and is considered to be a tool that allows the user to access aspects of their health information, make enquiries, and carry out certain administrative procedures. In this space, which is accessed via a secure authentication process, the eConsulta interface allows users to choose which health professional to direct their enquiry to and attach files, while keeping a record of previous interactions.

As of June 8, 2020, eConsulta collected 1,630,881 messages corresponding to 1,030,536 conversations between 322,897 unique users and 11,620 primary care professionals (59% doctors, 41% nurses). Before the COVID-19 pandemic, eConsulta was already growing at a rate of 24,000 conversations, 44,000 messages, 5500 new users, and 140 new professionals per month, representing a monthly growth rate of 7%, 6%, 5%, and 2%, respectively. These rates have increased exponentially from March 15, 2020 to the present day (Figure 1). The impact of the pandemic on the Catalan digital health ecosystem has already been analyzed in a previous study [5], demonstrating that the average number of messages per conversation has been stable at 1.71, suggesting that many conversations contain a single message (Figure 2). Professionals and users have used the tool an average of 17.18 and 3.47 times, respectively. However, these figures continue to grow, indicating that users are satisfied with the experience.
In terms of the content and impact of eConsulta on face-to-face visits, a previous study [6] suggested that there was broad consensus among general practitioners that eConsulta has potential to resolve patient queries (avoiding the need for a face-to-face visit in 88% of cases), but that it induced demand (queries which otherwise would not have been made) in 28% of cases, and the most common use was for the management of test results (35%), clinical enquiries (16%), and the management of repeat prescriptions (12%). However, this study was based on a very small sample of cases involving general practitioners who use the tool in a semirural geographical area. Another study analyzed the predictive ability of machine-learning algorithms to identify types of conversations based on body text, but obtained very few conclusive results [7]. Understanding the
nature of the interaction (ie, the main topics of conversation) can help to manage such an online health care consultation tool more effectively and efficiently, which is essential considering the rapid rate at which its usage is growing.

**Study Aim**

The aim of the present study was to classify a random sample of teleconsultations on eConsulta according to three types of information: the type of consultation based on 6 categories, professionals’ judgement on whether or not a face-to-face visit was avoided, and whether professionals believe that the patient would have requested a face-to-face visit had eConsulta not been available. As a secondary objective, we evaluated the level of agreement among the health care professionals with respect to their annotation.

**Methods**

**Sample**

The sample analyzed included teleconsultations involving Catalan Health Institute centers initiated before September 22, 2019, comprising 403,274 messages, 236,178 conversations, and 69,111 unique users from all over Catalonia. Among the total conversations, 71.46% (168,772/236,178) were initiated by the patient, with the others initiated by the health care professional. In addition, 84.88% (187,569/220,981) of the conversations had a general practitioner as the clinical interlocutor, with the others being nurses (14.31%, 31,622/220,981) or other professionals such as pediatricians and gynecologists. The characteristics of professionals that use eConsulta were previously reported, demonstrating an age range of the general practitioners of 45-54 years, who scored higher than the 80th percentile on the quality of care index, had a high degree of accessibility, involved in teaching, and work on a health team in a high socioeconomic urban setting [3]. Messages and their respective subject lines had an average length of 231 and 18 characters, respectively. The users of the service were mostly women (57.00%, 39,393/69,111) and their average age was 50.62 years (SD 16.59) (Figure 3).

**Figure 3.** Age profile of patient users of the teleconsultation service, according to gender.

With regard to the use of face-to-face resources of the sample analyzed, the date of the next face-to-face visit and the total number of visits registered to the primary care team during the current year are available. Since the teleconsultation, 72.21% (150,135/207,910) of the cases did not subsequently visit the primary care team for a face-to-face consultation (for any reason), whereas 15.78% (32,802/207,910) had a consultation within the following 3 months and 12.01% (24,973/207,910) did so after 90 days. Assuming that visits made after 3 months may not be associated with the reason for the initial teleconsultation, 84.22% (175,108/207,910) of the online consultations may not be related to a subsequent face-to-face visit, suggesting that it is an effective tool for avoiding face-to-face visits. These results are in line with a previous study [6] and did not depend on the initiator of the conversation (Figure 4). Moreover, among users of teleconsultations who recorded at least one face-to-face visit, use of the in-person service occurred an average of 2.3 times a year.
Finally, in most of the online consultations that were associated with a subsequent face-to-face visit, the visit took place within the first 20 days after the teleconsultation, indicating the degree of accessibility to treat the patient in person.

**Annotation Procedure**

A random sample of 5460 unique conversations on eConsulta was generated, 4200 of which were selected to be annotated only once and the remaining 1260 were selected to be annotated three times by each general practitioner to evaluate the degree of consensus among professionals. Thus, a total of 7980 (4200+1260×3) conversations were randomly distributed among 20 health care professionals linked to the eConsulta Research Group (eHealth Office, Catalan Ministry of Health). The text in the subject line and message body was analyzed once the data were anonymized. Following the methods of López et al [6], each general practitioner recorded three pieces of information for each of their interactions: the type of consultation according to 6 author-proposed categories (see Multimedia Appendix 1), which is a modified version of our previously used classification system [6]; whether they believed a face-to-face visit was avoided, which was defined as the absence of the need for a face-to-face visit following the consultation; and whether they believed the patient would have requested a face-to-face visit had eConsulta not been available. The first aspect is an indicator of the effectiveness of the intervention, whereas the latter two questions were used as an approximate measure of the possible increased demand resulting from the ease of access to a general practitioner.

When agreeing to participate in the analysis, the participating health care professionals received a guide to standardize the annotation criteria as much as possible. The annotators were unaware that some of the conversations were being annotated three times and that the consensus among them was going to be evaluated. The study was approved by the Ethical Committee for Clinical Research at the Foundation University Institute for Primary Health Care Research Jordi Gol i Gurina (registration no. P19/096-P).

**Data Analysis**

The raw data were processed and analyzed with Bash and R languages (using Rstudio version 1.2.1335 and R version 3.5.3) with the packages data.table, dplyr, and ggplot2.

**Results**

**Annotation**

Overall, 98.57% (5382/5460) of the unique conversations in the sample were classified. Among these, for the subset of messages that were annotated three times (22.61%, 1217/5382), the annotation with the highest consensus was selected. Table 1 shows the results of the three main annotated variables.
Table 1. Results of the annotation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has the online consultation avoided a face-to-face visit? (N=5382)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4284 (79.60)</td>
</tr>
<tr>
<td>No</td>
<td>740 (13.75)</td>
</tr>
<tr>
<td>Not sure</td>
<td>360 (6.69)</td>
</tr>
<tr>
<td>In the absence of a service like eConsulta, would the patient have had a face-to-face consultation? (N=5382)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3496 (64.96)</td>
</tr>
<tr>
<td>No</td>
<td>1626 (30.21)</td>
</tr>
<tr>
<td>Not sure</td>
<td>260 (4.83)</td>
</tr>
<tr>
<td>Type of teleconsultation (N=5354)</td>
<td></td>
</tr>
<tr>
<td>Management of test results</td>
<td>1433 (26.77)</td>
</tr>
<tr>
<td>Temporary disability management</td>
<td>299 (5.58)</td>
</tr>
<tr>
<td>Management of visits/referrals</td>
<td>536 (10.01)</td>
</tr>
<tr>
<td>Repeat prescriptions</td>
<td>1301 (24.30)</td>
</tr>
<tr>
<td>Medical enquiries</td>
<td>762 (14.23)</td>
</tr>
<tr>
<td>Other</td>
<td>1023 (19.11)</td>
</tr>
</tbody>
</table>

According to the health professionals’ annotation, the majority of the teleconsultations would have avoided a face-to-face visit. In addition, in the absence of the service, the patient would have arranged a face-to-face consultation in most cases (Table 1). Specifically, this study shows that eConsulta has the ability to decrease the number of face-to-face visit in between 55% (79% × 65%) and 79% of cases. The most frequent uses were for the management of test results, the management of repeat prescriptions, and for general medical enquiries (Table 1).

Table 2 shows the results of the response to the questions “Has the online consultation avoided a face-to-face visit?” and “In the absence of a service like eConsulta, would the patient have had a face-to-face consultation?” according to the type of consultation. The ability of the teleconsultation to avoid a face-to-face visit was relatively higher for consultations related to the management of test results and repeat prescriptions, as the most frequent types of consultation, which are also those with lower induced demand. This implies that health professionals are using the tool in the most effective circumstances.

Table 2. Relationship between the type of consultation and the two other variables recorded.

<table>
<thead>
<tr>
<th>Type of teleconsultation</th>
<th>N</th>
<th>Has the online consultation avoided a face-to-face visit? n (%)</th>
<th>In the absence of a service like eConsulta, would the patient have had a face-to-face consultation? n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes     No     Not sure</td>
<td>Yes     No     Not sure</td>
</tr>
<tr>
<td>Management of test results</td>
<td>1433</td>
<td>1319 (92.04) 71 (4.95) 43 (3.00)</td>
<td>1105 (77.11) 5 (0.35)</td>
</tr>
<tr>
<td>Temporary disability management</td>
<td>299</td>
<td>265 (88.6) 27 (9.0) 7 (2.3)</td>
<td>217 (72.6) 82 (27.4) 0 (0.0)</td>
</tr>
<tr>
<td>Management of visits/referrals</td>
<td>536</td>
<td>397 (74.1) 120 (22.4) 19 (3.5)</td>
<td>341 (63.6) 187 (34.9) 8 (1.5)</td>
</tr>
<tr>
<td>Repeat prescriptions</td>
<td>1301</td>
<td>1223 (94.00) 50 (3.84) 28 (2.15)</td>
<td>988 (75.94) 311 (23.90) 2 (0.15)</td>
</tr>
<tr>
<td>Medical enquiries</td>
<td>762</td>
<td>586 (76.9) 146 (19.2) 30 (3.9)</td>
<td>520 (68.24) 226 (29.7) 16 (2.1)</td>
</tr>
<tr>
<td>Other</td>
<td>834a</td>
<td>468 (56.1) 315 (37.8) 51 (6.1)</td>
<td>311 (37.3) 488 (58.5) 35 (4.2)</td>
</tr>
</tbody>
</table>

aAlthough the total N of the “Other” category was 1023, only 834 observations were classified into the subcategories for these two variables.

Consensus Among Professionals

Table 3 shows the degree of consensus among professionals for the 1217 conversations that were annotated three times (96.58% of the target of 1260), according to three levels for each of the variables. Level 1 indicates that all professionals agree on the annotation, level 2 indicates that two of the three professionals agree on the annotation, and level 3 indicates that all three professionals responded differently to the same annotation.
Table 3. Consensus among three annotators for annotated conversations (N=1217).

<table>
<thead>
<tr>
<th>Annotated variables</th>
<th>Level 1 (3/3 agreement), n (%)</th>
<th>Level 2 (2/3 agreement), n (%)</th>
<th>Level 3 (no agreement), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has the online consultation avoided a face-to-face visit? (Yes/No/Not sure)</td>
<td>827 (67.95)</td>
<td>356 (29.25)</td>
<td>34 (2.79)</td>
</tr>
<tr>
<td>In the absence of a service like eConsulta, would the patient have had a face-to-face consultation? (Yes/No/Not sure)</td>
<td>477 (39.19)</td>
<td>713 (58.59)</td>
<td>27 (2.21)</td>
</tr>
<tr>
<td>Type of teleconsultation (Categories 1-6/Not sure)</td>
<td>701 (57.60)</td>
<td>438 (35.99)</td>
<td>78 (6.41)</td>
</tr>
</tbody>
</table>

*See Multimedia Appendix 1 for category numbers and descriptions.

Notably, the lowest level of agreement (level 3) was negligible for all three variables. Responses to the question on whether eConsulta avoided a face-to-face visit generated the highest consensus, whereas the responses to whether eConsulta resulted in an induced demand generated the least consensus. The latter can be attributed to confusion as to the annotation process. Finally, it is necessary to keep in mind that the variable “type of teleconsultation” has more possible answers than offered; thus, absolute consensus among annotators (3/3) is less likely. Nevertheless, in 93.6% (1139/11217) of cases, at least 2/3 of the annotators coincided at the time of classifying the query.

**Discussion**

**Principal Findings**

This study focused on the use of teleconsultation in primary care in the Catalan health system by recruiting 20 health care professionals to annotate a total of 5382 cases. In line with the results of an earlier study [6], we found that eConsulta is a tool that primary care professionals mainly use to inform patients of their test results and for aspects related to the medication plan (eg, repeat prescription, expiration), for which it shows a high rate of resolution (avoiding a face-to-face visit). “Crossvalidation” among the professionals’ annotations showed a high degree of consensus.

A major use of eConsulta appears to be for administrative or logistical reasons. This suggests that if the type of task to be performed by each professional was reformulated, some queries could be directed to nursing or even administrative staff. Given the growing pressures on primary care in Catalonia and the difficulty in recruiting general practitioners and pediatricians in some areas of the country, eConsulta could serve as a tool to empower other professional profiles in the management of certain cases. Although the results showed that health care professionals are able to resolve such cases efficiently through the use of this tool, freeing them from tasks that have little clinical value could increase their satisfaction and boost the efficiency of the primary health care system. Despite the relatively high rate (76%), medical enquiry–based consultations showed reduced potential of online resolution compared to other type of consultations, suggesting that policymakers should be cautious about the use of this kind of telemedicine service for this specific type of consultation. The types of consultations that are more likely to have increased demand should also be taken into account so as to control the amount of queries that might be received in the teleconsultation service.

From the user’s point of view, the high virtual resolution of the queries also suggests a possible increase in their satisfaction [8,9]. The present results show that certain queries that are made telematically would not have been made in the absence of this type of service, thus improving people’s access to the health care system and empowering them in the management of their own health and care.

For future developments aimed at increasing the capacity and optimizing the use of eConsulta, the reasons for the interactions should be systematically parameterized, which can facilitate the use of the system by the public and the development of apps based on trustable, transparent, and interpretable artificial intelligence. Simultaneously, each case should be directed to the most appropriate professional to obtain a response, leading to better case management and more efficient use of resources from the first interaction, while generating good habits in the relationship between the patient and the health care professional.

To conclude, it should be mentioned that if virtual consultations are to be used more frequently as a tool for clinical communication between health professionals and patients for health care reasons, other synchronous communication tools such as video conferencing ought to be developed [10]. These additional tools could be useful for patients with mild acute pathologies as well as for patients with chronic diseases with a high need for follow up, which can help to avoid successive face-to-face visits and improve the continuity of care [11].

**Limitations**

The high monthly growth of new users suggests that there are many first conversations, implying that there could be a large number of experimental queries. This would explain the fact that some of the conversations were annotated in the “Other” category. However, the fact that information systems do not record the reason for the teleconsultation makes it very difficult to analyze their association with the use of face-to-face resources.

Finally, subsequent studies should further confirm the degree of consensus with respect to the question “In the absence of a service like eConsulta, would the patient have had a face-to-face consultation?”
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Abstract

Background: The new generation of implantable cardioverter-defibrillators (ICDs) supports wireless technology, which enables remote patient monitoring (RPM) of the device. In Sweden, it is mainly registered nurses with advanced education and training in ICD devices who handle the arrhythmias and technical issues of the remote transmissions. Previous studies have largely focused on the perceptions of physicians, and it has not been explored how the patients’ and nurses’ experiences of RPM correspond to each other.

Objective: Our objective is to describe, explore, and compare the experiences and perceptions, concerning RPM of ICD, of patients with heart failure (HF) and nurses performing ICD follow-up.

Methods: This study has a cross-sectional, descriptive, mixed methods design. All patients with HF and an ICD with RPM from one region in Sweden, who had transitioned from office-based visits to implementing RPM, and ICD nurses from all ICD clinics in Sweden were invited to complete a purpose-designed, 8-item questionnaire to assess experiences of RPM. The questionnaire started with a neutral question: “What are your experiences of RPM in general?” This was followed by one positive subscale with three questions (score range 3-12), with higher scores reflecting more positive experiences, and one negative subscale with three questions (score range 3-12), with lower scores reflecting more negative experiences. One open-ended question was analyzed with qualitative content analysis.

Results: The sample consisted of 175 patients (response rate 98.9%) and 30 ICD nurses (response rate 60%). The majority of patients (154/175, 88.0%) and nurses (23/30, 77%) experienced RPM as very good; however, the nurses noted more downsides than did the patients. The mean scores of the negative experiences subscale were 11.5 (SD 1.1) for the patients and 10.7 (SD 0.9) for the nurses (P=.08). The mean scores of the positive experiences subscale were 11.1 (SD 1.6) for the patients and 8.5 (SD 1.9) for the nurses (P=.04). A total of 11 out of 175 patients (6.3%) were worried or anxious about what the RPM entailed, while 15 out of 30 nurses (50%) felt distressed by the responsibility that accompanied their work with RPM (P=.04). Patients found that RPM increased their own (173/175, 98.9%) and their relatives’ (169/175, 96.6%) security, and all nurses (30/30, 100%) answered that they found RPM to be necessary from a safety perspective. Most patients found it to be an advantage with fewer office-based visits. Nurses found it difficult to handle different systems with different platforms, especially for smaller clinics with few patients. Another difficulty was to set the correct number of alarms for the individual patient. This caused a high number of transmissions and a risk to miss important information.

Conclusions: Both patients and nurses found that RPM increased assurance, reliance, and safety. Few patients were anxious about what the RPM entailed, while about half of the nurses felt distressed by the responsibility that accompanied their work with...
RPM. To increase nurses’ sense of security, it seems important to adjust organizational routines and reimbursement systems and to balance the workload.

(J Med Internet Res 2020;22(9):e19550) doi:10.2196/19550
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Introduction

According to clinical guidelines, an implantable cardioverter-defibrillator (ICD), with or without cardiac resynchronization therapy (CRT), is recommended in selected patients with heart failure (HF) to reduce the risk of sudden cardiac death. CRT uses a special type of pacemaker called a biventricular pacemaker to treat HF. The CRT pacemaker is placed under the skin of the chest and connects to three leads in the heart: one in the right atrium, one in the right ventricle, and one in the left ventricle. The pacemaker sends electrical pulses to make the ventricles pump at the same time. The pacemaker can also speed up the heartbeats if the heart is beating too slowly. When the leads in the right ventricle are combined with a shock lead, the device is called an ICD, which continuously monitors the heart rhythm and, in case of abnormal ventricular rhythm, can shock the heart back to a normal rhythm. The indication could be either secondary (ie, in patients recovering from ventricular arrhythmia causing hemodynamic instability) or primary (ie, in patients who are at high risk for life-threatening ventricular arrhythmias in the future: primary prevention) [1]. The number of patients treated with a primary ICD is increasing and account for about 80% of all implants worldwide today [2].

Traditionally, ICD follow-ups have required in-person assessment, with quarterly to yearly office-based visits and with an increased rate when the device approaches its end of service, in case of advisories, or when the patient’s health deteriorates. During these follow-up visits, a cardiologist, a registered nurse specialized in the care of ICD patients, and/or a technician noninvasively uses a programmer to gather data from the device. However, in the last decade the new generation of ICD devices that supports wireless technology has enabled remote monitoring of the device [3-6]. Consequently, in order to improve clinical practice of ICD follow-ups and to provide earlier detection of clinical problems, a wider use of remote patient monitoring (RPM) has been recommended by scientific associations in both Europe [5] and the United States [7], and has become the new standard of care for patient follow-up [8-10]. When a patient is remotely followed, the office-based visits can be limited to the initial postimplantation period and annual follow-ups, unless alerts or the patient’s health requires an urgent in-person check [6]. In practice, the data transceiver is typically situated in the patient’s bedroom to automatically receive data from the implant, using wireless Bluetooth technology, during the night, usually between 1 AM and 5 AM. In case of an alert (ie, arrhythmia or technical problem), the data are automatically transmitted to the manufacturer’s central repository using a mobile network link or a landline where the personnel at the device clinic have access to the data on a secure, dedicated website.

Remote monitoring of implanted devices has been found to have a number of advantages for both patients and health care personnel, compared to office-based visits, when the connectivity and transmissions work properly [11]. For example, RPM of the ICD reduces health care costs, time consumption, as well as transportation costs for patients [12,13]. It also provides a feeling of security for the patients knowing that their device is constantly being monitored and if there are some functional problems, those will be detected without delay [14]. Previous studies also indicate that ICD patients are generally satisfied with RPM [15,16], and comprehension of the usefulness of RPM has been positively associated with the acceptance of being monitored remotely [15,16]. Physicians also regard RPM as a clinically useful technology that affords significant benefits for patients and health care organizations, with the most significant benefit being the early detection of atrial arrhythmias, lead failure, and worsening of HF in CRT patients [17]. The EVOLVO (Evolution of Management Strategies of Heart Failure Patients With Implantable Defibrillators) study demonstrated a reduction of 35% in urgent admissions and 21% in urgent office-based visits for worsening HF in the RPM arm, even though this study was not powered to demonstrate clinical benefit [18]. Further, the REMOTE-CIED (Remote patient management for Cardiac Implantable Electronic Devices) trial showed that patient-reported health status and ICD acceptance did not differ between patients on RPM and patients receiving in-clinic check-ups alone in the first 2 years after ICD implantation [19]. However, disadvantages have also been described. For example, some patients (5%-22%) do not feel comfortable with RPM and report a strong preference for regular office-based visits to feel secure [15,16]. Furthermore, RPM has been described as system centered, providing patients with little or no data from their device [20]. Patients missed receiving feedback via their monitor, 84% wished for a more detailed response, and 21% wished for faster feedback after scheduled transmissions [16,21]. Yet another disadvantage is the lack of data integration with electronic medical record platforms and other systems in the current RPM systems, leading to the device diagnostics being underutilized by the health care personnel [20]. Despite a reduction of office-based follow-ups, RPM is perceived as increasing workload for the staff involved [17]. Furthermore, the American PREDICT-RM (Patient-Related Determinants of ICD Remote Monitoring) registry has also found that about every fourth patient chose not to activate their RPM system at home, leading to extra time consumption for the staff in identifying and contacting those patients. Younger age, racial and ethnic minorities, having no health insurance, shorter travel
distance to the hospital, and the presence of comorbidities or procedure-related adverse events have been found to be associated with a lower likelihood of RPM activation [22]. Finally, the EDUCAT study showed that a high overall understanding of RPM was related to patient age, where younger patients had a better comprehension of home monitoring but the number of data transmissions were unrelated to comprehension, which confirms the importance of training in patients’ acceptance of the system [23].

In Europe with its different health care and reimbursement systems, the heterogeneity of follow-up appointments is quite substantial when it comes to the accumulative time spent and the number of health care personnel involved in the visits, as described in a survey by the European Heart Rhythm Association in 2011. This snapshot survey included 26 real-word practice centers from seven European countries—the United Kingdom, Spain, Switzerland, France, Germany, Italy, and Greece—and showed that the mean duration of a visit was 27 minutes (25th and 75th percentiles were 15 and 35) for scheduled office-based visits and that most visits involved a cardiologist and a nurse simultaneously (59%). Nurses alone did 4% of the face-to-face visits [24]. However, in Sweden, it is mainly registered nurses with advanced education and training in ICD devices who handle the arrhythmias and technical issues of the ICDs and who consult a cardiologist when needed. There is no uniform education and training on ICD monitoring. Some of the manufacturers offer product-specific education online repeatedly every year; others offer short written instructions. It is usually up to the different clinics to educate and train new nurses by introducing them to the task assignment. Previous studies have largely focused on the perceptions of physicians, and it has not been explored how the patients’ and nurses’ experiences and perceptions of RPM compare to each other. Since nurses worldwide have become more involved in the care for ICD patients with RPM, and as the number of patients with RPM of their devices increases, it is important to explore their experiences.

Nurses in Sweden usually work with one platform per manufacturer, and each nurse has to handle three to four different platforms, each covering about five to ten different ICD-CRT-D (cardiac resynchronization therapy defibrillator) models or systems, depending on the procurement in the respective region.

Therefore, the aim of the study was to describe, explore, and compare experiences and perceptions of cardiac nurses performing ICD follow-up, concerning RPM of ICD in patients with HF.

Methods

Design and Setting

This study had a cross-sectional, descriptive, mixed methods design. All patients with HF and an ICD with RPM from one region in Sweden were invited to participate in the study. In addition, all ICD nurses working at all the ICD clinics in Sweden were invited to complete a survey.

The region of Sörmland has a land area of 6103 km² and about 300,000 inhabitants. There are three hospitals with a total of 270 hospital beds on medical wards, but only one hospital has an in-hospital device clinic. The travel distance for patients with an implanted device could be up to 100 km.

Over 1 year, from October 2015 until October 2016, RPM was introduced and started for all ICD recipients during their scheduled visits at the device clinic, and all new ICD recipients received RPM directly after the implant. Due to various reasons, 4 patients declined RPM, so at the end of 2018 there were 310 ICD recipients on RPM in Sörmland County.

Before implementing RPM, ICD recipients had scheduled office-based visits every 3 to 6 months. After the implementation of RPM, patients routinely visit the clinic once a year and, in between, a scheduled transmission is performed. The ICD recipients can call the ICD nurse on weekdays when needed.

Sample and Procedure

All adult ICD recipients having a verified HF diagnosis according to the European Society of Cardiology guidelines [1] (N=177) were invited to participate in the study during their yearly follow-up visit at the in-hospital device clinic, from January to December 2018. Exclusion criteria were being less than 18 years old and not being able to understand Swedish.

Patients interested in participating provided written informed consent. They were thereafter given additional written information and questionnaire packets to complete at home and return by mail in prepaid envelopes.

The ICD nurses were identified by contacting the National Swedish Pacemaker and ICD Registry, which provided names and email addresses for all ICD nurses (N=50) working at an ICD clinic in Sweden at the time. An electronic survey was sent out and two reminders were posted.

Measures and Instruments

Overview

Demographic data and data on comorbidities were self-reported by the patients. These data included gender, age, living arrangements, place of birth, and educational level. The patients also self-reported validated measures concerning the level of ICD-related concerns [25], symptoms of depression and anxiety [26-28], and perceived control [29,30]. Demographic data from the nurses were also self-reported and included gender, age, work experience, number of patients at the clinic, number of patients on RPM, and time spent per week working with RPM.

Experiences of Remote Monitoring

Two 8-item questionnaires to assess patients’ and nurses’ experiences of remote monitoring were developed by the study team (see Table 1). Patients rated the items (eg, “RPM is technically difficult for me”) on a 4-point Likert scale from 1 (Totally agree) to 4 (Do not agree).

The nurses answered similar questions on a 4-point Likert scale, but their questions also concerned how comfortable they were handling RPM and the responsibility this brings (eg, “The responsibility that accompanies my work with RPM worries
me” and “The responsibility that accompanies my work with RPM increases my security”).

For both patients and nurses, there was one final open-ended question: “I experience these advantages or disadvantages of RPM”; it was possible to write as many comments as one liked when answering the question.

Table 1. Questionnaire items and responses to assess patients’ and nurses’ experiences of remote patient monitoring (RPM).

<table>
<thead>
<tr>
<th>Questions or statements</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient questionnaire</strong></td>
<td></td>
</tr>
<tr>
<td>1. What are your experiences of RPM in general?</td>
<td>1 (Bad), 2 (Fairly bad), 3 (Fairly good), or 4 (Good)</td>
</tr>
<tr>
<td>2. RPM is unnecessary.</td>
<td>1 (Totally agree), 2 (Mostly agree), 3 (Partly agree), or 4 (Do not agree)</td>
</tr>
<tr>
<td>3. RPM is technically difficult for me.</td>
<td>1 (Totally agree), 2 (Mostly agree), 3 (Partly agree), or 4 (Do not agree)</td>
</tr>
<tr>
<td>4. RPM makes me worried.</td>
<td>1 (Totally agree), 2 (Mostly agree), 3 (Partly agree), or 4 (Do not agree)</td>
</tr>
<tr>
<td>5. RPM increases my security.</td>
<td>4 (Totally agree), 3 (Mostly agree), 2 (Partly agree), 1 (Do not agree)</td>
</tr>
<tr>
<td>6. RPM makes me feel safe.</td>
<td>4 (Totally agree), 3 (Mostly agree), 2 (Partly agree), 1 (Do not agree)</td>
</tr>
<tr>
<td>7. RPM provides increased security and safety for my relatives.</td>
<td>4 (Totally agree), 3 (Mostly agree), 2 (Partly agree), 1 (Do not agree)</td>
</tr>
<tr>
<td>8. I experience these advantages or disadvantages of RPM.</td>
<td>Open-ended question</td>
</tr>
<tr>
<td><strong>Nurse questionnaire</strong></td>
<td></td>
</tr>
<tr>
<td>1. What are your experiences of RPM in general?</td>
<td>1 (Bad), 2 (Fairly bad), 3 (Fairly good), or 4 (Good)</td>
</tr>
<tr>
<td>2. RPM is unnecessary.</td>
<td>1 (Totally agree), 2 (Mostly agree), 3 (Partly agree), or 4 (Do not agree)</td>
</tr>
<tr>
<td>3. RPM is technically difficult for my patients.</td>
<td>1 (Totally agree), 2 (Mostly agree), 3 (Partly agree), or 4 (Do not agree)</td>
</tr>
<tr>
<td>4. The responsibility that accompanies my work with RPM worries me.</td>
<td>1 (Totally agree), 2 (Mostly agree), 3 (Partly agree), or 4 (Do not agree)</td>
</tr>
<tr>
<td>5. The responsibility that accompanies my work with RPM increases my security.</td>
<td>4 (Totally agree), 3 (Mostly agree), 2 (Partly agree), 1 (Do not agree)</td>
</tr>
<tr>
<td>6. RPM is necessary from a patient safety perspective.</td>
<td>4 (Totally agree), 3 (Mostly agree), 2 (Partly agree), 1 (Do not agree)</td>
</tr>
<tr>
<td>7. RPM gives the patient increased security and safety.</td>
<td>4 (Totally agree), 3 (Mostly agree), 2 (Partly agree), 1 (Do not agree)</td>
</tr>
<tr>
<td>8. I experience these advantages or disadvantages of RPM.</td>
<td>Open-ended question</td>
</tr>
</tbody>
</table>

Data Analysis

Descriptive statistics were used to present sample characteristics for all study variables. Demographic and clinical variables were compared using chi-square statistics or the Student t test.

Regarding experiences of remote monitoring, for both patients and nurses, the items were divided into two subscales based on an exploratory factor analysis: one with negative experiences (items 2-4) and one with positive experiences (items 5-7). The items in each subscale were summed to a total score. For the negative experiences (score range 3-12), lower scores reflected more negative experiences with RPM. For the positive experiences (score range 3-12), higher scores reflected higher levels of more positive experiences with RPM. Item 1 was considered neutral and was calculated separately for each group.

The level of statistical significance was set to $P<.05$. The statistical analyses were conducted using SPSS Statistics for Windows, version 25.0 (IBM Corp).

The final open-ended question was analyzed with manifest qualitative content analysis [31]. The three authors who developed the survey and analyzed the qualitative data are researchers with years of experience as clinical nurses, two working in HF care (ML and AS) and one in ICD care (IT).

Ethical Considerations

The study was approved by the Regional Ethics Committees for Human Research in Linköping, Sweden (ref 2017/441-31), and was conducted in accordance with the World Medical Association Declaration of Helsinki and the Code of Ethics for Nurses [32,33].

Results

Patients’ and ICD Nurses’ Characteristics

The sample consisted of 175 patients (response rate 98.9%) and 30 nurses (response rate 60%). The patients’ mean age was 69.9 years (SD 9.7); 138 out of 175 patients (78.9%) were males, 144 were retired (82.3%), and 109 were married (62.3%). A total of 128 out of 175 participants (86.0%) reported no symptoms of anxiety or depression, and 129 out of 175 patients (73.7%) scored a low level of ICD-related concerns (see Table 2).

The nurses’ mean age was 52.7 years (SD 8.7) and 26 out of 30 (86%) were females. They had been working as nurses for a mean of 26 years (range 5-47) and as ICD nurses for 7.6 years (range 1-14). They spent a mean of 7.5 hours/week (range 1-30) working with RPM (see Table 2).
Table 2. Characteristics of participating patients and nurses.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (male), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Patients (N=175)</td>
<td>138 (78.9)</td>
</tr>
<tr>
<td>Nurses (N=30)</td>
<td>4 (13)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Patients (N=175)</td>
<td>69.9 (9.7)</td>
</tr>
<tr>
<td>Nurses (N=30)</td>
<td>52.7 (8.7)</td>
</tr>
<tr>
<td><strong>Patient origin of birth (N=175), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>153 (87.4)</td>
</tr>
<tr>
<td>Other Nordic country</td>
<td>17 (9.7)</td>
</tr>
<tr>
<td>Other part of Europe</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td><strong>Patient living conditions (N=175), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>57 (32.6)</td>
</tr>
<tr>
<td>Married</td>
<td>109 (62.3)</td>
</tr>
<tr>
<td>Living with spouse and child</td>
<td>7 (4.0)</td>
</tr>
<tr>
<td>Living with relative</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td><strong>Patient education (N=175), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>90 (51.4)</td>
</tr>
<tr>
<td>Education after elementary school</td>
<td>63 (36.0)</td>
</tr>
<tr>
<td>University or higher education</td>
<td>22 (12.6)</td>
</tr>
<tr>
<td><strong>Patient main occupation (N=175), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>18 (10.3)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>9 (5.1)</td>
</tr>
<tr>
<td>Retired</td>
<td>144 (82.3)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td><strong>Patient HADS(^a) score, anxiety (N=175)</strong></td>
<td></td>
</tr>
<tr>
<td>Total score, mean (SD)</td>
<td>3.6 (3.7)</td>
</tr>
<tr>
<td>No symptoms (0-7), n (%)</td>
<td>128 (86.0)</td>
</tr>
<tr>
<td>Mild symptoms (8-10), n (%)</td>
<td>10 (7.0)</td>
</tr>
<tr>
<td>Moderate-to-severe symptoms (&gt;10), n (%)</td>
<td>10 (7.0)</td>
</tr>
<tr>
<td><strong>Patient HADS score, depression (N=175)</strong></td>
<td></td>
</tr>
<tr>
<td>Total score, mean (SD)</td>
<td>3.6 (3.9)</td>
</tr>
<tr>
<td>No symptoms (0-7), n (%)</td>
<td>124 (84.4)</td>
</tr>
<tr>
<td>Mild symptoms (8-10), n (%)</td>
<td>19 (12.4)</td>
</tr>
<tr>
<td>Moderate-to-severe symptoms (&gt;10), n (%)</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td><strong>Patient 8-item ICDC(^c) score (N=175)</strong></td>
<td></td>
</tr>
<tr>
<td>Total score, mean (SD)</td>
<td>6.3 (6.6)</td>
</tr>
<tr>
<td>Low level of ICD(^d) concerns (0-10), n (%)</td>
<td>129 (73.7)</td>
</tr>
<tr>
<td>High level of ICD concerns (11-28), n (%)</td>
<td>46 (26.3)</td>
</tr>
<tr>
<td><strong>Nurses only (N=30), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Years since nurse exam</td>
<td>26.0 (9.4)</td>
</tr>
</tbody>
</table>
Experiences of Remote Monitoring

The majority of patients (154/175, 88.0%) as well as nurses (23/30, 77%) experienced RPM in general as very good. The mean scores of the negative experiences subscale were 11.5 (SD 1.1) for the patients and 10.7 (SD 0.9) for the nurses ($P = .08$), with a trend for the nurses being more negative than for the patients, although this was not statistically significant.

A total of 16 out of 175 patients (9.1%) and 4 out of 30 nurses (13%) found RPM unnecessary or partly unnecessary (see Figure 1). A total of 17 out of 30 nurses (57%) found the technical equipment somewhat difficult for the patients to handle; in contrast, 149 of the 175 patients (85.1%) answered that they did not experience any technical difficulties in handling RPM ($P = .04$). Only 11 out of 175 patients (6.3%) were worried or anxious about what the RPM entailed, while 15 out of 30 nurses (50%) felt distressed by the responsibility that accompanied their work with RPM ($P = .04$).

The mean scores of the positive experiences subscale were 11.1 (SD 1.6) for the patients and 8.5 (SD 1.9) for the nurses ($P = .03$), meaning that patients were more positive toward RPM than were the nurses.

The majority of the patients found that RPM increased their own (173/175, 98.9%) and their relatives’ (169/175, 96.6%) security. All nurses (30/30, 100%) answered that RPM increased patient security and safety, and 28 out of 30 nurses (93%) found it necessary from a patient safety perspective (see Figure 2). Also, 15 out of 30 nurses (50%) answered that the responsibility that accompanied working with RPM increases their security, since they knew there would be an alert in case of malfunction or arrhythmias.

---

**Characteristics** | **Value, n (%) or mean (SD)**
--- | ---
Years working at device clinic | 7.6 (3.7)
ICD patients at the clinic | 345 (205)
ICD patients on remote monitoring | 233 (290)
Hours/week working with remote monitoring | 7.5 (4.4)

---

aHADS: Hospital Anxiety and Depression Scale.
bCAS: Control Attitude Scale.
cICDC: Patient Implantable Cardioverter-Defibrillator Concerns Questionnaire.
dICD: implantable cardioverter-defibrillator.

---

**Figure 1.** Negative experiences regarding remote patient monitoring (RPM) perceived by patients and nurses.
Patients’ Perceptions About Being Monitored With RPM

Overview
In total, 101 out of 175 patients (57.7%) provided responses to the open-ended question regarding perceived advantages and disadvantages with RPM. The analysis resulted in 110 meaningful units, whereof 94 were described as advantages and 16 as disadvantages, which were further analyzed and categorized into two categories: security and safety and organization of care. Each category reflects both advantages and disadvantages with RPM.

Security and Safety
The most prominent advantage described was that RPM increased the sense of security and safety, not only for the patient but also for their relatives. Nevertheless, some patients highlighted the fact that atrial fibrillation was not automatically reported by one specific RPM manufacturer, which affected the feeling of security. Several patients expressed that they now could live a more “normal daily life,” not having to think about the ICD when knowing that someone was watching over them. However, misconceptions were also described where the patients believed that they were continuously monitored in real time, 24/7. Likewise, it was considered as a lack of safety when traveling and not bringing the home monitor, when patients were used to be monitored, which could cause worries.

Organization of Care
When it comes to the new way of organizing care, most of the patients described that it was positive not needing to travel to hospital for follow-up as often as before. In contrast, for some patients, the fewer number of office-based visits to the ICD clinic was considered a disadvantage since they appreciated the face-to-face interaction. The patients felt that they had no one to talk to when worries or questions arose and did not want to bother the nurse with a phone call. Still, others appreciated the possibility to send data to the ICD clinic, and it was described as reassuring to have the possibility to call the ICD nurse when needed. Finally, some patients emphasized the size of the home monitor and wished it to be smaller, while others reported that the control light shined too brightly during the night.

ICD Nurses’ Perceptions About Working With RPM

Overview
A total of 23 out of 30 nurses (77%) responded to the open-ended question; this resulted in 76 meaningful units, whereof 31 were described as advantages and 45 as disadvantages, which were further analyzed and categorized into three categories: security and safety, organization of care, and managing technology. Each category reflects both advantages and disadvantages with RPM.

Security and Safety
In accordance with the patients’ perceptions, the nurses also described that RPM increased the safety and sense of security for the patients with early detection of arrhythmias, device malfunctions, low battery status, and decompensation of HF status. Early detection led to more immediate actions, and some alerts could be handled by phone instead of through an office-based visit. However, it was considered difficult to customize the correct alert limits for the individual patient, which often resulted in keeping the default alerts. This caused a high, and sometimes unnecessary, number of transmissions with a risk to miss severe arrhythmias and/or malfunction in the high flow of information.

Organization of Care
The nurses described that fewer office-based visits were an advantage for both the health care personnel and the patients.
Fewer regular visits made it possible to schedule patients with short notice when needed. Nevertheless, the nurses also found the task assignments surrounding RPM, including all documentation in the medical records, to be burdensome. Some nurses stated that handling the transmission with interpretation of data, getting in contact with the patient in case of arrhythmia or device malfunction, consulting a physician if necessary, and finally documenting the alert took the same amount of time or more compared to an office-based visit. Some hospitals had not planned ahead before implementing RPM and, therefore, had no routines on how to document transmissions and lacked action plans on how to handle alerts. In these cases, RPM caused stress for the nurses, since they did not have any time set aside to handle all transmissions; they were then worried about missing important information. It was also described that hospital managers and heads of departments did not recognize the time-consuming work nurses did when handling daily transmissions. They just noticed that there were fewer patients at the clinic and tried to give the nurses other work tasks instead, which led to frustration and dissatisfaction.

Managing Technology

The nurses also described that having to learn all the different systems with different platforms and log-ins was difficult and stressful, especially for smaller clinics with few ICD patients, and the nurses wished for a joint platform for all manufacturers. They also highlighted how time-consuming it was to trace and handle different technical problems and the time it takes trying to reach the patient by phone. Extra stress was caused by all the time it took trying to reach the patient when the monitor lost contact with the server, which was described as a common technical problem. When there is no contact, patients experience a false sense of security, thinking that the nurses know about arrhythmias when they do not.

Patients’ and Nurses’ Weighted Results

Based on patients’ and nurses’ experiences of RPM, Table 3 presents weighted results with clinical implications and needed interventions for changed practice.
## Table 3. Weighted results based on patients’ and nurses’ experiences of remote patient monitoring (RPM).

<table>
<thead>
<tr>
<th><strong>Experiences and satisfaction</strong></th>
<th><strong>Clinical implications</strong></th>
<th><strong>Needed interventions for changed practice</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Both patients and nurses had good experiences of RPM, but patients were more positive than the nurses.</td>
<td>Acknowledge dissatisfaction among nurses and identify obstacles to work with RPM.</td>
<td>Engage device manufacturers to arrange online seminars and support for nurses involved in RPM.</td>
</tr>
<tr>
<td>A few patients and nurses found RPM unnecessary.</td>
<td>Continue to offer RPM to patients with implantable cardioverter-defibrillator (ICD).</td>
<td>Provide education and motivational support for RPM to every patient that receives an ICD.</td>
</tr>
<tr>
<td>Some nurses found it challenging to customize the correct alert settings for the individual patient, which resulted in a high number of transmissions.</td>
<td>Provide practical information to nurses about how and when to individualize alert settings.</td>
<td>Engage device manufacturers to arrange online seminars and support for nurses involved in RPM.</td>
</tr>
</tbody>
</table>

### Security and safety

| Most patients experienced that RPM increased security, and this was in line with the nurses’ perceptions, since they knew there would be an alert in case of malfunction or arrhythmias. | Provide targeted written information about RPM to patients and nurses and highlight the security aspect. | Distribute a pamphlet with appropriate local information to patients and nurses new in RPM positions, in addition to the specific information from the manufacturer. |
| Some patients highlighted that atrial fibrillation was not automatically reported by one specific RPM manufacturer, which affected the feeling of security. | Provide targeted written information about RPM to patients and give information about the data collection. | Distribute a pamphlet with information from the specific manufacturer and inform the patient about the possibility to perform a patient-initiated transmission in case of tachycardia. |

### Technical aspects

| Nurses found the technical equipment difficult for the patients to handle more often than did the patients. | Identify the patient’s perceptions about how the RPM operates. | Offer technical support given by the manufacturer and provide the patients with written contact information. |
| Some patients had misconceptions about being continuously monitored in real time, 24/7. | Identify the patient’s perceptions about how the RPM operates. | Arrange for timely and repeated group information targeting technical issues for patients. |
| Having to learn all the different systems with different platforms and log-ins was difficult and stressful for nurses. | Offer nurses new in the RPM position a mentorship program covering technical aspects and solutions. | Proactively bring up how and when the data are being transferred to the clinic and the importance of calling the emergency service center in case of a life-threatening illness. |
| Nurses highlighted how time-consuming it was to trace and handle different technical problems and the time it takes trying to reach the patient by phone (i.e., when the monitor lost contact with the server). | Provide targeted written information about RPM to patients and nurses and highlight the technical aspects. | Engage device manufacturers to arrange online seminars and support for nurses involved in RPM. |
| | | Ask device manufacturers to help set up networks with nurses working with the same platform. |

### Emotional aspects

| Only few patients were worried or anxious about what the RPM entailed, while half of the nurses felt distressed by the responsibility that accompanied their work with RPM. | Identify the nurses’ perceptions about their workload when handling RPM. | Contact the device manufacturers and ask them to arrange online seminars and support for nurses involved in RPM. |
| It was considered as a lack of safety by some patients when traveling and not bringing the home monitor. | Provide targeted written information about RPM and traveling routines to patients. | Define a written decision algorithm for the clinic in order to standardize the handling of transmissions. |
| Some patients felt that they had no one to talk to when questions arose and did not want to bother the nurse with a phone call, while others found it reassuring to have the possibility to call the ICD nurse when needed. | Acknowledge the emotional aspect of being an ICD recipient and identify those in need of extended support. | Distribute a pamphlet with appropriate local information, including a clear travel plan and how the individual patient is recommended to act during travel. |
| | | Proactively bring up the emotional aspect and offer emotional support. Provide written contact information for the clinic. |
Discussion

Principal Findings

A main finding in this study was that both patients and nurses found several positive aspects with RPM, but the nurses noted more downsides than did the patients. There could be several explanations to this. Two survey studies exploring telemonitoring in HF in various countries found that health care professionals described several patient-related barriers due to physical or mental conditions. Further, the nurses have seen a range of different technical problems in different patients over time, while the individual patients only have their own experiences and, therefore, a more optimistic and positive view on the technology [34,35].

Patients expressed that they could live a more normal life after receiving RPM. This confirms results in previous research showing that patients were content with RPM and did not feel like patients as much anymore [16,36]. This is probably related to the fact that patients felt that RPM increased security and safety for both themselves and their relatives. Also, for the vast majority, it was considered as an advantage that RPM lead to fewer office-based visits. The advantage that RPM is less time-consuming than in-hospital follow-ups has also been seen in other studies [16]; however, both in this study and in previous research, the lack of direct face-to-face contact was missed by some patients [37].

Even as patients received information and education about RPM, some patients believed that RPM included live transmissions, both day and night, and that someone continuously watched their electrocardiograms as when being monitored with telemetry during a hospital stay. Ottenberg et al found that when patients were prescribed RPM for their ICD but then did not install the home monitor, it was largely attributed to not understanding the purpose of the RPM system or being unsure whether their system was correctly transmitting information [37]. This highlights the need for repeated patient education about RPM and its management using a person-centered approach and by applying, for example, teach-back methodology [38]. High-quality training has been found to improve patients’ understanding and comprehension and has been positively associated with anxiety and acceptance levels [23].

Downsides described by the nurses were often related to organizational issues; for example, a clear description of their own responsibilities handling alerts. Further, about half of the nurses also found the responsibility associated with managing RPM stressful due to different technologies, and they had concerns related to patient safety. A recent review describes the requirement of the referring nurse to be an expert in cardiac pacing and device follow-up, and a daily connection with a website should be performed to evaluate received alerts. To avoid stress and worries for the nurses, every center must define a written decision algorithm in order to standardize the handling of alerts [13].

It was also referred to as “invisible work” that is not recognized as time-consuming by managers and without proper reimbursement systems. It is important that health systems provide a supportive environment for RPM (ie, activities that do not involve direct patient interaction), since the most frequently reported barrier for not implementing RPM is found to be lack of reimbursement [17,39]. In the eHealth era,
with increasing remote monitoring of various treatments, symptoms, and devices, adapting the organization of care is key and organizations need to adapt to best make use of remote monitoring.

Nurses also found handling the daily transmissions as burdensome and time-consuming since it was difficult to tailor the alarm limits for each patient. It is known, as shown previously, that many transmissions are patient initiated without any event. In a recent study by Ninni et al [40] that included 1423 transmissions, it was found that as many as 77% were initiated by the patients, and only about 3% of the transmissions per patient led to actions or interventions by the health care personnel. The authors stressed the need to optimize automatic transmissions and focus on patient education to reduce the workload at the device clinic.

In addition, technical concerns took a lot of time, with nurses trying to locate the problem and get in contact with the patient. This led to stress and an increased workload, and nurses also felt that it was a false safety for the patient who did not always realize that the transmission failed. A recent study highlights the encounter through telephone calls that took place related to home monitoring. Five types of clinical work were performed that may also refer to RPM: inclusion work, coordination work, diagnostic work, education work, and comfort work [41]. The authors found that telephone calls increased time spent in telemonitoring, and most telephone calls contained more than two issues [41].

Currently, patients do not receive information directly from their remote monitored device, which patients in this study pointed out as a downside. However, findings from a feasibility [42] and evaluation [20] study in the United States suggest that it is not only feasible to deliver data from remote monitoring directly to patients, but also that this data sharing does not adversely impact clinic workflow and that patients perceive a benefit from having access to their remote monitoring data. The same result was found by Mirro et al when evaluating the impact of sharing ICD data summaries through a patient portal. At the end of the study, two-thirds of patients were satisfied with the amount of information received through the electronic or paper ICD data summary. Further, providing patients with their device data did not increase ICD-specific clinical workload [43].

In the future, by using specific apps in smartphones, patients may have the ability to check the website with information about their own devices and to communicate or chat online with the health care personnel involved in the care of the patient.

Conclusions
Both patients and ICD nurses found RPM to be safe and to increase the sense of security for patients and caregivers. There was a discrepancy between nurses and patients with regard to the technical equipment, where very few patients, but every other nurse, stated that the technology was difficult for the patients to handle.

Few patients were worried or anxious about the RPM, while half of the nurses felt distressed by the responsibility that accompanied their work. Nurses also described it as time-consuming to contact patients in case of alerts. To improve RPM from the perspective of the nurses, the organizational routines, reimbursement systems, and the balance of responsibilities and workloads need to be reviewed.
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Abstract

Background: Telepsychiatry is an increasingly used model of mental health care that connects patients with psychiatrists at a distance via videoconference. Telepsychiatry is an effective clinical intervention that improves access to quality care in regions with limited resources or in clinical situations where in-person care is unavailable.

Objective: This study aims to develop a validated survey tool to measure patient experience and satisfaction with telepsychiatry based on the quality of care domains. This study also seeks to understand which health service outcomes were most strongly correlated with overall satisfaction in the context of telepsychiatry.

Methods: The survey created in this study was developed and validated with a panel of subject matter and process experts and was piloted with 274 patients who received clinical consultations through the TeleMental Health Program at the Centre for Addiction and Mental Health. Factor analysis was used to determine correlations between questions and quality of care domains and was also used to assess model fit.

Results: The study provides a validated survey to measure patient satisfaction and experience with telepsychiatry across 4 domains: access and timeliness, appropriateness, effectiveness, and safety. Both safety and access and timeliness were found to be statistically significant predictors of satisfaction in our sample.

Conclusions: By situating patient satisfaction and experience within this framework, the survey facilitates patient data collection and interpretation through a clinical quality lens.

(J Med Internet Res 2020;22(9):e19198) doi:10.2196/19198
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Introduction

Telepsychiatry is an increasingly common modality of mental health care that connects patients with psychiatrists at a distance via videoconference [1]. This mental health care delivery model is an effective clinical intervention that reduces geographical barriers and improves access to care in regions with limited resources [2]. Although satisfaction with telepsychiatry is commonly reported as being high among service users and service providers alike [3], opportunities for research exist in the development and validation of quantitative and qualitative indices to measure clinical service, satisfaction, and experience and thus to ensure access to quality care [4].

Patient satisfaction and experience are widely accepted as gauges of health service performance and are commonly used as measures of overall quality of care in health systems [5-9]. Keeping patient experience at the forefront of quality measurement ensures that services remain acceptable and...
appropriate to patients by being responsive to their needs [10]. Several patient satisfaction surveys for telepsychiatry have been developed and used in research and practice [3,11,12]. Two patient surveys that we were able to locate in the literature have been validated—one that assesses patient experiences of privacy and security [13] and another designed to measure the attitudes of laypeople and providers toward telepsychiatry [14]—yet no comprehensive satisfaction measures have been validated to date.

Validated measures of patient satisfaction have, however, been developed in the broader field of telemedicine [15,16]. Yip et al [16] identified a method of validating telemedicine tools and provided validated questions in the following domains: audiovisual quality, general satisfaction, accessibility, use of equipment and correctness of vital signs being transferred, level of comfort, and satisfaction with the telemedicine encounter.

The literature points to a number of factors to consider in the development and validation of patient experience surveys. Litwin’s [17] literature on psychometrics highlights the importance of assessing reliability criteria, selecting appropriate validity criteria, and scaling or scoring. Mazor et al [5] recommend collecting a large sample of surveys when evaluating patient experience to increase reliability of the ratings, as individual patients are more likely to provide similar ratings across items. It is also important to recognize the possibility of biases inherent to data collection caused by nonresponse. For example, satisfied patients are more likely to respond than unsatisfied patients [5,18-22].

To gain a more comprehensive understanding of patient satisfaction and experience with telepsychiatry, this research study had two primary objectives: (1) to develop a validated survey tool that measures different dimensions of client experience and satisfaction with telepsychiatry and (2) to examine the relationship between dimensions of clinical quality, as measured in the survey, and overall satisfaction.

Methods

Conceptual Framework

This study links several health service outcomes (HSOs) commonly used to describe patient experience and overall quality of health interventions [23-26]. The survey was developed with items relating to HSO domains to obtain a robust assessment of the overall patient experience of telepsychiatry. HSO domains included the following:

1. **Safety**: “Avoiding injuries to patients from the care that is intended to help them” [23]
2. **Effectiveness**: “Providing services based on scientific knowledge to all who could benefit and refraining from providing services to those not likely to benefit (avoiding underuse and overuse)” [23]
3. **Efficiency**: “Avoiding waste, in particular waste of equipment, supplies, ideas, and energy” [23]
4. **Access and timeliness**: Improving the “fit between the patient and the health care system” [24], and “reducing waits and sometimes harmful delays for those who receive and those who give care” [23]
5. **Appropriateness**: Perceived fit, relevance, and compatibility of the intervention [26].

Patient-centeredness, a commonly used metric of service quality, was not explicitly included as a domain in the survey, as the survey itself is intended to provide a patient-centered measure of service quality.

Survey Development

The survey questions were generated in 2 steps. First, we identified relevant questions derived from the literature, previously developed questions drawn from historical program surveys, and any additional questions we felt were necessary to understand the quality of a patient’s experience with telepsychiatry. Next, to ensure that there was representation of questions across the HSO domains, we mapped the total set of 21 questions to the domains of safety, efficiency, access and timeliness, appropriateness, and effectiveness. We included access with timeliness because, for many patients living in rural areas, lack of timeliness is a direct result of a lack of access to local care. These domains align with other proposed domains for the measurement of telehealth, such as access, cost, experience, and effectiveness [27]. Research ethics board review was not required for survey development and use, as this is a program evaluation and quality improvement project.

Question Validation

Content Validity

Following a similar validation model recommended by Yip et al [16], a panel of 7 subject matter experts were engaged, including 4 psychiatrists that deliver telepsychiatry, a social worker, a research coordinator, and an administrative director, as well as 3 process experts in survey design and marketing. This panel was asked to review the survey for relevance, clarity, plain language, and consistent distribution of questions across HSO domains. The panel was pulled together as a group to meet and discuss the questions. Those who were not able to participate in person were emailed with written instructions that asked them to do the following:

1. Rate on a scale of 1-5 how important the question is to include in the survey
2. Rate on a scale of 1-5 the suitability of each question within its HSO domain
3. Rate on a scale of 1-5 how well the survey measures each HSO domain
4. Recommend new questions if something important is missing
5. Flag awkward or unclear questions for discussion by the survey design panel.

Where there were discrepancies, there was discussion between the team members about the nature of the discrepancy until consensus was reached.

Testing the Validity of the Survey

This survey was piloted with patients who received clinical consultations through our telepsychiatry program. Although Yip et al [16] validated their patient survey with 38 patients, our study included a sample size of 274 patients for validation.
to ensure appropriate representation and sufficient power to conduct analysis of all 21 questions.

The 21-question survey was printed and sent to telemedicine coordinators from 25 referring primary care sites throughout Ontario. Site selection was based on primary care teams that regularly referred to the program and that had dedicated telemedicine coordinators to support anonymous survey collection. The sites were primarily in rural or underserved areas. Coordinators were provided with instructions that requested that they provide a survey to each telepsychiatry patient after the patient completed their telepsychiatry appointment. It is important to note, however, that 8 of the sites did not return any surveys, and there was no opportunity to determine the overall response rate.

This study used convenience sampling, a nonprobability sampling method, whereby a survey was provided to all patients who completed a telepsychiatry appointment. Random sampling was not possible based on the nature of the clinical service. Each survey had a unique identifier and a code for the primary care organization name. No personal identifiers were collected.

Each site was sent 10 paper-based surveys and 10 letter-sized envelopes, an instruction page, a schedule for collection of surveys, and an introductory letter to the site’s executive director and telemedicine coordinator. More surveys and envelopes were sent on an as-needed basis. Instructions asked the telemedicine coordinators to provide each patient, at the beginning of their telepsychiatry consultation, with a copy of the survey, an envelope, and a pen. Telemedicine coordinators then returned to collect the completed and sealed surveys at the end of the consultation. Each mailed survey package included a postage-paid manila envelopes for quarterly collection. Quarterly emails asking each site to send us all of their collected anonymous patient satisfaction surveys were sent as a reminder.

**Factorial Structure**

To test the structure of the scale, with previously defined 5 constructs, a confirmatory factor analysis (CFA) model was adjusted to the data using Mplus 7.11 [28]. The 5-point ordinal Likert scale was accommodated by the weighted least squares with mean and variance-adjusted chi-square statistic (WLSMV) estimator in Mplus [29]. The WLSMV estimator, which is robust to non-normality, uses polychoric correlation and provides adjusted chi-squared statistics. Simulations conducted by Flora and Curran [30] show that the WLSMV estimator is likely to work well with our sample size. The WLSMV estimator uses all available data through pair-wise correlation calculation and assumes missing completely at random. Goodness of fit for the CFA models were assessed using the chi-square statistic (for which a significant value is considered to be evidence of lack of fit), the root mean square error of approximation (RMSEA), and the confirmatory fit index (CFI). The chi-square statistic is sensitive to sample size and departures from multivariate normality, which justifies a focus also on the other fit indices [31]. All the inferential statistical analyses described in this study accounted for the clustering of patients within each of the 17 primary care sites, using an extension of the pseudo-likelihood method, described by Asparouhov and Muthén [32].

Once the initial CFA was conducted, model respecification was conducted based on the interpretation of the model according to the meaning of items, original model coefficients, and exploratory factor analysis (EFA), which used Geomin Rotation with 4 and 5 factors to be consistent with the theory underlying the development of the tool and with results from the initial CFA. The EFA was also conducted in Mplus 7.11, with the WLSMV estimator for ordinal data. A final test of the structure was conducted using CFA. Given that the respecification and test of the final model used the same data used to fit the original CFA, we recognize that replication with independent data would add evidence to our results.

**Reliability**

Once all client experience scales were obtained, their reliability was assessed. Reliability of a scale has to do with the extent to which the scale produces similar results under similar conditions and is measured via the internal consistency of the items used. This type of reliability has been popularly estimated by Cronbach alpha [33]; however, this method has been criticized [34,35]. The reported reliability estimates in this study are, therefore, calculated by the method outlined by Raykov [35] and can be interpreted in the same way as the coefficient alpha: the closer to 1 its value is, the higher the reliability, with values higher than 0.7 being considered acceptably reliable [32,36].

**Impact on Overall Satisfaction**

The client satisfaction and experience survey is useful on its own by providing a tested tool that measures aspects of patient experience with telepsychiatry. Under the assumption that these experiences are important drivers of overall attitudes of patients toward health care services and institutions and that these attitudes can be important summary indicators of overall performance, we extended our final CFA model by specifying causal paths from the validated experiences to the overall satisfaction, also included in our questionnaire as a 5-point Likert scale question. As this is just an extension of our final CFA, its technical details are the same as described above for the CFA model.

**Results**

**Descriptive Analysis**

Of the 274 patients who returned the questionnaire in the 2016/2017 and 2017/2018 fiscal years, 147 (53.6%) reported their gender as female, 118 (43.1%) reported their gender as male, 3 reported their gender as transgender, and 1 reported their gender as intersex. Moreover, 4 participants reported their gender as other and 3 preferred not to answer. With respect to age, 25.5% of the participants were aged less than 30 years, 36.2% were between 30 and 49 years, 36.9% were above 50 years, and 5 respondents reported that they preferred not to answer. With respect to age, 25.5% of the participants were aged less than 30 years, 36.2% were between 30 and 49 years, 36.9% were above 50 years, and 5 respondents reported that they preferred not to answer. A total of 175 patients (63.9%) stated this to be their first experience with telepsychiatry, and 26 (6.5%) patients had been hospitalized for mental health issues in the previous 12 months. At the end of the study, 274 surveys were completed in 17 different primary care sites. Items missing values were observed in 57 surveys, 72% of which had 3 or fewer missing values.
In general, patient-reported experiences tended to be very positive; 58% of the patients strongly agree with the overall satisfaction question and 91% either strongly agree or agree. The complete results for all survey questions are shown in Table 1.

Table 1. Client satisfaction survey results.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Number of survey responses, n</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. I am satisfied with the length of time I had to wait between my referral and the Telepsychiatry appointment.</td>
<td>269</td>
<td>5 (1.9)</td>
<td>27 (10.0)</td>
<td>40 (14.9)</td>
<td>107 (39.8)</td>
<td>90 (33.5)</td>
</tr>
<tr>
<td>Q2. It was easy to book my Telepsychiatry appointment.</td>
<td>267</td>
<td>3 (1.1)</td>
<td>11 (4.1)</td>
<td>26 (9.7)</td>
<td>116 (43.4)</td>
<td>111 (41.6)</td>
</tr>
<tr>
<td>Q3. During my Telepsychiatry appointment, I was able to see the psychiatrist clearly.</td>
<td>270</td>
<td>6 (2.2)</td>
<td>1 (0.4)</td>
<td>12 (4.4)</td>
<td>79 (29.3)</td>
<td>172 (63.7)</td>
</tr>
<tr>
<td>Q4. During my Telepsychiatry appointment, I was able to hear the psychiatrist clearly.</td>
<td>271</td>
<td>3 (1.1)</td>
<td>4 (1.5)</td>
<td>13 (4.8)</td>
<td>81 (29.9)</td>
<td>170 (62.7)</td>
</tr>
<tr>
<td>Q5. I am confident that the psychiatrist and my health care providers are working as a team.</td>
<td>270</td>
<td>4 (1.5)</td>
<td>1 (0.4)</td>
<td>17 (6.3)</td>
<td>100 (37.0)</td>
<td>148 (54.8)</td>
</tr>
<tr>
<td>Q6. I feel that there was an adequate amount of time allotted for the Telepsychiatry appointment.</td>
<td>270</td>
<td>5 (1.9)</td>
<td>8 (3.0)</td>
<td>14 (5.2)</td>
<td>97 (35.9)</td>
<td>146 (54.1)</td>
</tr>
<tr>
<td>Q7. I felt comfortable during my Telepsychiatry appointment.</td>
<td>270</td>
<td>5 (1.9)</td>
<td>5 (1.9)</td>
<td>45 (16.7)</td>
<td>96 (35.6)</td>
<td>119 (44.1)</td>
</tr>
<tr>
<td>Q8. I believe Telepsychiatry is just as effective as an in-person psychiatry appointment.</td>
<td>269</td>
<td>11 (4.1)</td>
<td>20 (7.4)</td>
<td>55 (20.4)</td>
<td>86 (32.0)</td>
<td>97 (36.1)</td>
</tr>
<tr>
<td>Q9. I was able to get an appointment through Telepsychiatry sooner than an in-person psychiatry appointment.</td>
<td>257</td>
<td>7 (2.7)</td>
<td>10 (3.9)</td>
<td>51 (19.8)</td>
<td>84 (32.7)</td>
<td>105 (40.9)</td>
</tr>
<tr>
<td>Q10. I felt that confidentiality was protected throughout my Telepsychiatry appointment.</td>
<td>268</td>
<td>4 (1.5)</td>
<td>2 (0.7)</td>
<td>10 (3.7)</td>
<td>107 (39.9)</td>
<td>145 (54.1)</td>
</tr>
<tr>
<td>Q11. The psychiatrist understood my concerns.</td>
<td>266</td>
<td>6 (2.3)</td>
<td>1 (0.4)</td>
<td>18 (6.8)</td>
<td>102 (38.3)</td>
<td>139 (52.3)</td>
</tr>
<tr>
<td>Q12. The psychiatrist treated me with courtesy and respect.</td>
<td>269</td>
<td>4 (1.5)</td>
<td>1 (0.4)</td>
<td>4 (1.5)</td>
<td>62 (23.0)</td>
<td>198 (73.6)</td>
</tr>
<tr>
<td>Q13. The psychiatrist explained my diagnosis in a way that I could understand.</td>
<td>259</td>
<td>4 (1.5)</td>
<td>2 (0.8)</td>
<td>31 (12.0)</td>
<td>87 (33.6)</td>
<td>135 (52.1)</td>
</tr>
<tr>
<td>Q14. The psychiatrist involved me in decisions about my treatment plan.</td>
<td>260</td>
<td>3 (1.2)</td>
<td>1 (0.4)</td>
<td>33 (12.7)</td>
<td>100 (38.5)</td>
<td>123 (47.3)</td>
</tr>
<tr>
<td>Q15. The psychiatrist explained the benefits and risks of any medications he/she recommended.</td>
<td>254</td>
<td>2 (0.8)</td>
<td>11 (4.3)</td>
<td>48 (18.9)</td>
<td>81 (31.9)</td>
<td>112 (44.1)</td>
</tr>
<tr>
<td>Q16. I am confident that I will be able to follow the psychiatrist’s recommendations.</td>
<td>264</td>
<td>4 (1.5)</td>
<td>5 (1.9)</td>
<td>43 (16.3)</td>
<td>93 (35.2)</td>
<td>119 (45.1)</td>
</tr>
<tr>
<td>Q17. I understand what to do if I have a mental health emergency following this appointment.</td>
<td>265</td>
<td>4 (1.5)</td>
<td>14 (5.3)</td>
<td>32 (12.1)</td>
<td>98 (37.0)</td>
<td>117 (44.2)</td>
</tr>
<tr>
<td>Q18. The physical location of my Telepsychiatry appointment was convenient for me to get to.</td>
<td>269</td>
<td>4 (1.5)</td>
<td>5 (1.9)</td>
<td>11 (4.1)</td>
<td>90 (33.5)</td>
<td>159 (59.1)</td>
</tr>
<tr>
<td>Q19. I experienced a significant improvement in my mental health while I was waiting for my Telepsychiatry appointment.</td>
<td>260</td>
<td>54 (20.8)</td>
<td>71 (27.3)</td>
<td>79 (30.4)</td>
<td>27 (10.4)</td>
<td>29 (11.2)</td>
</tr>
<tr>
<td>Q20. I experienced a significant decline in my mental health while I was waiting for my Telepsychiatry appointment.</td>
<td>253</td>
<td>40 (15.8)</td>
<td>54 (21.3)</td>
<td>108 (42.7)</td>
<td>31 (12.3)</td>
<td>20 (7.9)</td>
</tr>
<tr>
<td>Q21. Overall, I am satisfied with the Telepsychiatry appointment.</td>
<td>266</td>
<td>5 (1.9)</td>
<td>1 (0.4)</td>
<td>18 (6.8)</td>
<td>88 (33.1)</td>
<td>154 (57.9)</td>
</tr>
</tbody>
</table>

Preliminary CFA

The initial CFA tested the theoretical factor structure defined in the earlier stages of the development of the scales. The model fit was fairly good, but it did indicate some inconsistencies with the factor structure as defined (how the questions related to the HSO domains). The chi-square was 373.34 with 160 degrees of freedom and $P<.001$. The RMSEA (0.07) and CFI (0.97) both indicated that the proposed model was acceptable overall; however, the factor loadings demonstrated that several of the questions did not align well with other factor items, as indicated by coefficient variance and nonsignificance, particularly with respect to effectiveness and efficiency (Table 2).
Table 2. Factor coefficients for the preliminary confirmatory factor analysis.

<table>
<thead>
<tr>
<th>Survey questions and factors</th>
<th>Estimate&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SE&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Estimate/SE&lt;sup&gt;c&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor 1: Access and timeliness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. I am satisfied with the length of time I had to wait between my referral and the Telepsychiatry appointment.</td>
<td>1.00&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q2. It was easy to book my Telepsychiatry appointment.</td>
<td>1.09</td>
<td>0.10</td>
<td>11.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q16. I am confident that I will be able to follow the psychiatrist’s recommendations.</td>
<td>1.45</td>
<td>0.11</td>
<td>13.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q18. The physical location of my Telepsychiatry appointment was convenient for me to get to.</td>
<td>1.28</td>
<td>0.08</td>
<td>15.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Factor 2: Appropriateness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q8. I believe Telepsychiatry is just as effective as an in-person psychiatry appointment.</td>
<td>1.00&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q11. The psychiatrist understood my concerns.</td>
<td>1.32</td>
<td>0.05</td>
<td>25.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q14. The psychiatrist involved me in decisions about my treatment plan.</td>
<td>1.28</td>
<td>0.05</td>
<td>27.16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Factor 3: Effectiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3. During my Telepsychiatry appointment, I was able to see the psychiatrist clearly.</td>
<td>1.00&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q4. During my Telepsychiatry appointment, I was able to hear the psychiatrist clearly.</td>
<td>1.01</td>
<td>0.06</td>
<td>16.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q5. I am confident that the psychiatrist and my health care providers are working as a team.</td>
<td>1.18</td>
<td>0.03</td>
<td>38.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q13. The psychiatrist explained my diagnosis in a way that I could understand.</td>
<td>1.30</td>
<td>0.05</td>
<td>25.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q19. I experienced a significant improvement in my mental health while I was waiting for my Telepsychiatry appointment.</td>
<td>0.36</td>
<td>0.10</td>
<td>3.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q20. I experienced a significant decline in my mental health while I was waiting for my Telepsychiatry appointment.</td>
<td>-0.01</td>
<td>0.06</td>
<td>-0.24</td>
<td>.81</td>
</tr>
<tr>
<td><strong>Factor 4: Efficiency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6. I feel that there was an adequate amount of time allotted for the Telepsychiatry appointment.</td>
<td>1.00&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q9. I was able to get an appointment through Telepsychiatry sooner than an in-person psychiatry appointment.</td>
<td>0.70</td>
<td>0.05</td>
<td>13.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Factor 5: Safety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q7. I felt comfortable during my Telepsychiatry appointment.</td>
<td>1.00&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q10. I felt that confidentiality was protected throughout my Telepsychiatry appointment.</td>
<td>1.10</td>
<td>0.05</td>
<td>23.60</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q12. The psychiatrist treated me with courtesy and respect.</td>
<td>1.19</td>
<td>0.04</td>
<td>27.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q15. The psychiatrist explained the benefits and risks of any medications he/she recommended.</td>
<td>0.97</td>
<td>0.05</td>
<td>20.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q17. I understand what to do if I have a mental health emergency following this appointment.</td>
<td>1.02</td>
<td>0.06</td>
<td>16.52</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Estimate, model estimate of factor loadings.<br/>
<sup>b</sup>SE: SE of estimates.<br/>
<sup>c</sup>Estimate/SE: ratio between estimates and their SE (under the assumption of normality of estimates, this ratio has a standard normal distribution, which is used to calculate the P value).<br/>
<sup>d</sup>P value: estimate of the probability of a coefficient equal or larger than that found under the null hypothesis.<br/>
<sup>e</sup>Coefficients were fixed at 1.00 to allow model identification.<br/>
<sup>f</sup>N/A: not applicable.

Model Respecification

Besides not showing very good fit indices, the CFA showed some other issues that led us to respecify the model. This respecification took into account the correction of the issues in the initial model, the theoretical basis for the constructs, the modification indices from the CFA, and insights from an EFA. We detail the changes made to the model in the following section.
The efficiency factor showed different signs of poor fit. It had inconsistent correlations above 1 with other factors. Items Q6 (“I feel that there was an adequate amount of time allotted for the telepsychiatry appointment”) and Q9 (“I was able to get an appointment through telepsychiatry sooner than an in-person psychiatry appointment”) showed poor variance. On the basis of the reinterpretation of these items and the fact that they did not come together in the EFA, Q6 was moved to factor effectiveness and Q9 to factor access and timeliness. The efficiency factor was removed, as none of the questions lined up well with this domain.

Items Q19 (“I experienced a significant improvement in my mental health while I was waiting for my telepsychiatry appointment”) and Q20 (“I experienced a significant decline in my mental health while I was waiting for my telepsychiatry appointment”) in the effectiveness factor did not fit well, as can be seen in Table 2. They had almost none of their variance explained, and the EFA showed them together, but with low loadings and separated from other items. Upon reviewing the interpretation of these items, it was decided that they should be removed from the analysis because they represented an effect of the treatment received while awaiting a telepsychiatry consultation rather than an experience with the telepsychiatry service itself. Item Q16 (“I am confident that I will be able to follow the psychiatrist’s recommendations”) was moved from the access and timeliness domain to the appropriateness domain, and item Q13 (“The psychiatrist explained my diagnosis in a way that I could understand”) was moved from the effectiveness domain to the safety domain as first suggested by the largest modification indices and confirmed by the EFA and theory-related considerations. Despite other significant modification indices and some differences in the EFA structure, we did not make any further changes to the model as they were not warranted by theoretical considerations.

**Final CFA**

A second CFA was run to test the structure of the revised model, using the same measures of fit as outlined above. Chi-square was 288.19 with 129 degrees of freedom and $P<.001$. The RMSEA (0.07) and CFI (0.98) continued to suggest a good fit. Overall, we observed remarkable improvement in the model fit. The reliability was lower but still acceptable for access and timeliness (0.72) and good for the other 3 factors (appropriateness=0.81, effectiveness=0.83, and safety=0.86). The final model is shown in Table 3.
Table 3. Factor coefficients for the final confirmatory factor analysis.

<table>
<thead>
<tr>
<th>Survey questions and factors</th>
<th>Estimate(^a)</th>
<th>SE(^b)</th>
<th>Estimate/SE(^c)</th>
<th>P value(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor 1: Access and timeliness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. I am satisfied with the length of time I had to wait between my referral and the Telepsychiatry appointment.</td>
<td>1.00(^e)</td>
<td>N/A(^f)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q2. It was easy to book my Telepsychiatry appointment.</td>
<td>1.10</td>
<td>0.10</td>
<td>11.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q9. I was able to get an appointment through Telepsychiatry sooner than an in-person psychiatry appointment.</td>
<td>0.98</td>
<td>0.08</td>
<td>11.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q18. The physical location of my Telepsychiatry appointment was convenient for me to get to.</td>
<td>1.29</td>
<td>0.08</td>
<td>15.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Factor 2: Appropriateness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q8. I believe Telepsychiatry is just as effective as an in-person psychiatry appointment.</td>
<td>1.00(^e)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q11. The psychiatrist understood my concerns.</td>
<td>1.31</td>
<td>0.05</td>
<td>24.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q14. The psychiatrist involved me in decisions about my treatment plan.</td>
<td>1.27</td>
<td>0.05</td>
<td>27.54</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q16. I am confident that I will be able to follow the psychiatrist’s recommendations.</td>
<td>1.18</td>
<td>0.05</td>
<td>22.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Factor 3: Effectiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3. During my Telepsychiatry appointment, I was able to see the psychiatrist clearly.</td>
<td>1.00(^e)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q4. During my Telepsychiatry appointment, I was able to hear the psychiatrist clearly.</td>
<td>1.01</td>
<td>0.06</td>
<td>16.60</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q5. I am confident that the psychiatrist and my health care providers are working as a team.</td>
<td>1.17</td>
<td>0.03</td>
<td>36.97</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q6. I feel that there was an adequate amount of time allotted for the Telepsychiatry appointment.</td>
<td>1.09</td>
<td>0.06</td>
<td>18.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Factor 4: Safety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q7. I felt comfortable during my Telepsychiatry appointment.</td>
<td>1.00(^e)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q10. I felt that confidentiality was protected throughout my Telepsychiatry appointment.</td>
<td>1.11</td>
<td>0.05</td>
<td>23.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q12. The psychiatrist treated me with courtesy and respect.</td>
<td>1.20</td>
<td>0.04</td>
<td>28.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q13. The psychiatrist explained my diagnosis in a way that I could understand.</td>
<td>1.20</td>
<td>0.03</td>
<td>40.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q15. The psychiatrist explained the benefits and risks of any medications he/she recommended.</td>
<td>0.97</td>
<td>0.05</td>
<td>19.94</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Q17. I understand what to do if I have a mental health emergency following this appointment.</td>
<td>1.02</td>
<td>0.06</td>
<td>16.68</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Estimate: model estimate of factor loadings.  
\(^b\)SE: SE of estimates.  
\(^c\)Estimate/SE: ratio between estimates and their SE (under the assumption of normality of estimates, this ratio has a standard normal distribution, which is used to calculate the P value).  
\(^d\)P value: estimate of the probability of a coefficient equal or larger than that found under the null hypothesis.  
\(^e\)Coefficients were fixed at 1.00 to allow model identification.  
\(^f\)N/A: not applicable.

Patient Experience

Overall, the client satisfaction surveys demonstrated high ratings from patients across the 4 domains of access and timeliness (mean 16.7 out of 20, SD 2.8), appropriateness (mean 16.8 out of 20, SD 3.0), effectiveness (mean 17.9 out of 20, SD 2.6), and safety (mean 25.8 out of 30, SD 4.0), with the highest overall score for effectiveness (Table 4). The total factor score was calculated for each factor by summing the scores for each item. Subjects with missing values in at least one item of a factor did not have the total score calculated for that factor. We observe that for all factors, our sample shows total scores that are concentrated on the higher end of the scale, as can be seen in Table 4.
Principal Findings

This study provides a validated survey tool to measure patient satisfaction and experience with telepsychiatry across 4 HSO domains: access and timeliness, appropriateness, effectiveness, and safety. This validated survey tool serves as a good model for future research and program evaluation that ensures patient experience is collected through a quality of care lens. By clustering items into HSO domains, survey results allow for targeted quality improvement efforts that address patient-identified gaps in service quality. This survey has global relevance in telepsychiatry as well as the broader fields of telemental health and telemedicine.

Consistent with previous research studies [3,11,12], patients’ responses suggest high levels of satisfaction with telepsychiatry services. In this study, patient satisfaction was high across all 4 domains, with the highest overall score for the effectiveness domain, followed by safety, appropriateness, and access and timeliness. Our study also sought to understand which HSOs were most strongly correlated with overall satisfaction in the context of telepsychiatry and found access and timeliness, and safety to be statistically significant predictors. The term safety in this case represents both physical and psychological safety, which is evident in the way that the six individual items clustered together around issues of effective communication, comfort, confidentiality, respect, and patient knowledge about what steps to take in case of an emergency.

Although the effectiveness of telepsychiatry is well established in the literature [37] and is a key dimension of overall quality of care [23,25], it is important to note that effectiveness was not found to be a statistically significant predictor of patient satisfaction in this study. Appropriateness was found to be almost significant; however, only access and timeliness, and safety were found to statistically significantly predict satisfaction. A potential reason for this is that the majority of patients accessing telepsychiatry in Ontario are in rural areas and thus are likely to have fairly limited access to timely service locally, so timeliness and access are major components in their overall satisfaction [38]. This information has important clinical practice and policy implications when we consider the crucial role that access, timeliness, and safety play in shaping overall patient satisfaction with telepsychiatry services, including ensuring safe spaces for patients, safety protocols and guidelines for clinicians, and a focus on timely service that supports patients with significant barriers to access.

Another possible explanation for the lack of significance of effectiveness on satisfaction may be related to the temporal relationship of the survey with the appointment, especially given that a majority of the respondents (63.9%) were receiving telepsychiatry for the first time. In other words, judgments of effectiveness may not be as salient to satisfaction immediately following a first appointment. In the future, examining survey responses after repeat appointments will be an important direction.

Although telepsychiatry programs have increased the reach of mental health services, research suggests that telepsychiatry is still underused by patients and providers alike [38]. As work on this survey neared completion, we encountered an unexpected rapid increase in telepsychiatry use in the context of the pandemic caused by COVID-19. Many commentators predict a sustained increase in the use of telehealth and other digital health technologies [39,40]. Now more than ever, understanding the perspectives of end users and stakeholders, including patients and providers, is crucial in service planning, evaluation, and research. Patient satisfaction and experience surveys provide a useful avenue for feedback that can be used to guide
To ensure the acceptability of telepsychiatry services, it will be important to ensure that services address those factors that have been identified as the most significant contributors to overall satisfaction for patients, namely, access and timeliness, and safety. As telepsychiatry services continue to increase in use, we need to keep patient experiences and perspectives at the forefront of not only quality measurement but also program and systems planning.

Future Directions

With a survey tool now developed and adjusted based on our factor analysis findings and validated for use, we plan to utilize the survey to conduct a second analysis to assess the overall quality of our service and identify opportunities for program improvement within each domain. This will allow us to determine if the survey is helpful in gauging the impact of iterative quality improvement initiatives. Simultaneously, we will conduct additional consultations relating to new and emerging questions that arise in relation to patient experiences in telepsychiatry. Our team actively engages people with lived experience in the co-design of programs, and we will seek to involve patients in further improving the survey. Finally, we are always open to the feedback of health providers working in our program and those referring patients to our program. If changes are made as a result of these consultations, additional factor analysis and validation will be conducted.

After the advent of the COVID-19 pandemic, our team has also committed to taking a digital health equity perspective, working toward more equitable access to telehealth, while also recognizing that larger structural factors may impact access to technology and/or influence comfort with accessing care using technology [41]. In the future, we will ensure that the survey addresses equity, an important HSO identified by the Institute of Medicine [23]. We plan to include additional questions to assess equity as it relates to digital health, including questions on language, education, ethnicity, age, gender, and culturally safe and compassionate care.

In addition, qualitative research may help to illuminate some of the barriers and facilitators to the use of telepsychiatry by both patients and providers. Although measures of patient experience and satisfaction inform person-centered care, it is important to continue to be open to patient-derived expressions of experience and quality and to ensure that these are not overlooked.

Limitations

Self-selection bias is a possible limitation to this study, as the ability to self-select may affect the response rate, which is unknown for this study. For example, the most satisfied or unsatisfied patients are more likely to respond to the survey [42]. To minimize nonresponse, telemedicine coordinators at the different community provider sites were asked to give the patient experience survey to all patients at the beginning of their appointment and to collect them upon completion. Another possible bias highlighted by Williams et al [43] is that telemedicine survey respondents may be more likely to respond favorably to satisfaction surveys given the perceived potential impacts on health care service delivery and access. It could be argued, however, that the perceived pressure to respond favorably is diminished in the case of telepsychiatry consultations, as in the context of our service, the consulting provider does not provide ongoing care to the patient, and patient responses are anonymous. In future research, it would be beneficial to know the response rate to better understand the magnitude of response bias. To account for the potential bias whereby patients rate all HSOs highly based on their preference for a particular psychiatrist [42], rather than the overall process or experience of their telepsychiatry appointment, we looked at aggregate means instead of data at the individual psychiatrist level.

Revising the model based partly on information from the data itself lowers the level of evidence for our final CFA model. Despite the fact that we only addressed the most relevant fit issues and based model modifications on theoretical considerations, it is possible that our final model is affected by overfitting problems. The only way to address that, however, would be through the replication of the analysis with a different data set, which we plan to do in future iterations.

Conclusions

This study sought to address a notable gap in the literature with respect to validated measures of patient satisfaction with telepsychiatry. This study used HSOs as a guiding framework for the development and validation of a patient satisfaction and experience survey. By situating patient satisfaction and experience within this framework, the survey facilitates patient data collection and interpretation through a clinical quality lens. This study also illuminates the clinical quality domains that would benefit from targeted quality improvement initiatives to further improve overall patient experience and satisfaction with telepsychiatry.
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Abstract

Background: Telehealth is an effective means to assist existing health care systems, particularly for the current aging society. However, most extant telehealth systems employ individual data sources by offline data processing, which may not recognize health deterioration in a timely way.

Objective: Our study objective was two-fold: to design and implement an integrated, personalized telehealth system on a community-based level; and to evaluate the system from the perspective of user acceptance.

Methods: The system was designed to capture and record older adults’ health-related information (eg, daily activities, continuous vital signs, and gait behaviors) through multiple measuring tools. State-of-the-art data mining techniques can be integrated to detect statistically significant changes in daily records, based on which a decision support system could emit warnings to older adults, their family members, and their caregivers for appropriate interventions to prevent further health deterioration. A total of 45 older adults recruited from 3 elderly care centers in Hong Kong were instructed to use the system for 3 months. Exploratory data analysis was conducted to summarize the collected datasets. For system evaluation, we used a customized acceptance questionnaire to examine users’ attitudes, self-efficacy, perceived usefulness, perceived ease of use, and behavioral intention on the system.

Results: A total of 179 follow-up sessions were conducted in the 3 elderly care centers. The results of exploratory data analysis showed some significant differences in the participants’ daily records and vital signs (eg, steps, body temperature, and systolic blood pressure) among the 3 centers. The participants perceived that using the system is a good idea (ie, attitude: mean 5.67, SD 1.06), comfortable (ie, self-efficacy: mean 4.92, SD 1.11), useful to improve their health (ie, perceived usefulness: mean 4.99, SD 0.91), and easy to use (ie, perceived ease of use: mean 4.99, SD 1.00). In general, the participants showed a positive intention to use the first version of our personalized telehealth system in their future health management (ie, behavioral intention: mean 4.45, SD 1.78).

Conclusions: The proposed health monitoring system provides an example design for monitoring older adults’ health status based on multiple data sources, which can help develop reliable and accurate predictive analytics. The results can serve as a guideline for researchers and stakeholders (eg, policymakers, elderly care centers, and health care providers) who provide care for older adults through such a telehealth system.
Introduction

In Hong Kong, residents aged 65 years old and above will account for 33.7% of the total population in 2066, compared to 17.0% in 2018 [1]. Aging reduces the physical and cognitive capacities of older adults and affects their ability to live independently or perform daily activities. Older adults are also susceptible to chronic diseases (e.g., hypertension, diabetes, and dementia). For example, approximately 73% of Hong Kong residents aged 75 and above have hypertension [2] and nearly 1 out of 10 community-dwelling residents aged 70 or above has dementia. Managing such chronic diseases or their exacerbations is associated with close to 80% of health care budgets [3]. Another critical health issue for older adults is falling, which can result in decreased mobility level, fear of falling, and even death [4]. Approximately 18% of Hong Kong community-dwelling older adults experience falls. Among fallers, approximately 10% incur bone fractures [5] and around 32% experience soft tissue injuries [6]. These falls are associated with increases of up to HKD 552 million (US$70 million) in extra annual health care costs, approximately 30% of which can be reduced through an effective fall prevention program [7].

Recently, the Hong Kong government proposed a policy of “aging in place,” which encourages empowering older adults to remain in communities for long-term care services and to promote their well-being [8]. Such community-based services can ease the public financial burden as they are cheaper than public hospitals and can save costs that would be spent on misused health care resources (e.g., unnecessary hospitalizations) [9]. Along with the shift from hospital care to community care, community-based health care systems are facing unprecedented challenges of limited capacity and resources to monitor older adults’ health continuously. Moreover, the caregivers in communities may lack professional knowledge and thus cannot detect health anomalies or suggest the next treatment for the elderly when needed. Therefore, innovative solutions for continuous monitoring of the health of the community-dwelling elderly population and linking with health care professionals are needed in the Hong Kong health system.

Owing to rapid developments in information technology, telehealth monitoring has provided cost-effective and timely access to quality care [10-12]. Telehealth monitoring systems utilize telecommunication technologies (e.g., digital monitoring sensors) to capture and deliver health data (e.g., vital signs) and services between patients and health care professionals. In particular, such a system provides a feasible solution to the increasing demand for long-term care support and monitoring to community-dwelling elderly individuals who may have difficulties in accessing health services [13-16]. A review of the current literature showed that telehealth systems have been assisting older adults in specific health-related areas such as chronic conditions [17-22], falls [23,24], and general wellness [25-28]. For example, Or and Tao [19] developed a patient-centered, tablet computer-based self-monitoring system to enable older adults with type 2 diabetes and hypertension to measure and monitor their blood glucose and blood pressure. Sparks and colleagues [22] proposed a decision support system that seeks to help community nurses monitor the well-being of their chronically ill patients, using an all-in-one station-based health monitoring device. Doty and colleagues [24] developed a wearable multimodal monitoring system designed for the real-life long-term monitoring of patients susceptible to falls. In addition to trial studies on telehealth monitoring systems, we also found some national telehealth programs that have been implemented, such as the Whole Systems Demonstrator program of the UK Department of Health [29], the Care Coordination/Home Telehealth program introduced by Veterans Health Administration in the United States [10], and the Home Monitoring of Chronic Disease in Aged Care program funded by the Australian government [16]. Significant benefits have been reported, such as a 19% reduction in numbers of hospital admissions [10] and 45% reduction in mortality rates [29].

Methods

System Design

Figure 1 shows the schematic diagram of our proposed personalized health monitoring system. The system captures and records older adults’ health-related information such as continuous vital signs and gait behaviors through various measuring tools, and will be integrated and analyzed using state-of-the-art data mining techniques. When any statistically significant changes in daily records are detected, the decision support system will emit warnings to older adults, their family members, and their caregivers, who can then take appropriate interventions to prevent further health deterioration. The details of the measuring tools integrated into the system are described below.

http://www.jmir.org/2020/9/e19223/
Figure 1. Schematic diagram of the proposed personalized health monitoring system.

Vital Signs
Older adults’ vital signs are measured and recorded using an all-in-one station-based telemonitoring device (TMC, Telemedcare Systems Pty Ltd, Sydney, Australia). This device was selected based on a comprehensive and independent technology assessment process as described previously [9,16,22]. The vital signs that a TMC unit can measure include body temperature, systolic blood pressure (SBP), diastolic blood pressure (DBP), heart rate, and blood oxygen level (SpO₂). The vital sign data can be electronically sent to a centralized database for quality control and diagnostic purposes.

Daily Activity
A commercial device (Fitbit-Alta, Fitbit Inc, USA) is integrated into our proposed system to record older adults’ steps and sleep data. All of these data will be synchronized and uploaded to the Fitbit cloud server for quality control and diagnostic purposes.

Gait and Balance Sensor Signals
Older adults’ gait and balance status are measured using wearable sensors that are cost-effective with few constraints on monitoring movements [37-39]. Older adults need to put on a sensor (ie, accelerometer and gyroscope) before performing a 3-meter timed up and go (3M-TUG) test and a 10-meter straight walking (10M-SW) test (see Figure 2). The 3M-TUG test is a well-known clinical test of gait mobility [40] with high reliability [41]. During the 3M-TUG test, older adults need to stand up from a chair, walk 3 meters, turn around, walk back 3 meters, and sit down on the chair. The completion time of the 3M-TUG test is recorded as it is associated with impaired mobility and increased fall risks [40]. Gait speed is cited as the “sixth vital sign” [42] to reflect functional and physiological changes [43,44], and can further reflect fall risk [45]. Gait speed can be calculated from the 10M-SW test with participants walking 10 meters in a straight line. Signal data of gait behaviors are collected from the wearable sensor during the two gait tests. In addition, the Berg Balance Scale score is collected by registered physiotherapists [46,47] to identify older adults who are prone to falls and in need of preventive treatments [48,49].

Figure 2. Illustrations of (left) the 3-meter timed up and go test and (right) the 10-meter straight walking test.

* Note: ① Sit-to-stand, ② Stand-to-③ Sit, ④ Gait behavior sensors, ⑤ Accelerometer & gyroscope, ⑥ Signal receiver, ⑦ Accelerometer & gyroscope.
Demographic Information, Sleep Quality, and Wellness Status

Customized questionnaires were used to collect older adults’ demographic information (eg, age, gender, and chronic disease history). Sleep quality was measured using the Pittsburgh Sleep Quality Index scale [50], one of the most commonly used clinical measures of sleep quality [51,52], with the score ranging from 0 to 21 (higher scores indicate worse sleep quality). Older adults were asked to self-report their daily wellness level, also called the Health Index, by rating on a 10-point scale from 1 (“feeling terrible”) to 10 (“feeling terrific”) [28].

System Implementation

During the implementation phase, we collected raw data for system algorithm development and examined users’ acceptance of our proposed health monitoring system. A 3-month follow-up design was utilized in 3 centers that are part of a local nongovernment organization providing community services to the elderly [53]. Center A is a nursing home that provides 24-hour service to residents aged 60 or above and are mentally suitable for group living. Center B and Center C provide daycare services for residents aged 60 or above who live in the community.

Participants

Directors of the 3 centers first approached their center members, explained our study protocol, and invited older adults to participate. Based on the name lists from the directors, we recruited older adults who met all of the following inclusion criteria: (1) community-dwelling Hong Kong residents, (2) at least 60 years old, (3) willing to participate in the study, and (4) capable of cooperating in the assessment. Older adults with unstable or life-threatening illness were excluded. After completing all of the follow-up assessments, each participant was given a 50 HKD (US $6.50) supermarket coupon as a token of appreciation. The pilot study was approved by the Research Ethics Committee of City University of Hong Kong (reference number: 3-2-201803_02). All participants provided written informed consent before participating in the study.

Procedure

The implementation phase was scheduled from November 14, 2017 to February 13, 2018 in Center A; from December 17, 2017 to March 16, 2018 in Center B; and from March 1, 2018 to May 31, 2018 in Center C. We conducted follow up visits every day during the 3-month period, excluding public holidays or special arrangements at the center (eg, special holiday leave in Center A; special training days in Center C). We ended up with a total of 58 follow ups for Center A, 63 follow ups for Center B, and 58 follow ups for Center C.

After obtaining participants’ consent forms, trained research assistants collected participants’ demographic and sleep quality information using questionnaires, and distributed each participant a Fitbit-Alta to wear 24 hours per day. The research assistants conducted the following operations in each follow-up visit, namely, every day during the 3-month period (except public holidays or special arrangements at the center).

First, the research assistants checked the battery of the Fitbit in use and, if needed, replaced it with a prepaired, fully charged Fitbit (each participant used two paired Fitbit devices during the pilot study). The research assistants then synchronized the Fitbit data with a tablet and uploaded it to the Fitbit server.

Second, the research assistants asked the participants to be seated in front of a TMC unit and guided each participant to use the TMC for measurements of vital signs. After all the measurements, the research assistants synchronized the vital sign data to the TMC server.

Third, the research assistants recorded the participants’ self-rated health status (ie, health index).

In addition, the research assistants measured participants’ body weight and performed a 3M-TUG test and a 10M-SW test once a week during the 3-month period (except for public holidays or special arrangements at the center).

System Evaluation

Exploratory data analysis was performed to summarize the collected datasets. After the 3-month pilot study, we conducted a survey through distributing a questionnaire to evaluate users’ acceptance of the system. The participants were asked to rate their perceived acceptance of the system with respect to attitude (eg, “it is a wise idea to use this system”) [54], self-efficacy (eg, “it is comfortable to perform self-monitoring via the system”) [54], perceived usefulness (eg, “using this system for self-monitoring improves your health”) [55], perceived ease of use (eg, “learning to perform self-monitoring via the system is easy for you”) [55], and behavioral intention (eg, “you intend to perform self-monitoring using the system in the next 2 months”) [56], using a 7-point Likert-type scale, ranging from 1 (“very strongly disagree”) to 7 (“very strongly agree”).

Results

Table 1 presents the demographic information, daily activities, and vital signs of the 45 participants. Exploratory data analysis showed significant differences among group means in age (F2,42 =9.138, P<.001), steps (F2,42=33.9, P<.001), body temperature (F2,42=145.1, P<.001), and SBP (F2,42=4.417, P=.02). No other significant group differences were found. Figure 3 shows the longitudinal variations of the vital signs among the 3 centers.
Table 1. Demographics, daily activities, and vital signs of the 45 participants stratified by center.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Center A (n=10)</th>
<th>Center B (n=24)</th>
<th>Center C (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>88.7 (3.7), 82-94</td>
<td>76.3 (7.8), 61-91</td>
<td>81.4 (9.9), 71-106</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8 (80)</td>
<td>21 (87)</td>
<td>4 (36.4)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (20)</td>
<td>3 (13)</td>
<td>7 (63.6)</td>
</tr>
<tr>
<td>Chronic disease (self-reported), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>9 (90)</td>
<td>13 (54)</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Heart disease</td>
<td>2 (20)</td>
<td>3 (13)</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Stroke</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>2 (20)</td>
<td>5 (21)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Cancer</td>
<td>0 (0)</td>
<td>3 (13)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High cholesterol</td>
<td>0 (0)</td>
<td>8 (33)</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Asthma</td>
<td>2 (20)</td>
<td>0 (0)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>PSQI, mean (SD)</td>
<td>7.80 (3.01)</td>
<td>7.42 (3.99)</td>
<td>7.00 (1.91)</td>
</tr>
<tr>
<td>Health index, mean (SD)</td>
<td>7.06 (1.72)</td>
<td>8.35 (1.24)</td>
<td>6.33 (1.60)</td>
</tr>
<tr>
<td>Daily activities, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps (number)</td>
<td>4751.8 (2481.7)</td>
<td>11817.5 (4089.1)</td>
<td>2751.5 (1718.5)</td>
</tr>
<tr>
<td>Sleep (hours)</td>
<td>7.08 (1.77)</td>
<td>7.35 (1.60)</td>
<td>6.76 (2.14)</td>
</tr>
<tr>
<td>Vital signs, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body temperature (°C)</td>
<td>36.45 (0.12)</td>
<td>35.89 (0.14)</td>
<td>36.72 (0.17)</td>
</tr>
<tr>
<td>DBPb (mmHg)</td>
<td>74.05 (7.58)</td>
<td>69.28 (8.37)</td>
<td>71.02 (4.28)</td>
</tr>
<tr>
<td>SBPc (mmHg)</td>
<td>142.20 (3.72)</td>
<td>130.10 (11.43)</td>
<td>130.63 (14.65)</td>
</tr>
<tr>
<td>Heart rate (beats/minute)</td>
<td>74.99 (5.92)</td>
<td>74.19 (10.73)</td>
<td>70.64 (11.28)</td>
</tr>
<tr>
<td>SpO2d (%)</td>
<td>96.84 (1.62)</td>
<td>97.71 (1.29)</td>
<td>96.41 (1.90)</td>
</tr>
</tbody>
</table>

aPSQI: Pittsburgh Sleep Quality Index.
bDBP: diastolic blood pressure.
cSBP: systolic blood pressure.
dSpO2: blood oxygen level.

Figure 4 shows an example of a segmented 3M-TUG task using accelerometer data and gyroscope data. Algorithms developed to segment the signal data into sit-to-stand, walking, and stand-to-sit are provided in our previous publication [57].

Overall, the participants strongly agreed that using the system is a good idea (mean 5.67, SD 1.06). The participants agreed that using the system is comfortable (mean 4.92, SD 1.11), useful to improve their health (mean 4.99, SD 0.91), and easy to use (mean 4.99, SD 1.00). In general, the participants showed a positive intention to use the first version of our personalized telehealth system in their future health management (mean 4.45, SD 1.78).
**Figure 3.** Vital signs of each participant from the 3 centers over time. The dashed lines represent mean values. BT: body temperature; DBP: diastolic blood pressure; SBP: systolic blood pressure; HR: heart rate; SpO₂: blood oxygen level.

**Figure 4.** Example of segmented 3-meter (3M) timed up and go tasks using (left) accelerometer data and (right) gyroscope data.
Discussion

Principal Findings

Innovative health care solutions such as telehealth are a possible solution to support community caregivers to meet the increasing health services demand. In this paper, we proposed our first version of an integrated, personalized telehealth monitoring system and demonstrated its implementation for Hong Kong community-dwelling older adults. We further evaluated its user acceptance after 3 months. This system can help communicate and manage the data collected from different sources, detect health anomalies, provide wellness prediction, signal alerts on health risks, and propose health improvement advice for reduction of adverse health outcomes.

For elderly individuals with chronic illnesses or at high risk of falls, timely detection of health anomalies is critical in health management. Any adverse conditions remaining untreated could result in a higher chance of hospitalization and longer recovery times [25]. Existing monitoring devices or systems mainly focus on the monitoring of vital signs, which has limitations for wellness prediction. The raw data from various sources can be of multidimensions, multiscales, and of varying precision. It is therefore important to develop tools and protocols for integrating and mining the personalized health-related data collected from various devices. Our proposed system integrates continuous measurements of vital signs, daily activities, and gait behaviors, allowing for better analytics and interpretation of disease progression and fall risks. Forecasting the wellness of the elderly based on identified personalized rules may be a useful indicator in early anomaly detection and potential treatment [25]. One of the key observations of our findings is that health-related data (eg, number of steps, body temperature, and SBP) showed high variations among the 3 test centers. For example, older adults who lived in Center A commonly exhibited a lack of physical activities, whereas those recruited from Center B exhibited a more active lifestyle with more physical activities. Such differences among various populations (eg, older adults at different care centers) may or may not affect the development of accurate predictive analytics. Thus, future studies with a large sample size are needed to validate the existence of population variations in health-related data and to further examine how such variations affect health predictions.

The collected data provide a rich resource to develop models and algorithms for smart personalized health management through risk assessment, and disease and harm prevention. For example, the vital sign data can be analyzed and modeled to identify biomarkers for anomalies in health status. Based on the automated risk stratification, decision support systems can be developed for patients themselves, their family members, or clinicians who can review patients’ health status and decide whether a health care service is needed.

Implications and Future Work

Theoretically, our study offers an example of a system that provides multidimension, multiscale, and multiprecision data for elderly health monitoring. The integrated use of such data from multiple sources can offer more reliable information as compared with single-source data [28,58]. Based on the data collected from the proposed system, we have developed methods for incorporating data from multiple sources for predictive modeling (eg, wellness prediction for community-dwelling elderly people) [28,59]. For elderly health monitoring, it is important to combine continuous health monitoring data with discrete demographic/medical data. The variables consist of outcomes from sensing devices that output a continuous stream of sensor information that are related to various activities. Demographics/medical data consist of only a few variables collected discretely over a fixed time period. Naïve integration may result in situations where high-dimensional data dominate, and simple data summaries may cause significant loss of key information. New methodologies will be needed to determine the scale and dimensionality for best performance under various predictive models.

Following Chow [60], we propose to utilize different data fusion techniques for integrating heterogeneous data in terms of dimension, scale, and precision by means of statistical modeling. First, it is necessary to process and reconstruct collected data on a unified coordinate or reference grid. Here, we propose adopting a kernel-based smoothing method [61]. Given a measurement taken from a specific source at a specific time, the measurement will be filtered over a user-defined space-time domain through a kernel regression function. Details of this method are provided by Chow [60], who applied the method to the fusion of road traffic data. Second, data from different sources could be combined using the voting technique [62,63], which is essentially a weighted linear combination of information from different sources, in which the weights are defined according to the accuracy or creditability of the associated data sources as determined in advance. Moving forward, we will use heterogeneous longitudinal methods with a dynamic risk adjustment scheme for monitoring individual risk, such as the DySS, RA-CUSUM, and RA-EWMA methods [64,65]. In addition, we will identify major vital signs that affect health conditions based on health monitoring and lifestyle data, and then develop modeling strategies that will take the vital signs features as input for state-of-the-art machine learning algorithms such as boosting, support vector machine, random forest, ensemble modeling, and neural networks for wellness forecasting. Correlations between adverse health outcomes and multiple risk factors (eg, poor gait and balance) will be investigated based on the collected health monitoring data.

Practically, our system is likely to be of interest to policymakers, elderly care centers, and health care providers, particularly given the urgent need to increase the capability to care for the elderly as the burden shifts from hospital care. The proposed system involves linking health care providers with their patients without spending unnecessary time on less productive aspects of community activities such as avoidable driving to and from communities and on-site measurements of vital signs to assess health condition. The system has the potential to detect significant changes in health condition and to flag these changes as more caregiver attention is required to keep older adults out of hospitals. In addition, when hospitalization is needed, such a system may help to automate risk stratification of patients, which may facilitate hospital resources allocation. Thus, it can be beneficial to improving the quality of health care services.
provided, and ease the heavy burden on local health care systems. Moreover, end users may not initially accept and adopt a new technology after its introduction for a variety of reasons, and therefore will not experience the benefits. Our preliminary acceptance findings showed a relatively positive attitude for using our system (mean score=5.67) and slightly high levels of self-efficacy, perceived usefulness, perceived ease of use, and behavioral intention (with mean scores of 4-5). One possible reason could be that the participants may not have fully perceived the potential benefits of our system as the utilized system in the present study did not include any prediction algorithms for health management and timely communications between the system and the participants. Based on previous studies, there could be some other factors that significantly affect user acceptance of health information technology, such as social influence (eg, family/friends’ opinions) [66,67], facilitating conditions (eg, organizational and technical infrastructure) [68], and technology anxiety (eg, anxiety in using technology) [69].

To help implement our system into practice, we will perform further longitudinal acceptance modeling studies on the full version of our system to focus on the factors that affect older adults’ and health care professionals’ acceptance [70]. Following that, targeted strategies (eg, community-based technology support services and training workshops) will be promoted to improve user acceptance on our smart system. In the long run, our proposed research is expected to develop effective ways to reduce the growing elderly care burden on health care systems.

**Limitations**

Missing data is a common problem encountered in most health care–related studies. Monitoring data quality in the presence of missing data is required, because the accuracy and reliability of measurements may be impaired when nonmedical experts perform the measurements [16]. One limitation of this study is the lack of data quality monitoring during implementation. Based on the data collected, we developed a data quality monitoring method to signal issues with the accuracy of the collected data quickly [71], which could be beneficial for further studies. Moreover, our study was based on a 3-month design and cannot evaluate the influences of season/time of the year on data variation. Future studies, in particular longitudinal studies of more than 6 months, are recommended to consider the evaluation of the effects of season/time of year.
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Abstract

Background: mHealth tablet-based interventions are increasingly being studied and deployed in various health care settings, yet little knowledge exists regarding patient uptake and acceptance or how patient demographics influence these important implementation metrics.

Objective: To determine which factors influence the uptake and successful completion of an mHealth tablet questionnaire by analyzing its implementation in a primary care setting.

Methods: We prospectively studied a patient-facing electronic touch-tablet asthma questionnaire deployed as part of the Electronic Asthma Management System. We describe tablet uptake and completion rates and corresponding predictor models for these behaviors.

Results: The tablet was offered to and accepted by patients in 891/1715 (52.0%) visits. Patients refused the tablet in 33.0% (439/1330) visits in which it was successfully offered. Patients aged older than 65 years of age (odds ratio [OR] 2.30, 95% CI 1.33-3.95) and with concurrent chronic obstructive pulmonary disease (OR 2.22, 95% CI 1.05-4.67) were more likely to refuse the tablet, and those on an asthma medication (OR 0.55, 95% CI 0.30-0.99) were less likely to refuse it. Once accepted, the questionnaire was completed in 784/891 (88.0%) instances, with those on an asthma medication (OR 0.53, 95% CI 0.32-0.88) being less likely to leave it incomplete.

Conclusions: Older age predicted initial tablet refusal but not tablet questionnaire completion, suggesting that perceptions of mHealth among older adults may negatively impact uptake, independent of usability. The influence of being on an asthma medication suggests that disease severity may also mediate mHealth acceptance. Although use of mHealth questionnaires is growing rapidly across health care settings and diseases, few studies describe their real-world acceptance and its predictors. Our results should be complemented by qualitative methods to identify barriers and enablers to uptake and may inform technological and implementation strategies to drive successful usage.

(J Med Internet Res 2020;22(9):e19358) doi:10.2196/19358
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Introduction

The use of information technology in health care has proliferated rapidly over the past 20 years. For example, patient-facing handheld touchscreen computers (tablets)—a form of mobile health (mHealth)—are increasingly being used and studied across a range of clinical settings [1-6]. Tablets are particularly well suited for collecting information directly from patients and have several potential advantages over traditional paper-based methods, including increased efficiency, facilitated data entry, greater data security, and ease of data transport [7,8]. Tablet-based patient questionnaires are also perceived favorably by patients, can promote greater patient-centered care, and are cost efficient [7,9]. Given these advantages, many clinicians and health care organizations are now integrating tablets into care. In Canada, 3500 physicians are already using electronic medical record–integrated tablet-based mHealth questionnaires, and the Canadian Medical Association has partnered with technology providers to further promote the use of tablets [10].

Patient uptake is critical to realizing the health system benefits of tablet-based questionnaires. However, despite broad interest and increasing use of tablets, there is limited research evaluating real-world mHealth tablet uptake and acceptability. Certain groups, such as older patients and those with lower educational attainment, may have disproportional barriers to accepting and using tablets [6,11] and a higher risk of experiencing technology-induced medical errors [12]. Accordingly, further research is required to understand the differences in uptake across demographics and the reasons for these differences, with a view toward improving implementation processes and technologies to enable broad acceptance.

We recently completed a prospective study of a chronic disease management tool called the Electronic Asthma Management System (eAMS) [13], which consisted of a patient-facing electronic touch-tablet asthma questionnaire for use in waiting rooms, that directly informed a provider-facing computerized clinical decision support system. Herein, we report on the implementation of this tablet-based questionnaire, including patient uptake, completion rates, and predictors of these metrics, in a real-world primary care setting.

Methods

Questionnaire Development

The eAMS questionnaire was created as a web-based app for Apple iPad and requires approximately 10 minutes to complete [14]. Questions were designed to (1) document current asthma control criteria, (2) identify current asthma medications used and adherence to these medications, and (3) collect information required to create a personalized self-management asthma action plan. Questionnaire data were transferred to a computerized clinical decision support system, which provided primary care clinicians with patients’ asthma control status, evidence-based recommendations for medication adjustments, and a prepopulated asthma action plan, integrated into the electronic medical record in real time [15]. A questionnaire prototype was developed by asthma and knowledge translation experts in our research group by applying evidence-based electronic questionnaire design principles [16]. After pilot testing in a convenience sample of clinicians and researchers, the prototype’s content and usability were iteratively refined using a rapid-cycle design process with serial focus groups (in total, 20 patients with asthma), followed by summative qualitative and quantitative analyses [14,15]. The questionnaire was designed and tested for use across a range of ages (with 30% of included participants aged older than 60 years of age), disease severities, and technological experience [14,15]. The system had a final System Usability Scale score of 84.2. The reported mean System Usability Scale score for web-based systems is 68, with a score of 84.2 corresponding to a subjective usability rating of excellent and a 95th percentile rank. The high System Usability Scale score was supported by favorable Likert-scale question responses and qualitative findings [14].

Study Design and Population

The eAMS patient questionnaire and clinical decision support system were tested in a 1-year prospective interrupted time-series design study across 3 primary care sites in Ontario, Canada [13]. Detailed questionnaire uptake and completion data were captured at 2 of these clinics. We included patients aged older than 16 years, with a physician diagnosis of asthma (these patients were identified according to an electronic medical record search algorithm validated in this population and with the same electronic medical records used in study sites [17]), and with an asthma medication prescription in the prior year (but not necessarily using asthma medication at the time of the study). We excluded patients who were pregnant (as the questionnaire was designed in part to inform creation of a physician-delivered asthma action plan, and there is limited evidence for asthma action plan use during pregnancy [13]), had cognitive or language difficulties, had a life expectancy of <1 year, or had been on a medication for chronic obstructive pulmonary disease in the prior year [17]. The study was approved by St. Michael’s Hospital and Hamilton Integrated research ethics boards.

Questionnaire Implementation

Each day, an on-site research assistant at each site used a database query to identify all eligible patients who were booked to see a physician or nurse practitioner (excluding visits exclusively for administration of injections such as the flu vaccine). The research assistant was tasked with identifying patients for questionnaire completion in the clinic waiting room and inviting them to complete the questionnaire on 1 of 2 available tablet devices, prior to their appointment. Patients who had completed the questionnaire within the prior 28 days were not asked to repeat it.

Data Collection

Research assistants recorded tablet uptake and completion information for each eligible patient in a standardized Excel (Microsoft Inc) spreadsheet. This information included whether or not the tablet was given to the patient and the reason it was not given (if applicable) and whether the questionnaire was fully completed and reasons for noncompletion (if applicable, though patients were not required to provide a specific reason if they refused to accept the tablet or complete the questionnaire). We
also collected demographic and clinical data including age, sex, smoking status, asthma medication prescriptions, history of emergency room visits or hospitalizations for asthma (since 2003), the presence or absence of prior physician documentation of a diagnosis of asthma or chronic obstructive pulmonary disease, and whether the patient’s asthma was currently under control through an electronic chart audit.

**Outcomes**

The primary outcomes were tablet questionnaire uptake—the proportion of visits in which the tablet questionnaire was offered to and accepted by patients—and tablet questionnaire completion—the proportion of visits in which the questionnaire was completed by patients when uptake was successful. Secondary outcomes were the reasons for failed uptake and the reasons for failed completion. Among cases where the tablet questionnaire was offered to patients, we also sought to determine if tablet refusal and questionnaire noncompletion were influenced by the following patient-level variables (established a priori, based on clinical relevance): age, sex, smoking status, asthma medication prescription, physician-documented diagnosis of asthma or chronic obstructive pulmonary disease, history of emergency room visit or hospitalization related to asthma, and current asthma control status. Finally, we evaluated the proportion of patients who accepted the tablet questionnaire at least once who were willing to accept it on a subsequent occasion, as well as predictors of accepting it on a subsequent occasion. We compared key outcomes between clinical sites.

**Data Analysis**

We present summary statistics for tablet uptake and completion rates (by patient visit), and reasons for uptake and completion failures. We used chi-square and Fisher exact tests to compare results between sites. We then constructed a logistic regression model to evaluate the influence of patient characteristics on the odds of tablet refusal and questionnaire noncompletion. In order to account for repeated measures at the patient level and clustering at the clinic level, generalized estimating equations were used [18]. Though the patient visits were not predetermined by the study investigators in this real-world study and follow-up was irregular, generalized estimating equations remain appropriate for analysis as the outcomes of interest were not clinical in nature, thus outcome-dependent follow-up was unlikely [19,20]. In order to ensure that this assumption was valid, another logistic regression model was constructed as a sensitivity analysis, modeling tablet refusal on only first patient visits, removing any potential residual confounding effects of repeated visits. Model performance was assessed by examining the concordance (C) statistic. At the patient level, we present summary statistics for the number of times each patient accepted the tablet questionnaire. We constructed a logistic regression model identifying predictors of refusing the tablet on the second occasion after acceptance on the first occasion. Additional available predictors for this patient-level analysis were time between completion of the first questionnaire and next time being offered it, and whether or not the questionnaire was fully completed on the first occasion it was accepted. All statistical analyses were performed using SAS (university edition; SAS Institute). A P value<.05 was statistically significant.

**Results**

**Primary Outcome: Tablet Questionnaire Uptake**

There were 612 eligible patients who made 1715 eligible visits during the study period (visits per patient: median 2, IQR 1-4) (Table 1). The tablet questionnaire was successfully offered and accepted in 891/1715 visits, resulting in an overall uptake of 52.0%. Failed uptake was due to the tablet not being offered in 385/1715 (22.5%) visits and not being accepted in 439/1330 (33.0%) visits in which it was offered. The tablet questionnaire was completed in 784/891 (88.0%) visits in which uptake (tablet offered and accepted) was successful (Table 1).

**Table 1.** Tablet uptake and completion.

<table>
<thead>
<tr>
<th></th>
<th>All, n (%)</th>
<th>Clinic 1, n (%)</th>
<th>Clinic 2, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>612</td>
<td>437</td>
<td>175</td>
</tr>
<tr>
<td>Eligible visits</td>
<td>1715</td>
<td>1348</td>
<td>367</td>
</tr>
<tr>
<td>Tablet offered to patient</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1715 (100)</td>
<td>1348 (100)</td>
<td>367 (100)</td>
</tr>
<tr>
<td>No</td>
<td>1330 (77.6)</td>
<td>1084 (80.4)</td>
<td>246 (67.0)</td>
</tr>
<tr>
<td>Tablet accepted by patient after being offered</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>385 (22.5)</td>
<td>264 (19.6)</td>
<td>121 (33.0)</td>
</tr>
<tr>
<td>No</td>
<td>1330 (100)</td>
<td>1084 (100)</td>
<td>246 (100)</td>
</tr>
<tr>
<td>Questionnaire completed after tablet offered and accepted by patient</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>891 (67.0)</td>
<td>699 (64.5)</td>
<td>192 (78.0)</td>
</tr>
<tr>
<td>No</td>
<td>439 (33.0)</td>
<td>385 (35.5)</td>
<td>54 (22.0)</td>
</tr>
<tr>
<td></td>
<td>784 (88.0)</td>
<td>618 (88.4)</td>
<td>166 (86.5)</td>
</tr>
<tr>
<td></td>
<td>107 (12.0)</td>
<td>81 (11.6)</td>
<td>26 (13.5)</td>
</tr>
</tbody>
</table>
Secondary Outcomes: Reasons for Tablet Uptake and Completion Failures

Both technology-related and logistical issues prevented the tablet from being offered to patients. Most patients who refused the tablet did not provide a reason. Once accepted, patients failed to complete the questionnaire for a variety of reasons, including aborting the questionnaire due to difficulties in completing it, technology-related failures, or clinicians calling patients in from the waiting room (Table 2).

<table>
<thead>
<tr>
<th>Reasons</th>
<th>All visits, n (%)</th>
<th>Clinic 1 visits, n (%)</th>
<th>Clinic 2 visits, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons tablet not offered to patients</td>
<td>385 (100)</td>
<td>264 (100)</td>
<td>121 (100)</td>
<td>&lt;.001^a</td>
</tr>
<tr>
<td>Patient missed by research assistant</td>
<td>307 (79.7)</td>
<td>215 (81.4)</td>
<td>92 (76.0)</td>
<td></td>
</tr>
<tr>
<td>Technology-related issue^b</td>
<td>48 (12.5)</td>
<td>38 (14.4)</td>
<td>10 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Both tablets already in use</td>
<td>12 (3.1)</td>
<td>7 (2.7)</td>
<td>5 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Not documented</td>
<td>18 (4.7)</td>
<td>4 (1.5)</td>
<td>14 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Reasons tablet not accepted by patients when offered</td>
<td>439 (100)</td>
<td>385 (100)</td>
<td>54 (100)</td>
<td>.70^c</td>
</tr>
<tr>
<td>Patient refusal (denies asthma diagnosis)</td>
<td>54 (12.3)</td>
<td>46 (12.0)</td>
<td>8 (14.8)</td>
<td></td>
</tr>
<tr>
<td>Patient refusal (indicates too difficult to use)</td>
<td>24 (5.5)</td>
<td>22 (5.7)</td>
<td>2 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Patient refusal (no reason provided)</td>
<td>351 (80.0)</td>
<td>307 (79.7)</td>
<td>44 (81.5)</td>
<td></td>
</tr>
<tr>
<td>Caregiver refusal</td>
<td>10 (2.3)</td>
<td>10 (2.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Reasons questionnaire not completed when tablet accepted</td>
<td>107 (100)</td>
<td>81 (100)</td>
<td>26 (100)</td>
<td>&lt;.001^c</td>
</tr>
<tr>
<td>Patient aborted (no reason provided)</td>
<td>46 (43.0)</td>
<td>45 (55.5)</td>
<td>1 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Patient aborted (indicates too difficult to complete)</td>
<td>17 (15.9)</td>
<td>8 (9.9)</td>
<td>9 (34.6)</td>
<td></td>
</tr>
<tr>
<td>Patient aborted (started, then denied asthma diagnosis)</td>
<td>11 (10.3)</td>
<td>6 (7.4)</td>
<td>5 (19.2)</td>
<td></td>
</tr>
<tr>
<td>Technology-related issue^b</td>
<td>5 (4.7)</td>
<td>2 (2.5)</td>
<td>3 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Clinician aborted (called patient in prior to finishing)</td>
<td>28 (26.1)</td>
<td>20 (24.7)</td>
<td>8 (30.8)</td>
<td></td>
</tr>
</tbody>
</table>

^aChi-square test was used.
^bTechnology-related issues included poor Wi-Fi or network connectivity and tablet software or hardware malfunctions.
^cFisher exact test was used.

Predictors of Tablet Questionnaire Refusal

Among the 1330 visits in which the tablet was successfully offered, we were able to match 1026 visits (77.1%) to patient characteristics for modeling. Among these 1026 visits, the tablet was accepted on 679 (66.2%) occasions and refused on 347 (33.8%) occasions. In the multivariable model, being 65 years and older was associated with the greatest odds of tablet questionnaire refusal (odds ratio [OR] 2.30, 95% CI 1.34-3.95). Having a previously documented diagnosis of chronic obstructive pulmonary disease was also associated with increased odds of refusal (OR 2.22, 95% CI 1.05-4.67). Conversely, a current prescription for an asthma medication was associated with lower odds of refusal (OR 0.55, 95% CI 0.30-0.99). The model demonstrated good predictive ability, with a C statistic of 0.67. All predictors are shown in Table 3. Patient asthma control level was missing in 40% of visits (a known care gap [21]) and was therefore excluded from the model.

In the multivariable model constructed with only the data from 451 first patient visits, the tablet was accepted on 407 (90.2%) occasions and refused on 44 (9.8%) occasions. In order to limit the potential for overspecification, only the covariates meeting or approaching statistical significance in the original model or those that were thought to be clinically important were included in the model, which included age ≥65 years, sex, current asthma medication prescription, physician-documented diagnosis of chronic obstructive pulmonary disease, and clinic site. In this sensitivity analysis, being 65 years of age or older was again associated with the greatest odds of tablet questionnaire refusal (OR 2.79, 95% CI 1.39-5.59), controlling for other confounders. Prescription of an asthma medication and physician diagnosis of chronic obstructive pulmonary disease also remained statistically significant predictors. Full results from the sensitivity analysis can be found in Multimedia Appendix 1.
Table 3. Predictors of tablet refusal.

<table>
<thead>
<tr>
<th>Patient-level descriptors</th>
<th>Visits (n=1026), n (%)</th>
<th>Tablet refused (proportion of visits), n (%)</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;65 years old</td>
<td>750 (73.1)</td>
<td>208 (27.7)</td>
<td>reference</td>
</tr>
<tr>
<td>≥65 years old</td>
<td>276 (26.9)</td>
<td>139 (50.4)</td>
<td>2.30 (1.33-3.95)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>263 (25.6)</td>
<td>81 (30.8)</td>
<td>reference</td>
</tr>
<tr>
<td>Female</td>
<td>763 (74.4)</td>
<td>266 (34.9)</td>
<td>1.18 (0.68-2.06)</td>
</tr>
<tr>
<td><strong>Current asthma medication prescription</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No asthma medications</td>
<td>218 (21.3)</td>
<td>90 (41.3)</td>
<td>reference</td>
</tr>
<tr>
<td>Any asthma medication</td>
<td>808 (78.7)</td>
<td>257 (31.8)</td>
<td>0.55 (0.30-0.99)</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifelong nonsmoker</td>
<td>489 (47.7)</td>
<td>161 (32.9)</td>
<td>reference</td>
</tr>
<tr>
<td>Current or former smoker</td>
<td>432 (42.1)</td>
<td>136 (31.5)</td>
<td>0.84 (0.48-1.46)</td>
</tr>
<tr>
<td>Smoking history not documented</td>
<td>105 (10.2)</td>
<td>50 (47.6)</td>
<td>1.74 (0.79-3.83)</td>
</tr>
<tr>
<td><strong>Physician-documented diagnosis of COPD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>887 (86.5)</td>
<td>274 (30.9)</td>
<td>reference</td>
</tr>
<tr>
<td>Present</td>
<td>139 (13.5)</td>
<td>73 (52.5)</td>
<td>2.22 (1.05-4.67)</td>
</tr>
<tr>
<td><strong>Physician-documented diagnosis of asthma</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>310 (30.2)</td>
<td>106 (34.2)</td>
<td>reference</td>
</tr>
<tr>
<td>Present</td>
<td>716 (69.8)</td>
<td>241 (33.7)</td>
<td>1.13 (0.68-1.89)</td>
</tr>
<tr>
<td><strong>Prior ER</strong>&lt;sup&gt;b&lt;/sup&gt; visit or hospitalization for asthma</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>951 (92.7)</td>
<td>330 (34.7)</td>
<td>reference</td>
</tr>
<tr>
<td>Yes</td>
<td>75 (7.3)</td>
<td>17 (22.7)</td>
<td>0.59 (0.15-2.32)</td>
</tr>
<tr>
<td><strong>Clinic site</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site 2</td>
<td>169 (16.5)</td>
<td>35 (20.7)</td>
<td>reference</td>
</tr>
<tr>
<td>Site 1</td>
<td>857 (83.5)</td>
<td>312 (36.4)</td>
<td>1.63 (0.79-3.35)</td>
</tr>
</tbody>
</table>

<sup>a</sup>COPD: chronic obstructive pulmonary disease.

<sup>b</sup>ER: emergency room.

**Predictors of Failure to Complete Questionnaire After Accepting Tablet**

Among the 891 visits in which patients accepted the tablet, we were able to match 706 visits (79.2%) to patient characteristics for modeling. After removing 27 visits where the questionnaire was not completed for reasons outside of the patient’s control (such as the patient being called in prior to finishing or technology-related issues), 679 visits remained, among which the questionnaire was completed on 605 (89.1%) occasions and not completed on 74 (10.9%) occasions. In the multivariable model considering these visits, use of asthma medications was the only statistically significant predictor and was associated with lower odds of failing to complete the questionnaire (OR 0.53, 95% CI 0.32-0.88). The logistic model demonstrated adequate predictive ability with a C statistic of 0.64. All predictors are shown in Table 4. Asthma control level was missing in 40% of visits and was therefore excluded from the model.
Table 4. Predictors of failure to complete the questionnaire after tablet acceptance.

<table>
<thead>
<tr>
<th>Patient-level descriptors</th>
<th>Visits (n=1026), n (%)</th>
<th>Tablet refused (proportion of visits), n (%)</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;65 years old</td>
<td>542 (79.8)</td>
<td>53 (9.8)</td>
<td>reference</td>
</tr>
<tr>
<td>≥65 years old</td>
<td>137 (20.2)</td>
<td>21 (15.3)</td>
<td>1.48 (0.88-2.49)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>182 (26.8)</td>
<td>24 (13.2)</td>
<td>reference</td>
</tr>
<tr>
<td>Female</td>
<td>497 (73.2)</td>
<td>50 (10.1)</td>
<td>0.77 (0.45-1.31)</td>
</tr>
<tr>
<td>Current asthma medication prescription</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No asthma medications</td>
<td>128 (18.8)</td>
<td>22 (17.2)</td>
<td>reference</td>
</tr>
<tr>
<td>Any asthma medication</td>
<td>551 (81.2)</td>
<td>52 (9.4)</td>
<td>0.53 (0.32-0.88)</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifelong nonsmoker</td>
<td>328 (48.3)</td>
<td>35 (10.7)</td>
<td>reference</td>
</tr>
<tr>
<td>Current or former smoker</td>
<td>296 (43.6)</td>
<td>36 (12.2)</td>
<td>1.00 (0.60-1.67)</td>
</tr>
<tr>
<td>Smoking history not documented</td>
<td>55 (8.1)</td>
<td>2 (3.6)</td>
<td>0.48 (0.15-1.62)</td>
</tr>
<tr>
<td>Physician-documented diagnosis of COPD&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>613 (90.3)</td>
<td>62 (10.1)</td>
<td>reference</td>
</tr>
<tr>
<td>Present</td>
<td>66 (9.7)</td>
<td>12 (18.2)</td>
<td>1.90 (0.96-3.75)</td>
</tr>
<tr>
<td>Physician-documented diagnosis of asthma</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>204 (30.0)</td>
<td>30 (14.7)</td>
<td>reference</td>
</tr>
<tr>
<td>Present</td>
<td>475 (70.0)</td>
<td>44 (9.3)</td>
<td>0.79 (0.47-1.34)</td>
</tr>
<tr>
<td>Prior ER&lt;sup&gt;b&lt;/sup&gt; visit or hospitalization for asthma</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>621 (91.5)</td>
<td>70 (11.3)</td>
<td>reference</td>
</tr>
<tr>
<td>Yes</td>
<td>58 (8.5)</td>
<td>4 (6.9)</td>
<td>0.66 (0.24-1.81)</td>
</tr>
<tr>
<td>Clinic site</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site 2</td>
<td>134 (19.7)</td>
<td>15 (11.2)</td>
<td>reference</td>
</tr>
<tr>
<td>Site 1</td>
<td>545 (80.3)</td>
<td>59 (10.8)</td>
<td>0.88 (0.47-1.67)</td>
</tr>
</tbody>
</table>

<sup>a</sup>COPD: chronic obstructive pulmonary disease.

<sup>b</sup>ER: emergency room.

Willingness to Accept the Tablet on More Than One Visit

Of the 612 eligible patients in the study, 507 (82.8%) accepted the tablet at least once, 208 (34.0%) accepted the tablet at least twice, 84 (13.7%) accepted the tablet at least three times, and 45 (7.4%) accepted it four or more times.

Among the 507 patients who accepted the tablet at least once, 248 (48.9%) were offered the tablet a second time, among whom 208 (83.9%) accepted it.

In a multivariable model including age older than 65 years, sex, study site, time between accepting the first questionnaire and the next time it was offered, and whether or not the patient completed the questionnaire on the occasion in which it was first accepted, the only statistically significant predictor of refusing to accept the questionnaire a second time after accepting it the first time was noncompletion during the first attempt. Not having completed the questionnaire on the first instance had an odds ratio of 5.73 (95% CI 2.31-14.21) for refusing the questionnaire on the second eligible opportunity (for full details of model, see Multimedia Appendix 1).

Discussion

Principal Results

Our analysis revealed that a simple tablet-based questionnaire for use in waiting rooms was successfully offered and accepted by patients in only 52.0% (891/1715) and completed in only 45.7% (784/1715) of eligible visits in primary care over a period of 1 year. Although use of tablet-based questionnaires is growing rapidly in health care, few studies have explored their use in primary care settings, and knowledge about predictors of their real-world uptake is still limited. Although other investigators have reported on patient surveys of tablet acceptability [6,11,22-29], to our knowledge, ours is the first study to examine...
tablet questionnaire uptake and completion rates in a primary care setting and to quantitatively identify predictors of uptake and successful completion.

The first barrier encountered to tablet questionnaire uptake was failure of the study site research assistants to offer the tablet to eligible patients. This accounted for 17.9% of instances of failed uptake (307/1715). The main reason for this was research assistants missing an eligible patient in the busy clinic environments. The number of missed patients differed between the 2 clinic sites, suggesting that clinic-specific factors such as patient flow, clinic staff engagement, and physical layout may impact successful tablet implementation. This finding aligns with the results of previous systematic reviews [30] of eHealth implementation in general, which have highlighted the importance of good fit between eHealth systems and clinic workflows. One strategy to mitigate this workflow barrier could be to tie tablet distribution to the patient registration process upon arrival, such that the same personnel member who registers the patient (eg, a clinic receptionist) distributes the tablet. However, identifying appropriate patients, distributing, and managing tablets, including collecting and disinfecting between patients [14], may not be feasible for a clinic receptionist. Overall, our findings support the notion that strategies to successfully deliver tablets need tailoring to each clinic environment and that prelaunch workflow analysis [31] and pilot testing may be beneficial.

Of note, technology issues such as Wi-Fi or network failures and hardware or software issues prevented tablet uptake in only 48/1715 (2.8%) cases and completion in only 5/891 (1.0%) cases (Table 2). Though technology failures are recognized barriers to eHealth implementation success [30], they were only minor contributors to failed uptake in our study. This trend is likely to continue as smartphone use becomes more ubiquitous [32], and electronic questionnaires can instead be offered on patients’ personal devices.

The second major barrier to uptake was patient refusal to accept the tablet questionnaire, which occurred in 33.0% (439/1330) of visits (Table 1). Refusal levels did not differ between clinics, suggesting that this barrier is mediated mostly by patient-level factors (Table 2). In our multivariable model, patient age older than 65 years of age was the strongest predictor of tablet refusal (Table 3). This finding could be related to known decreased acceptance and comfort-levels with mobile technology among older adults [33,34] and may also reflect a decreased willingness among older adults to adopt newer paradigms of care in which patients are expected to play a more active role [35-37]. Previous researchers have shown somewhat conflicting results with regard to the influence of older age on tablet usage. Some authors have shown that increasing age is associated with decreased preference for tablet questionnaires over paper version [27], increased time needed to complete tablet questionnaires [38], and increased difficulty using tablets [6,11,22,28,29]. However, others have reported no significant influence of increasing age on tablet questionnaire usability, feasibility, and preference over paper versions [4,5,25,39]. Interestingly, being older than 65 years of age was not associated with failure to complete the tablet questionnaire in patients who accepted it. This finding may reflect the fact that our questionnaire development process included older patients (30% were 60 years of age or older) [14], and thus if the initial acceptance barrier was overcome, the electronic questionnaire had good usability across age ranges. These findings underscore the importance of including older individuals in the development process of mHealth tools but also that optimal tool usability across age ranges alone is not sufficient to drive uptake, and other implementation strategies to engage older individuals need to be considered as well.

Patients with a physician diagnosis of chronic obstructive pulmonary disease were also more likely to refuse the tablet questionnaire (Table 3). There is often a degree of overlap between asthma and chronic obstructive pulmonary disease in patients with airways disease, and some patients who experience this overlap may identify more as having chronic obstructive pulmonary disease than asthma [40,41]. It isn’t clear currently if and how patients with asthma–chronic obstructive pulmonary disease overlap engage differently with mHealth interventions targeted at either condition, as this group is poorly studied, but our findings suggest that there may be barriers to mHealth acceptance targeted specifically at one of their codiagnoses.

The only statistically significant predictor in both models was having a prescription for an asthma medication, which was associated with lower odds of both tablet questionnaire refusal and noncompletion (refusal: OR 0.55, 95% CI 0.30-0.99; noncompletion: OR 0.53, 95% CI 0.32-0.88). The fact that patients using asthma medications were less likely to refuse and more likely to complete the tablet questionnaire may reflect a greater interest in and willingness to invest in disease management among patients with more active disease (ie therapy-meriting disease). It is also of note that a fair proportion of both tablet refusals (54/439, 12.3%) and failed questionnaire completions (11/107, 10.3%) were due to patients denying that they had asthma (Table 2). Although use of a probabilistic electronic medical record search algorithm may have incorrectly identified some patients as having asthma [17], it is also likely that some patients with asthma who are not actively taking asthma medications do not self-identify as currently having asthma. Although health status–based differences in mHealth uptake have not previously been reported, research into how an individual’s health status influences desire for autonomy and preference for actively participating in care provides conflicting evidence across different patient populations and care settings [37,42,43]. In asthma in particular, there is recent evidence to suggest that there is an overall high level of desire among patients for autonomy and collaborative decision making regardless of disease severity [44,45]. However, how this relates to mHealth and tablet use is not clear and warrants further study.

The barriers and predictors discussed above illuminate important practical factors requiring consideration when implementing a tablet-based questionnaire. Many are likely relevant to any mHealth questionnaire, including smartphone questionnaires. Ideally, strategies to optimize usage of such tools will involve formal measurement of barriers and enablers and a theory-based approach to overcoming and leveraging these, respectively. To this end, we used complementary quantitative and qualitative research methods to specifically identify barriers and enablers to mHealth questionnaire uptake, through a Theoretical Domains
Framework analysis [46]. We will use these findings to match specific behavior-change strategies to the identified barriers and enablers, in order to inform system changes and implementation strategies that will drive usage.

Encouragingly, we found that when the tablet was successfully offered to and accepted by patients, overall, questionnaire completion occurred in 88% (784/891) of cases. This finding corresponds with our previous study’s findings [14,15] of high questionnaire usability and further validates the importance of patient engagement and iterative questionnaire design with a focus on both content and usability. The unexpected finding that older patient age did not negatively influence tablet questionnaire completion underscores this importance further and supports our decision to deliberately include patients from a wide age range in our tablet questionnaire development process. This finding provides an important addition to the literature, as it implies that provided initial acceptance barriers can be overcome, optimizing mobile interface usability across patient demographics can lead to successful engagement in patient populations that are traditionally thought to be more difficult to reach (for example, older adults). This finding has implications for the design of future implementation strategies for mobile technology in older adults.

Finally, we assessed patients’ willingness to complete tablet questionnaires on more than one occasion. The vast majority (208/248, 83.9%) of patients who accepted the tablet the first time accepted it again on the second opportunity. This suggests that once initial buy-in is achieved with patients, the majority see sufficient value in the process to continue to participate. The only significant predictor of refusing the tablet on the second occasion after having accepted it on the first was not having completed the tablet fully on the first attempt (OR 5.73, 95% CI 2.31-14.21). Programs considering routine use of tablet questionnaires should ensure that patients have adequate time and support to complete the questionnaire on the first attempt, as our findings suggest that a failed first attempt significantly deters future participation.

Limitations
Our study has some limitations. Although asthma patients were identified by a validated electronic medical record–based search algorithm [17] and were further required to have been prescribed an asthma medication in the prior year, some patients without asthma were likely erroneously identified due to imperfect algorithm specificity. Patients denied an asthma diagnosis in 65 visits, but this represented only 3.8% of the total 1715 visits and is unlikely to have influenced our main conclusions. We were unable to include about 20% of visits in our predictive models due to an inability to match those visits to patient characteristics. This resulted from the fact that patient characteristics were collected independently, and at a separate point in the study, whereby certain patients who were offered the questionnaire did not have their clinical characteristics recorded. This process can be assumed to have occurred at random; there was no difference in the tablet questionnaire acceptance level between patients who had full data and the whole cohort. We were also unable to obtain real-time qualitative patient feedback on tablet use during the study, as we designed our study to not interfere with clinic workflow as much as possible. However, we have completed an accompanying qualitative analysis of barriers and enablers to mobile health questionnaire acceptance and uptake in patients with asthma using this tablet questionnaire. It should also be noted that tablet questionnaires can be delivered via various operating systems and tablet sizes. Although we would not expect metrics related to offering the patients the tablet, or willingness of patients to accept the tablet to be affected by such differences, our findings regarding tablet completion rates may not be generalizable to other hardware and operating system types. Finally, as the denominator for our primary analysis was patient visits, there is the possibility that repeated measures from patients being offered the tablet on multiple occasions might have biased our analysis. To account for this, we used generalized estimating equations, which enable a population average model that adjusts for the correlated nature of repeated measurements. We also replicated our main results in a sensitivity analysis which included only a single visit for each patient.

Conclusion
In summary, we found that an electronic tablet-based asthma questionnaire implemented in a primary care waiting room setting had an overall uptake of only 52.0% (891/1715), even with involvement of dedicated research personnel. Patients refused to accept or to complete the tablet for various reasons. In particular, older age was an important predictor of tablet refusal, despite older patients having been included during tool development. Given that older adults, particularly those with chronic diseases that require close monitoring, likely stand to benefit the most from improvements in quality of care that may be realized through such mHealth questionnaires, our findings suggest that future research is required to specifically identify and address age-related barriers to successful uptake of such technology. The practical barriers and statistical predictors identified in our study may be relevant for electronic questionnaire usage across settings, diseases, and patient demographics. These factors, particularly if complemented by qualitative methods to identify barriers and enablers to uptake, can be used by clinics and programs employing such questionnaires, to target improvements to the intervention and its implementation strategy in order to drive usage.
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Abstract

Background: Being able to generalize research findings to a broader population outside of the study sample is an important goal in surveys on the internet. We conducted a nationwide, cross-sectional, web-based survey with vignettes illustrating different levels of patient involvement to investigate men’s preferences regarding participation in health care decision-making. Following randomization into vignette variants, we distributed the survey among men aged 45 to 70 years through the state-authorized digital mailbox provided by the Danish authorities for secure communication with citizens.

Objective: This study aimed to investigate the sociodemographic representativeness of our sample of men obtained in a nationwide web-based survey using the digital mailbox.

Methods: Response rate estimates were established, and comparisons were made between responders and nonresponders in terms of age profiles (eg, average age) and municipality-level information on sociodemographic characteristics.

Results: Among 22,288 men invited during two waves, a total of 6756 (30.31%) participants responded to the survey. In adjusted analyses, responders’ characteristics mostly resembled those of nonresponders. Response rates, however, were significantly higher in older men (odds ratio [OR] 2.83 for responses among those aged 65-70 years compared with those aged 45-49 years, 95% CI 2.58-3.11; P<.001) and in rural areas (OR 1.10 compared with urban areas, 95% CI 1.03-1.18; P=.005). Furthermore, response rates appeared lower in areas with a higher tax base (OR 0.89 in the highest tertile, 95% CI 0.81-0.98; P=.02).

Conclusions: Overall, the general population of men aged 45 to 70 years was represented very well by the responders to our web-based survey. However, the imbalances identified highlighted the importance of supplementing survey findings with studies of the representativeness of other characteristics of the sample like trait and preference features, so that proper statistical corrections can be made in upcoming analyses of survey responses whenever needed.

(J Med Internet Res 2020;22(9):e19517) doi:10.2196/19517
KEYWORDS
research methodology; electronic data capture; internet-based survey; representativeness; generalizability; user involvement; patient satisfaction; bioethics; medical law; cancer

Introduction
Research has suggested that communication breaches are underlying issues in many complaints about health care delivery [1-3]. Beckman et al found that patients’ feelings of being deserted and poor information delivery were central themes in malpractice suits, and later research pointed in the same direction [2,3]. Insufficient patient involvement in decision-making has therefore been proposed as an important underlying issue when people file a malpractice complaint [4-6]. People’s lack of “ownership” of decisions about the care they have received may very well be an underlying cause in many complaints, and perhaps this is particularly the case if treatment leads to an undesirable outcome. Nonetheless, even if greater patient involvement seems to be an obvious starting point to increase patient satisfaction with health care and prevent complaints, there is still scant research to support this notion.

We therefore conducted a cross-sectional questionnaire study to increase our understanding of patient preferences for involvement in health care decision-making. The study was designed as a nationwide internet survey in the general population benefiting from the opportunities in Denmark for survey distribution through a web portal used for communication between authorities and citizens. As is the case with other survey approaches, however, using the internet for data collection may raise concerns about nonresponse bias and sample representativeness [7]. A representative survey sample can be defined as “one that has strong external validity in relationship to the target population the sample is meant to represent” [8]. This implies that results from the survey analyses can be generalized with confidence to the population of interest. Correspondingly, nonresponse and poor coverage of the sample may bias survey findings if the responding sample differs from the characteristics of the target population in nonnegligible ways [8]. For example, responders may more often be better off economically than the target population, thereby lowering the sample’s representativeness [8]. Similarly, response rates (RRs) may vary with age and location (eg, areas with various ethnic populations) [9]. In this paper, we report on the representativeness of our web-based survey in terms of sociodemographic characteristics through comparisons of our sample with nonresponders and national statistics data.

Methods
Setting and Participants
We used a web platform (REDCap [10]) for the survey and identified the sample with civil registration numbers through use of the Danish Health Data Authority (DHDA). Danish citizens are all registered in the civil registration system with unique personal identification numbers. We recruited participants using personal invitations delivered to the participants through coupling of civil registration numbers to the “digital mailbox” provided by the Danish authorities for safe communication with citizens. Adult Danish citizens are registered to use the digital mailbox as default, although a small proportion of citizens have actively deregistered (9.9% in 2017) [9]. Digital mailbox communication is encrypted, and thus, its security is higher than that of usual email and mails sent by regular postal service [9].

Variables and Measurement
The survey illustrated various levels of patient involvement in health care decision-making through use of multiple case vignette versions. We used decision-making with regard to having a prostate-specific antigen (PSA) test for prostate cancer (PCa) screening as a model situation and measured responders’ imagined satisfaction with health care and readiness to initiate malpractice litigation about the health care received. Responders were randomized into one of 30 different scenarios with an identical core structure. There were differences regarding the degree of patient involvement (five levels), the decision to have a PSA test, and outcomes (three possibilities; details have been provided previously [11]). Measures comprised standardized validated instruments (eg, personality) and purpose-designed questions (eg, sociodemographic characteristics). Regarding participant age, we chose the age range of 45 to 70 years with reference to international guidelines about PCa screening [12,13]. During survey development, we collaborated with male adult health user representatives to optimize the survey’s content and acceptability.

We examined the overall representativeness of the sample obtained through the procedures described above. We estimated RRs and compared responders and nonresponders with respect to their age profile. Furthermore, we made comparisons regarding municipality-level sociodemographic characteristics derived from the 98 municipality codes available from the Danish municipality statistics database [14]. Data were used as standard measures for the state and municipalities in Denmark, as well as for research purposes, and included statistics information of municipality-level population density, tax per citizen figures, proportion of citizens with higher education, and proportion of citizens of non-Western origin [15,16]. Reporting in this article follows the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) guidelines for observational studies [17].

Study Size, Quantitative Variables, and Statistical Methods
For the project, we drew a random sample of 12,000 male Danish health care users in the age range of 45 to 70 years, according to the following sample size estimation. When the primary outcome measure (readiness to complain) was targeted, 100 participants per subgroup were needed to obtain a 0.90 power to detect a 0.45 SD (“medium”) effect between groups with a 5% risk of type I error and a bidirectional two-sample homoscedastic t test [18,19]. To compensate for nonresponse and subgroup skewness, we intended to include an additional 300 participants per group, thereby totaling 12,000 participant
invitations (400 per group and 30 groups) [20]. In order to anticipate the possibility of even lower participation, we obtained DHDA permission for sending up to 36,000 invitations in total (through up to three consecutive waves). Ultimately, two waves of surveys were required to achieve the necessary sample size.

We present RRs as counts and proportions, with stratification into 5-year age groups, survey wave groups (the person was part of which of the two survey waves), and municipality types (four categories) [21]. We compared the proportions between the groups by logistic regression (both unadjusted and mutually adjusted) and compared the participants with the general population by logistic regression with weights according to population size, using data from Statistics Denmark [22]. Comprehensive digital mailbox systems like the Danish system are not in place in all countries. Therefore, to get an impression of the general representativeness of our sample, we compared responders to all nonresponders in “A comparisons” without consideration for their opportunity to respond (having the digital mailbox). In “B comparisons,” we made comparisons between responders and nonresponders among those having the digital mailbox only in order to accentuate any active decision on whether to participate. Conducting both comparisons in parallel is necessary to allow for taking into account digital mailbox noncoverage and to rule out that we only obtained responses from a highly selected group of the population through our web-survey solution. Odds ratios (ORs) denote the probability of response (ie, OR >1 means more likely to respond). Analyses were carried out using Stata version 15.0 (Stata Corp LP).

**Ethics Approval and Consent to Participate**

When conducting web-based surveys, ethical issues may arise with regard to procuring valid informed consent and respecting responders’ privacy [7]. The Regional Scientific Ethics Committee for Southern Denmark evaluated the project and concluded that the project could be implemented without their permission (case number 20182000-99). However, after ensuring that data management was in compliance with EU regulation 2016/679 and Directive 95/46/EC, General Data Protection Regulation, we obtained Data Protection Agency authorization through the regional municipality and DHDA permission to conduct the survey (number FSEID-00003692). Invitation letters to potential participants explained the purpose of the study and were distributed with a link to the questionnaire. Considering a person’s privilege to decline participation in our study, in addition to the introductory invitation letter, we considered that it was appropriate to send only one reminder after 14 days to augment the RR.

**Results**

Participants were invited on January 24, 2019, and one reminder was sent after 14 days. To obtain a satisfactory sample size (n=100) in all (n=30) questionnaire variants, two consecutive waves of invitations were necessary. The second wave of invitations was sent out on March 07, 2019, with a reminder after 14 days. We thereby obtained a sample of 6756 participants. The flow chart is presented in Figure 1, and sample characteristics are presented in Table 1.

**Figure 1.** Flowchart showing the inclusion of study participants.

Among 161 excluded individuals, 117 were excluded because they either were too old or had unknown age according to register information from DHDA, 6 were excluded as they explicitly asked to be deleted from the research project, and 38
were excluded because they were too old when they responded to the survey. The overall RR was 30.31% (6756/22,288) among digital mailbox invitations and 28.34% (6756/23,839) in the general population. It appears from our study that the digital mailbox covered 93.49% (22,288/23,839) of our target population.

Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Responders(^a) (N=6756), median (IQR) or n</th>
<th>Nonresponders (N=15,532), median (IQR) or n</th>
<th>No digital mailbox (N=1551), median (IQR) or n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-49 (N=4721)</td>
<td>59 (53-65)</td>
<td>55 (50-62)</td>
<td>60 (54-66)</td>
</tr>
<tr>
<td>50-54 (N=5256)</td>
<td>935</td>
<td>3633</td>
<td>153</td>
</tr>
<tr>
<td>55-59 (N=4804)</td>
<td>1225</td>
<td>3751</td>
<td>280</td>
</tr>
<tr>
<td>60-64 (N=4276)</td>
<td>1368</td>
<td>3147</td>
<td>289</td>
</tr>
<tr>
<td>65-70 (N=4782)</td>
<td>1406</td>
<td>2515</td>
<td>355</td>
</tr>
<tr>
<td>65-70 (N=4782)</td>
<td>1822</td>
<td>2486</td>
<td>474</td>
</tr>
<tr>
<td>Municipality type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban municipality (N=10,564)</td>
<td>2828</td>
<td>7049</td>
<td>687</td>
</tr>
<tr>
<td>Rural municipality (N=6962)</td>
<td>2042</td>
<td>4443</td>
<td>477</td>
</tr>
<tr>
<td>Urban-rural municipality (N=3947)</td>
<td>1183</td>
<td>2525</td>
<td>239</td>
</tr>
<tr>
<td>Outskirts municipality (N=2366)</td>
<td>703</td>
<td>1515</td>
<td>148</td>
</tr>
<tr>
<td>Invitation wave</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 1 (N=11,869)</td>
<td>3395</td>
<td>7716</td>
<td>758</td>
</tr>
<tr>
<td>Wave 2 (N=11,970)</td>
<td>3361</td>
<td>7816</td>
<td>793</td>
</tr>
</tbody>
</table>

\(^a\)Responder numbers and response rates regarding the 30 different questionnaire variants of the survey are shown in Multimedia Appendix 1.

In Tables 2 and 3, responders and nonresponders are compared. It appeared that older men and men from rural areas had higher RRs.

Table 2. Comparison of responders and nonresponders according to age and dwelling.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Comparison A(^a) (N=23,839), OR (95% CI)(^b)</th>
<th>Comparison A, P value</th>
<th>Comparison B(^c) (N=22,288), OR (95% CI)(^b)</th>
<th>Comparison B, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-49</td>
<td>1 (reference)</td>
<td>N/A(^d)</td>
<td>1 (reference)</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>50-54</td>
<td>1.12 (1.18-1.35)</td>
<td>&lt;.001</td>
<td>1.27 (1.15-1.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>55-59</td>
<td>1.61 (1.47-1.77)</td>
<td>&lt;.001</td>
<td>1.69 (1.53-1.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-64</td>
<td>1.98 (1.80-2.18)</td>
<td>&lt;.001</td>
<td>2.17 (1.97-2.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>65-70</td>
<td>2.49 (2.27-2.73)</td>
<td>&lt;.001</td>
<td>2.85 (2.59-3.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Municipality type</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban municipality</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Rural municipality</td>
<td>1.14 (1.06-1.21)</td>
<td>&lt;.001</td>
<td>1.15 (1.07-1.23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban-rural municipality</td>
<td>1.17 (1.08-1.27)</td>
<td>&lt;.001</td>
<td>1.17 (1.08-1.27)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Outskirts municipality</td>
<td>1.16 (1.05-1.28)</td>
<td>.004</td>
<td>1.16 (1.05-1.28)</td>
<td>.004</td>
</tr>
<tr>
<td>Invitation wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 1</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Wave 2</td>
<td>1.03 (0.97-1.09)</td>
<td>.37</td>
<td>1.02 (0.97-1.08)</td>
<td>.43</td>
</tr>
</tbody>
</table>

\(^a\)Comparison A compares responders to all nonresponders with or without the digital mailbox.

\(^b\)Odds ratios (ORs) denote the probability of response (ie, OR >1 means more likely to respond).

\(^c\)Comparison B compares responders to nonresponders with the digital mailbox.

\(^d\)N/A: not applicable.
Table 3. Comparison of responders and nonresponders according to age and dwelling adjusted for age, municipality, and wave.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Comparison A&lt;sup&gt;a&lt;/sup&gt; (N=23,839), OR (95% CI)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Comparison A, P value</th>
<th>Comparison B&lt;sup&gt;c&lt;/sup&gt; (N=22,288), OR (95% CI)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Comparison B, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-49</td>
<td>1 (reference) N/A</td>
<td>N/A</td>
<td>1 (reference) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>50-54</td>
<td>1.23 (1.12-1.35)     &lt;.001</td>
<td>1.27 (1.15-1.40)     &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-59</td>
<td>1.61 (1.46-1.77)     &lt;.001</td>
<td>1.69 (1.53-1.86)     &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>1.97 (1.79-2.17)     &lt;.001</td>
<td>2.16 (1.96-2.38)     &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-70</td>
<td>2.48 (2.26-2.72)     &lt;.001</td>
<td>2.83 (2.58-3.11)     &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Municipality type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban municipality</td>
<td>1 (reference) N/A</td>
<td>N/A</td>
<td>1 (reference) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Rural municipality</td>
<td>1.10 (1.03-1.18)     .006</td>
<td>1.10 (1.03-1.18)     .005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban-rural municipality</td>
<td>1.16 (1.07-1.26)</td>
<td>&lt;.001</td>
<td>1.15 (1.06-1.25)     .001</td>
<td></td>
</tr>
<tr>
<td>Outskirts municipality</td>
<td>1.10 (0.99-1.21)   .07</td>
<td>1.08 (0.98-1.20)     .12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Invitation wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 1</td>
<td>1 (reference) N/A</td>
<td>N/A</td>
<td>1 (reference) N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wave 2</td>
<td>1.02 (0.96-1.08)     .55</td>
<td>1.02 (0.96-1.08)     .59</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Comparison A compares responders to all nonresponders with or without the digital mailbox.

<sup>b</sup>Odds ratios (ORs) denote the probability of response (ie, OR >1 means more likely to respond).

<sup>c</sup>Comparison B compares responders to nonresponders with the digital mailbox.

<sup>d</sup>N/A: not applicable.

Table 4 illustrates the statistical differences between responders and nonresponders across questionnaire variants. One would expect a tendency toward lower RR with increasing length of the questionnaire, that is, with higher group number from 1 through 10 and from main variant A through C. However, no clear association could be demonstrated.

As a proxy for the amount of resources required to complete the survey, we measured the time used by responders across variants (Multimedia Appendix 2). It is worth noting that no relevant difference could be established regarding response time across questionnaire variants. Correspondingly, when looking at RR, no clear relevant association appeared between questionnaire variant and RR. Although “Group 10” had a notably lower RR than did the other groups, “Group 9” that had a similar length demonstrated no decrease in the RR.

Table 5 compares responders with the entire Danish population of men aged 45 to 70 years. It appears that compared with the general population, younger men and urban men are underrepresented in the sample.
### Table 4. Comparison of responders and nonresponders regarding questionnaire variants.

<table>
<thead>
<tr>
<th>Variants</th>
<th>Comparison B (^a) (N=22,288), OR (95% CI)(^b)</th>
<th>Comparison B, (P) value</th>
<th>Adjusted comparison B (^a) (N=22,288), OR (95% CI)(^b,c)</th>
<th>Adjusted comparison B, (P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization and vignette type</td>
<td>.004</td>
<td></td>
<td>N/A(^d)</td>
<td></td>
</tr>
<tr>
<td>Number and vignette characteristics</td>
<td>.02</td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No patient participation(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>1.10 (0.97-1.25)</td>
<td>.13</td>
<td>1.10 (0.97-1.25)</td>
<td>.15</td>
</tr>
<tr>
<td>Various means of informing patient and patient participation in decision making(^f)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.07 (0.94-1.21)</td>
<td>.32</td>
<td>1.06 (0.93-1.21)</td>
<td>.36</td>
</tr>
<tr>
<td>4</td>
<td>1.03 (0.91-1.17)</td>
<td>.62</td>
<td>1.04 (0.91-1.19)</td>
<td>.55</td>
</tr>
<tr>
<td>5</td>
<td>1.02 (0.90-1.16)</td>
<td>.77</td>
<td>1.01 (0.89-1.15)</td>
<td>.85</td>
</tr>
<tr>
<td>6</td>
<td>1.00 (0.88-1.13)</td>
<td>.97</td>
<td>0.99 (0.87-1.13)</td>
<td>.87</td>
</tr>
<tr>
<td>7</td>
<td>0.97 (0.85-1.11)</td>
<td>.66</td>
<td>0.96 (0.84-1.10)</td>
<td>.56</td>
</tr>
<tr>
<td>8</td>
<td>0.99 (0.87-1.12)</td>
<td>.85</td>
<td>0.99 (0.87-1.12)</td>
<td>.84</td>
</tr>
<tr>
<td>Patient involvement through shared decision making and use of a decision aid(^g)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.03 (0.90-1.17)</td>
<td>.70</td>
<td>1.02 (0.90-1.16)</td>
<td>.75</td>
</tr>
<tr>
<td>10</td>
<td>0.85 (0.75-0.97)</td>
<td>.02</td>
<td>0.85 (0.74-0.96)</td>
<td>.01</td>
</tr>
<tr>
<td>Alternative and course</td>
<td>.006</td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>A: No cancer detected</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>B: Treatable PCA(^h)</td>
<td>1.01 (0.94-1.08)</td>
<td>.79</td>
<td>1.01 (0.94-1.09)</td>
<td>.72</td>
</tr>
<tr>
<td>C: Fatal PCA</td>
<td>0.91 (0.85-0.98)</td>
<td>.008</td>
<td>0.91 (0.84-0.97)</td>
<td>.007</td>
</tr>
</tbody>
</table>

\(^a\)Comparison B compares responders to nonresponders among all individuals with the digital mailbox.

\(^b\)Odds ratios (ORs) denote the probability of response (ie, OR >1 means more likely to respond).

\(^c\)Adjusted for age and geography and mutually adjusted.

\(^d\)N/A: not applicable.

\(^e\)For example, in one version of the vignette, the fictional doctor performs the prostate-specific antigen (PSA) test without any test information and the patient described in the vignette is later successfully treated for prostate cancer (PCa) (alternative B).

\(^f\)For example, in one version, the patient chooses to have a PSA test following brief information about the test (showing no PCa; alternative A), and in other versions, the patient chooses not to have a test after being slightly nudged in favor or in disfavor of the PSA test and is later diagnosed with nontreatable PCa (alternative C).

\(^g\)For example, in one version, the patient is subject to a shared decision-making aid and dialogue with the doctor, chooses not to take the PSA test, and is later diagnosed with treatable PCa (alternative B).

\(^h\)PCa: prostate cancer.
### Table 5. Comparison of responders with the entire Danish population of men.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Sample (all responders) (N=6756), n (%)</th>
<th>Denmark (N=951,247), n (%)</th>
<th>P value</th>
<th>P value adjusted^b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-49</td>
<td>935 (13.84%)</td>
<td>195,838 (20.59%)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-54</td>
<td>1225 (18.13%)</td>
<td>212,293 (22.32%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-59</td>
<td>1368 (20.25%)</td>
<td>188,671 (19.83%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>1,406 (20.81%)</td>
<td>169,672 (17.84%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-70</td>
<td>1822 (26.97%)</td>
<td>187,926 (19.76%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Municipality type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban municipality</td>
<td>2828 (41.86%)</td>
<td>425,073 (44.69%)</td>
<td>&lt;.001</td>
<td>.006</td>
</tr>
<tr>
<td>Rural municipality</td>
<td>2042 (30.22%)</td>
<td>279,102 (29.34%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban-rural municipality</td>
<td>1183 (17.51%)</td>
<td>159,240 (16.74%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outskirts municipality</td>
<td>703 (10.41%)</td>
<td>90,985 (9.57%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aDanish men aged 45 to 70 years as of January 1, 2019.

^bAdjusted for age and municipality type.

**Tables 6 and 7 compare municipality-level characteristics in responders and nonresponders.** In unadjusted models, higher population density, higher tax base, higher proportion of educated citizens, and higher proportion of citizens from non-Western countries were associated with lower RRs. Mutual adjustments were made; however, the associations weakened. Most consistently, RRs were found to be lower in population dense and higher tax base areas. Counts and frequencies corresponding to the data in Tables 6 and 7 are presented in Multimedia Appendix 3.

### Table 6. Comparison of municipality-level characteristics in responders and nonresponders.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Comparison A^a  (N=23,839), OR (95% CI)</th>
<th>Comparison A, P value</th>
<th>Comparison B^c  (N=22,288), OR (95% CI)</th>
<th>Comparison B, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population density (citizens/km^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First tertile (least population density)</td>
<td>1 (reference)</td>
<td>N/A^d</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle population density)</td>
<td>1.01 (0.95-1.08)</td>
<td>.75</td>
<td>1.01 (0.94-1.08)</td>
<td>.81</td>
</tr>
<tr>
<td>Third tertile (most population density)</td>
<td>0.84 (0.79-0.90)</td>
<td>&lt;.001</td>
<td>0.85 (0.79-0.91)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Tax per citizen</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First tertile (lowest tax base)</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle tax base)</td>
<td>1.00 (0.94-1.07)</td>
<td>.94</td>
<td>0.97 (0.93-1.07)</td>
<td>.91</td>
</tr>
<tr>
<td>Third tertile (highest tax base)</td>
<td>0.86 (0.80-0.92)</td>
<td>&lt;.001</td>
<td>0.85 (0.79-0.91)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Proportion of citizens aged 25-64 years with higher education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First tertile (fewest with high education)</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle proportion with high education)</td>
<td>1.02 (0.96-1.09)</td>
<td>.52</td>
<td>1.02 (0.95-1.09)</td>
<td>.64</td>
</tr>
<tr>
<td>Third tertile (most with high education)</td>
<td>0.89 (0.83-0.95)</td>
<td>.001</td>
<td>0.89 (0.83-0.95)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Number of citizens from non-Western countries per 10,000 people</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First tertile (fewest non-Western)</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle number non-Western)</td>
<td>1.05 (0.98-1.12)</td>
<td>.15</td>
<td>1.07 (1.00-1.15)</td>
<td>.048</td>
</tr>
<tr>
<td>Third tertile (most non-Western)</td>
<td>0.89 (0.83-0.95)</td>
<td>.001</td>
<td>0.91 (0.84-0.97)</td>
<td>.007</td>
</tr>
</tbody>
</table>

^aComparison A compares responders to all nonresponders with or without the digital mailbox.

^bOR: odds ratio.

^cComparison B compares responders to nonresponders with the digital mailbox.

^dN/A: not applicable.
Table 7. Comparison of municipality-level characteristics adjusted for population density, tax per citizen, proportion with higher education, and number of citizens from non-Western countries.

| Characteristic                                      | Comparison A
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N=23,839), OR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Comparison B (N=22,288), OR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Comparison A, P value</td>
</tr>
<tr>
<td></td>
<td>Comparison B, P value</td>
</tr>
<tr>
<td>Population density (citizens/km²)</td>
<td></td>
</tr>
<tr>
<td>First tertile (least population density)</td>
<td>1 (reference)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle population density)</td>
<td>0.98 (0.90-1.08)</td>
</tr>
<tr>
<td></td>
<td>.71</td>
</tr>
<tr>
<td>Third tertile (most population density)</td>
<td>0.85 (0.73-1.00)</td>
</tr>
<tr>
<td></td>
<td>.049</td>
</tr>
<tr>
<td>Tax per citizen</td>
<td></td>
</tr>
<tr>
<td>First tertile (lowest tax base)</td>
<td>1 (reference)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle tax base)</td>
<td>0.98 (0.91-1.06)</td>
</tr>
<tr>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>Third tertile (highest tax base)</td>
<td>0.91 (0.83-1.00)</td>
</tr>
<tr>
<td></td>
<td>.054</td>
</tr>
<tr>
<td>Proportion of citizens aged 25-64 years with higher education</td>
<td></td>
</tr>
<tr>
<td>First tertile (fewest with high education)</td>
<td>1 (reference)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle proportion with high education)</td>
<td>1.07 (0.98-1.18)</td>
</tr>
<tr>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Third tertile (most with high education)</td>
<td>1.03 (0.92-1.16)</td>
</tr>
<tr>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>Number of citizens from non-Western countries per 10,000 people</td>
<td></td>
</tr>
<tr>
<td>First tertile (fewest non-Western)</td>
<td>1 (reference)</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Second tertile (middle number non-Western)</td>
<td>1.05 (0.98-1.13)</td>
</tr>
<tr>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Third tertile (most non-Western)</td>
<td>1.04 (0.92-1.19)</td>
</tr>
<tr>
<td></td>
<td>.50</td>
</tr>
</tbody>
</table>

aComparison A compares responders to all nonresponders with or without the digital mailbox.
bOR: odds ratio.
cComparison B compares responders to nonresponders with the digital mailbox.
dN/A: not applicable.

Discussion

Principal Findings

Using web-based surveys to collect data for public health research provides an opportunity to get easy access to potential responders while reducing efforts and research costs [7]. As is the case with other types of surveys, however, responders sometimes may not accurately represent the group of interest. In this study, we report on the representativeness of a large sample of adult men recruited through the use of a national web-based communication channel (the Danish digital mailbox). Our findings do not indicate that we received responses from only a highly selected group of the population. Nevertheless, we found that older men and men living in rural areas were more likely to respond than younger men, while RRs were lower in high economic resource areas. We discuss the findings in detail with reference to the existing literature below.

Comments Regarding the Use of Digital Mailbox Solutions for Research

There are multiple benefits of using web surveys for health research [9,23]. For example, participants may enter their responses confidentially and directly into the electronic database, allowing for more complete responses to sensitive questions and making subsequent data management much easier [23,24]. Furthermore, web surveys benefit from the ability to automatically branch into different scenarios, skipping irrelevant questions, etc [24]. As a result, savings are potentially larger compared with traditional mail or telephone surveys [25]. Uneven distribution in the use of information technologies among groups with different backgrounds may, however, challenge the use of web-based surveys for research [7]. In this regard, distributing surveys through a public platform, which is essentially mandatory for citizens to use, may be an attractive solution. Danish public authorities like hospitals and municipalities use the digital mailbox to inform citizens about tax issues, medical examinations, etc, adding to its legitimacy as an important platform for information exchange [9,26]. This may itself promote survey participation and, in part, prevent nonresponse, if not misused. It is noteworthy that 93.49% (22,288/23,839) of our target population was registered with the digital mailbox, a finding that corresponds very well with available public reports on digital mailbox coverage (92.9% among all Danish men as of the first quarter of 2019 [27]). As discussed below, this relatively high coverage is not necessarily reflected in a high RR.

The digital mailbox has been previously used for national-level survey research. Researchers recently reported on their...
experiences with using the digital mailbox for distribution of “The Danish Health and Morbidity Surveys” to describe the status and trends in health and morbidity in the adult Danish population aged 16 years or older [9]. The authors found that in 2017, 90.1% of their sample was registered to use the digital mailbox; however, there were variations across age groups from 98.7% among individuals aged 24 years to 68.7% among individuals aged 65 years. Among men aged 45 years, they found RRs between 57.1% and 66.3%. Their survey may generally appeal to a broader audience thereby contributing to a higher RR. The web-based survey methodology constitutes a particularly attractive opportunity for sending reminders with very little effort, and “The Danish Health and Morbidity Surveys” indeed benefited from this ability by using a total of four reminders plus the introduction letter to increase the RR. Using multiple reminders, however, could potentially raise ethical concerns with regard to respecting citizens’ rights not to join a research project.

Discussion Regarding the Response Rate and Representativeness

In “Encyclopedia of Survey Research Methods,” Davern concluded that the standards for true representativeness in surveys are rarely met; however, “the biases produced by failures often are not severe enough to threaten the ultimate value of the survey findings” [8]. Likewise, there is no clear answer to the question about when an RR is acceptable [25]. Based on a review of 30 published studies, the RR itself was concluded to not be a good indicator of the magnitude of nonresponse bias [25,28]. Although very high RRs tended to reduce the chance of nonresponse bias, when bias did occur, the degree of bias was not necessarily low [28]. Furthermore, considerable variation often appeared in the degree of bias among variables within a study.

The RR generally can be affected by many factors [29,30]. For example, a smaller proportion of individuals responding probably would be expected in a more time-consuming survey. Previous research on the relationship between survey length and the RR has predominantly focused on other survey modalities (postal service and phone interviews) [31]. Our findings suggest that the relationship between the amount of survey material and the RR may not be that clear for web-based surveys. In any case, our RR (30%) was lower than that usually seen in Danish population-based surveys [32,33]. In addition to the impact of only sending one reminder, the smaller RR may mirror the fact that the questionnaire was not available as a hard copy. Additionally, it may reflect that the RR is sometimes lower among men than among women [7,33]. Furthermore, it should be kept in mind that there was no direct benefit for survey responders apart from the sense of contributing to scientific knowledge about a patient’s wish for involvement in health care decisions. Finally, to solve the problem with missing values, we constructed the web survey in such a way that participation without fully completing the questionnaire was not possible. This may have contributed to the smaller RR.

Our finding that RRs are higher in older men conflicts with the finding in a previous Danish survey [9] but seems to agree with the finding in another Danish investigation [33]. Keeping in mind that PCa risk rises with age, it is understandable that older men will be more concerned about this issue [12]. The higher RR may, however, also reflect that even if younger citizens have better access to the internet, older and retired people have more time available for research participation [7]. In accordance with previous findings, the RR seemed smaller in high income populations [33]. Associations overall were rather similar between comparisons of responders to all nonresponders and comparisons of responders to nonresponders with the digital mailbox, suggesting that nonresponders without the digital mailbox were fairly similar to nonresponders with the digital mailbox in terms of the variables under study.

Interpretation of the Study Findings

Our findings make it necessary to consider the possible consequences for further analyses of our survey data and the question of whether the composition of our sample tends to overrepresent particular viewpoints on health care decision-making. Regarding the association between age and preferences for patient involvement, some previous studies pointed toward older people having preferences for less participation in decision-making [34-37]. On the other hand, in the review by Hubbard et al that included 11 studies on the association between age and role preferences in decisions about cancer treatment, no general conclusion could be drawn [38]. Five studies reported that younger people were more likely to prefer a collaborative or active role in decision-making, but regarding PCa in particular, no relevant association with responder age was found in any one of three studies.

We found the RR to be much higher in rural municipalities. Furthermore, the RR was lower in areas with a higher tax base. Although the RR initially seemed to be lower in higher education areas, this association faded in adjusted analyses. Additionally, the RR seemed to be lower in areas with a higher proportion of citizens from non-Western countries, which might partly reflect the fact that the questionnaire was only available in Danish, although this association also disappeared in adjusted analyses controlling for the association with municipality-level population density and average tax per citizen.

A Cochrane review on patient decision aids suggested that the desire for involvement in health care decision-making, rather than being a stable trait, should be considered an adaptable way of thinking (“state”) [39]. People simply have to be informed about why they should participate in a certain decision and understand the importance of their own preferences for outcomes of options (which outcomes matter most to them) before they are asked about their desire to participate. In spite of this, some studies have investigated associations between sociodemographic factors and preferences for involvement in decisions. Degner and Sloan found a nonrelevant trend for individuals from more rural areas to give away control to their physicians to a greater extent [36]. With regard to the impact of education, in the study by Rovner et al, college-educated men tended to want to make their own decisions about health care in benign prostatic hyperplasia, whereas noncollege-educated men tended to desire a shared approach [40]. Additionally, those preferring that decisions should be made mainly by the patient had a higher income.
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Correspondingly, in a large survey, Levinson et al found that more educated and healthier people were more likely to prefer an active role in decision-making [41]. On the other hand, African-American and Hispanic responders were more likely to prefer a passive role in decision-making. Generally, preferences for involvement increased with age up to 45 years and then declined. In a later study, Peek et al confirmed no racial differences in preferences for participation in decision-making [42].

While previous studies suggest that preferences for participation in health care decision-making may vary with the aforementioned factors, the latter factors may play no clear-cut role when it comes to decisions about cancer treatment. Hence, it was generally concluded from the review by Hubbard et al of 31 papers in total investigating patient preferences for participation in decision-making that the evidence on associations with age as well as gender, education level, marital status, socioeconomic status, and health status was inconclusive [38]. However, sample sizes were small in the majority of the studies. Patient preferences for involvement in decision-making are hypothesized to vary with age, socioeconomic status, etc [37], and therefore, statistical weighting may be warranted to control for skewness.

Limitations

Some previous studies have suggested gender differences regarding preferences for participation in decision-making [34-36,41,43]. This hardly can be controlled for in a survey including only male responders, but points to possible limitations regarding the generalizability of survey RR findings to women. In this regard, however, the role of gender has been questioned, at least when it comes to cancer issues [38]. Furthermore, it should be noted that only municipality-level register data on responders’ sociodemographic characteristics were used. For example, the income of individual responders was not available. Likewise, more complex issues with regard to, for example, psychological disposition was not taken into consideration. In this regard, preferences for involvement in decision-making actually have been hypothesized to vary among personality types, while individuals’ likelihood of survey participation simultaneously may vary with personality style [44-46].

Conclusion

The generalizability of survey findings to target populations is an important goal in research using web survey methodology. We wanted to establish the representativeness of responders in a large national survey investigating the desire of men to participate in decision-making about undergoing a PSA test, using the national digital mailbox platform. Our comparisons of responders to nonresponders point toward a reasonable representativeness of the sample. With regard to the result that responders did not fully represent men aged 45 to 70 years, previous research findings suggest that the variation found in our sample may not necessarily deteriorate forthcoming analyses on preferences for involvement in decision-making. In any case, identification of imbalances allows for statistical corrections to be made during the analysis of survey responses.
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Abstract

Background: The internet has enabled convenient and efficient health information searching which is valuable for individuals with chronic conditions requiring some level of self-management. However, there is little research evaluating what factors may impact the use of the internet for health-related tasks for specific clinical populations, such as individuals with inflammatory bowel diseases.

Objective: Our goal was to investigate the factors that influence internet use in acquiring health information by individuals with inflammatory bowel diseases. Specifically, we identified factors associated with internet searching behavior and using the internet for completing health-related tasks.

Methods: We used 2016 National Health Interview Survey weighted data to develop logistic regression models to predict the likelihood that individuals with inflammatory bowel diseases would use the internet for 2 types of tasks: seeking health information through online searches and using the internet to perform health-related tasks including scheduling appointments and emailing care providers.

Results: 2016 National Health Interview Survey weighted data include more than 3 million weighted adult respondents with inflammatory bowel diseases (approximately 1.29% of adults in the weighted data set). Our results suggest that approximately 66.3% of those with inflammatory bowel diseases reported using the internet at least once a day, and approximately 14.7% reported being dissatisfied with their current health care. About 62.3% of those with inflammatory bowel diseases reported that they had looked up health information online, 16.3% of those with inflammatory bowel diseases reported that they had scheduled an appointment with a health care provider online, and 21.6% reported having used a computer to communicate with a health provider by email. We found that women who were self-regulating their care were more likely to look up health information online. Both middle-aged and older adults with inflammatory bowel diseases who were unsatisfied with their current health care were less likely to look up health information online. Frequent internet users who were worried about medical costs were more likely to look up health information online. Similarly, the results from our statistical models suggest that individuals with inflammatory bowel diseases who were frequent internet users were more likely to use the internet for specific health-related tasks. Additionally, women with inflammatory bowel diseases who reported being married were less likely to use the internet for specific health-related tasks.

Conclusions: For those with inflammatory bowel diseases, there are additional socioeconomic and behavioral factors that impact the use of the internet for health information and health-related tasks. Future research should evaluate how these factors moderate the use of the internet and identify how online resources can support clinical populations in ways that improve access to information, support health self-management, and subsequently improve health outcomes.

(J Med Internet Res 2020;22(9):e15352) doi:10.2196/15352
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Introduction

Background
The internet is seen as a reliable alternative source of health information [1,2], and people seek health information online to gain additional information about health conditions or procedures [3], as well as to discuss their specific condition and health status through online discussion groups [4]. The internet may provide a convenient method for patients to obtain health information regardless of geographical restrictions [5-7] or access to care providers. Past research [8-12] has found that using the internet to search health information leads to better health outcomes, and the internet is believed to be a good source of health information to support developing health knowledge, ongoing long-term self-management of care, and monitoring the condition of patients. Research [13] has found that most people use the internet to acquire specific information regarding their own health status or that of their family or friends.

Individuals with chronic diseases are a unique user population in terms of their potential use of online health information in self-management of their health. The prevalence of chronic diseases is high in the United States; Ward et al [14] reported that nearly 50% of adults have one chronic disease, and 25% have multiple conditions. Past research suggests that searching health information online may be a common behavior for people with chronic health conditions [15] and that online information seekers’ health literacy and engagement may correlate with their ability to manage their chronic health conditions [16]. It has been shown that individuals with chronic diseases are more willing to search health information on the internet than those without such conditions [17]. In addition, patients who have chronic diseases but who do not have health insurance are more willing to search for health information on the internet than individuals with insurance [17], supporting results from other studies [3,18] that suggest that the involvement and motivation of users impact their engagement in online health information searching, with highly motivated users, such as those with chronic diseases, applying more effort in the information searching task. Additionally, there are multiple factors, including a person’s gender, age, and socioeconomic status that influence individuals’ online information searching behavior and internet usage [1,15,19-23].

To ensure the effectiveness of the internet related to health information, the US Department of Health and Human Services [24] has provided design guidelines to improve the user experience of individuals with various levels of health literacy, paying special attention to people with limited abilities. Not only are those with low health literacy less likely to use the internet for information searching and emailing [25], they are also more likely to forget information and experience working memory overload when interacting with websites [24] compared to internet users with higher health literacy. These users have been found to spend 9 times longer conducting information searching tasks than higher literacy users, and they tend to read word by word rather than glancing at the entire page for the more relevant information [26]. In addition, there are other barriers for all online health information seekers including limited accessibility to the content published in research journals, the complexity of the clinical language used, and the inability to evaluate the reliability of health information websites [16]. Lee et al [16] argue that these barriers could be reduced by increasing the involvement of health professions in guiding the health information seeking process and improving general health literacy.

Crohn Disease and Ulcerative Colitis
Crohn disease and ulcerative colitis are collectively referred to as inflammatory bowel disease (IBD) [27,28], a chronic condition that affects the intestines, colon, and bowel [29]. It is a complex, incurable disease [30] that can result in long-term disability or mortality [31], and its highest incidence occurs in younger adults [31,32]. A recent study [33] suggested that the incidence of IBD has seen a dramatic increase to over 0.3% in North America and many European countries, and the incidence of IBD is expected to continuously increase [31].

Generally, the majority of studies related to IBD focus on its pathology and medical treatment. Although some studies have focused on the diagnosis of IBD [29], predictors of its disabling consequences [34], its pathogenesis [27,28,35,36], and the dietary habits of those with IBD [37,38], few have examined which factors may influence individuals with IBD to search the internet for health care–related information. Yet, the management of IBD depends on self-management of the disease and a level of health literacy. It has been found that many health websites did not provide appropriate coverage of prognoses, side effects, and additional health risks associated with IBD but did cover symptoms, complications, and treatment options [39]. Additionally, it was reported that information related to self-management of IBD was not widely included in health websites [39], and thus the use of online search behavior associated with IBD is an important area of research.

Research Objectives
The overall objective of this study was to investigate the factors that influence the use of the internet to acquire health information for individuals with IBD. We examined 2 types of internet-related activities: searching the internet for health information and using the internet for health-related tasks such as scheduling appointments with health care providers and communicating with a health care provider by email. We evaluated a number of potential factors that might impact how an individual with IBD uses the internet for health information. Previous research has shown that a number of factors impact internet usage for health information in general populations including: gender [5,6,40,41], age [40,41], level of education [42], health literacy [25], health insurance coverage [17], and level of income [19,23].
Methods

Data Source: National Health Interview Survey
The National Health Interview Survey (NHIS), which is conducted by the National Center for Health Statistics, covers broad health topics [43]. The data that are collected are weighted to represent the general population of the United States. The topics and the questions in the survey have evolved over time, and thus, the type of data collected each year varies. The 2016 NHIS [44] included questions asking respondents to self-identify as having IBD (Crohn disease and ulcerative colitis). For our study, several variables in the original data were recoded and combined to form categories to support the analysis and interpretation of the results of our statistical models. The original variable names in the NHIS data files are included in parentheses to facilitate an understanding of how we coded and used the data.

Dependent Variables
This study focused on the behaviors and experiences, during the year preceding the interview, of adult individuals who reported having IBD (ULCOCOLEV). The dependent variables in this study were related to internet usage: (1) individuals searching for health information on the internet (HIT1A), (2) individuals using the internet to schedule appointments with health care providers (HIT3A), and (3) individuals using the internet to communicate with health care providers via email (HIT4A). All dependent variables were recoded as binary variables (1, they reported that they had done the activity in the previous 12 months; 0, they had not).

Independent Variables
Demographic variables such as sex (SEX) and age (AGE_P) were used in the analysis. The age variable was recoded into 3 groups: younger adults (18-35 years old), middle-age adults (36-55 years old), and older adults (older than 55). We recoded marriage status (R_MARITAL) as a binary variable (1, married; 0, not married) where not married included never married, divorced, widowed, separated, as well as preferred not to answer and nonresponses. Parental status (PAR_STAT) of participants was recoded as being a parent of a child or not a parent of a child. Work status (DOINGLWA) of participants was recoded as employed or not employed.

It is possible that individuals with multiple chronic conditions may use the internet differently than those with a single chronic condition because of the complexity of managing multiple conditions. It is possible that they may receive conflicting medical advice for diverse chronic conditions [45,46]. Therefore, 7 other chronic conditions were also included in our analysis as binary variables: hypertension (HYPEV), high cholesterol (CHLEV), coronary heart disease (CHDEV), asthma (AASMEV), cancer (CANEV), diabetes (DIVEV1) and chronic/long-term liver conditions (LIVEV).

Other variables that may impact an individual’s online information searching behaviors were also included in the analysis such as socioeconomic considerations, the level of satisfaction with health care services, and internet usage frequency. Whether the respondent reported having trouble finding a care provider in the previous 12 months (APRVTRYR) was recoded as reported trouble in finding a care provider and reported no trouble in finding a care provider. The respondents who reported being worried about paying medical bills (AWORPAY) were recoded as worried and not worried, with the former category including those who were very worried and those who were somewhat worried. A new variable was created to indicate whether participants were self-regulating care in a number of possible ways. This self-regulating care included whether the respondents reported doing at least one of the following actions: skipping medication doses (ARX12_1), taking less medicine (ARX12_2), delaying filling a prescription (ARX12_3), asking a doctor for less expensive medication (ARX12_4), and using alternative therapies (ARX12_6). A binary variable was created to identify whether the participants reported having seen or talked to a general practitioner in the prior year (AHCSYR9). A variable was also created to determine whether the participants tried to purchase health insurance directly in the prior 3 years by combining the 2 relevant variables of “Traded to purchase health insurance directly” (AINDINS2) and “Purchased health insurance directly” (AINDPRCH). The satisfaction of participants in their health care (ASISATHC) was recoded as satisfied and not satisfied, with the satisfied category including those who reported being very or somewhat satisfied with their health care services. A variable was created identifying frequent internet users based on the respondent’s frequency of internet usage (AWEBOFNO and AWEBOFTP). Frequent internet users were identified as such if the internet was used at least once a day (ie, at least 7 times per week) and were classified as not frequent internet users otherwise.

Statistical Analysis
The data were analyzed using R (version 3.5.0). Specifically, the svyglm function (Survey package; version 3.34) [47] was used for logistic regression, and stepwise deletion was used to remove insignificant parameters from the model in order to identify the best model for each dependent variable. As the weighted sample size was large, α=.01 was used to assess significance.

Results

Descriptive Statistics
After applying the data weights, the sample size of individuals who reported having IBD was 3,155,477 (approximately 1.29% of all the adults in the weighted data set); approximately 64.4% (2,032,022) of the respondents were female, the average age of the respondents was 52.8 (SE 0.87) years, and approximately 49.9% of the respondents (1,575,168) reported being married. Approximately 80.7% (2,544,995/3,155,477) of the respondents reported having seen or talked to a general practitioner in the previous year, with very few (273,977/3,155,477, 8.7%) reporting having trouble finding a provider in the previous 12 months, although 14.7% (464,376/3,155,477) reported being dissatisfied with their health care. Approximately 42.6% (1,344,253/3,155,477) and 41.2% (1,288,836/3,155,477) of the respondents also reported having hypertension or high cholesterol, respectively, which were the 2 highest prevalences.
of comorbidities examined for individuals who had IBD. More than half of the respondents (1,965,639/3,155,477, 62.3%) reported looking up health information online, and approximately 66.3% (2,090,505/3,155,477) reported being frequent internet users, using it at least daily. In terms of the health-related tasks, 16.3% (515,253/3,155,477) of those with IBD reported scheduling an appointment with a health care provider online, and 21.6% (680,872/3,155,477) reported having used computer to communicate with a health provider by email. The complete demographic information of the respondents is in Table 1.

Table 1. The characteristics of the sample of survey respondents who reported having IBD.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Weighted, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>Younger adults (18-35 years old)</td>
<td>454,950 (14.4)</td>
</tr>
<tr>
<td>Middle age adults (36-55 years old)</td>
<td>1,159,430 (36.7)</td>
</tr>
<tr>
<td>Older adults (&gt;55 years old)</td>
<td>1,541,097 (48.8)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1,123,455 (35.6)</td>
</tr>
<tr>
<td>Female</td>
<td>2,032,022 (64.4)</td>
</tr>
<tr>
<td>Married</td>
<td>1,175,168 (49.9)</td>
</tr>
<tr>
<td>Employed</td>
<td>1,548,101 (49.1)</td>
</tr>
<tr>
<td>Has at least one child</td>
<td>670,310 (21.2)</td>
</tr>
<tr>
<td>Looked up health information online</td>
<td>1,965,639 (62.3)</td>
</tr>
<tr>
<td>Used computers to schedule an appointment with a health care provider</td>
<td>515,253 (16.3)</td>
</tr>
<tr>
<td>Used computer to communicate with a health care provider by email</td>
<td>680,872 (21.6)</td>
</tr>
<tr>
<td>Reported having hypertension</td>
<td>1,344,253 (42.6)</td>
</tr>
<tr>
<td>Reported having high cholesterol</td>
<td>1,298,836 (41.2)</td>
</tr>
<tr>
<td>Reported having coronary heart disease</td>
<td>320,715 (10.2)</td>
</tr>
<tr>
<td>Reported having asthma</td>
<td>636,538 (20.2)</td>
</tr>
<tr>
<td>Reported having cancer</td>
<td>491,356 (15.6)</td>
</tr>
<tr>
<td>Reported having diabetes</td>
<td>564,795 (17.9)</td>
</tr>
<tr>
<td>Reported having chronic/long-term liver conditions</td>
<td>127,679 (4.0)</td>
</tr>
<tr>
<td>Reported having trouble in finding a provider in the previous 12 months</td>
<td>273,977 (8.7)</td>
</tr>
<tr>
<td>Reported being worried about paying medical bills</td>
<td>1,732,203 (54.9)</td>
</tr>
<tr>
<td>Reported multiple types of self-regulating care</td>
<td>1,192,446 (37.9)</td>
</tr>
<tr>
<td>Reported having seen or talked to a general doctor in the previous year</td>
<td>2,544,995 (80.7)</td>
</tr>
<tr>
<td>Reported trying to purchase health insurance directly in the previous 3 years</td>
<td>426,541 (13.5)</td>
</tr>
<tr>
<td>Reported being unsatisfied with their health care</td>
<td>464,376 (14.7)</td>
</tr>
<tr>
<td>Used the internet frequently (at least daily usage)</td>
<td>2,090,505 (66.3)</td>
</tr>
<tr>
<td>Reported being worried about medical costs</td>
<td>1,618,723 (51.3)</td>
</tr>
</tbody>
</table>

Looking Up Health Information on the Internet

A binary logit model was created to evaluate how individuals with IBD use the internet for information seeking (Table 2). Among the individuals with IBD, those who also had asthma were more likely to look up health information online compared to others (adjusted odds ratio [OR] 2.97, 99% CI 1.17 to 7.54). Although several different types of chronic conditions were initially included in the model, only the variable indicating asthma was a significant predictor impacting the likelihood of those with IBD looking up health information online.

Both middle-aged and older women were less likely to look up health information online compared to others (adjusted OR 0.07, 99% CI 0.004 to 0.96 and adjusted OR 0.02, 99% CI 0.001 to 0.29, respectively). Women with IBD who reported self-regulating care were more likely to look up health information online than others (adjusted OR 9.87, 99% CI 1.49 to 65.37). Both middle-aged (36-55 years old) and older (over 55 years old) adults who were married were more likely to look up health information online (adjusted OR 22.20, 99% CI 1.46 to 336.97 and adjusted OR 23.81, 99% CI 1.75 to 327.01, respectively). Both middle-aged and older adults who were...
unsatisfied with their current health care were less likely to look up health information online (adjusted OR 0.03, 99% CI 0.002 to 0.58 and 0.03, 99% CI 0.001 to 0.71, respectively). Individuals who were employed and were unsatisfied with their current health care were less likely to look up health information online (adjusted OR 0.07, 99% CI 0.007 to 0.62). Additionally, frequent internet users who were worried about the medical costs of an illness/accident were more likely to look up health information online (adjusted OR 12.18, 99% CI 2.08 to 72.24).

### Table 2. Binary logit model for the likelihood of looking up health information on internet.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>99% CI</th>
<th>SE</th>
<th>t value</th>
<th>P value</th>
<th>Adjusted OR*</th>
<th>99% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-2.95</td>
<td>(-4.91, -0.99)</td>
<td>0.76</td>
<td>-3.87</td>
<td>&lt;.001</td>
<td>0.05</td>
<td>(0.007, 0.37)</td>
</tr>
<tr>
<td>Female</td>
<td>3.08</td>
<td>(0.75, 5.42)</td>
<td>0.91</td>
<td>3.40</td>
<td>.001</td>
<td>21.76</td>
<td>(2.12, 225.88)</td>
</tr>
<tr>
<td>Middle-aged adults</td>
<td>0.98</td>
<td>(-1.11, 3.08)</td>
<td>0.81</td>
<td>1.21</td>
<td>.228</td>
<td>__ b</td>
<td></td>
</tr>
<tr>
<td>Older adults</td>
<td>1.43</td>
<td>(-0.59, 3.44)</td>
<td>0.78</td>
<td>1.83</td>
<td>.068</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>-2.72</td>
<td>(-5.03, -0.42)</td>
<td>0.90</td>
<td>-3.04</td>
<td>.002</td>
<td>0.07</td>
<td>(0.007, 0.66)</td>
</tr>
<tr>
<td>Employed</td>
<td>0.95</td>
<td>(-0.06, 1.95)</td>
<td>0.39</td>
<td>2.42</td>
<td>.016</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Had asthma</td>
<td>1.09</td>
<td>(0.16, 2.02)</td>
<td>0.36</td>
<td>3.02</td>
<td>.003</td>
<td>2.97</td>
<td>(1.17, 7.54)</td>
</tr>
<tr>
<td>Self-regulating care</td>
<td>-1.30</td>
<td>(-2.72, 0.13)</td>
<td>0.55</td>
<td>-2.34</td>
<td>.019</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Unsatisfied with health care</td>
<td>4.15</td>
<td>(1.08, 7.22)</td>
<td>1.19</td>
<td>3.49</td>
<td>.001</td>
<td>63.52</td>
<td>(2.94, 1366.49)</td>
</tr>
<tr>
<td>Worried about medical costs of illness/accident</td>
<td>−1.30</td>
<td>(-2.57, -0.02)</td>
<td>0.50</td>
<td>-2.62</td>
<td>.009</td>
<td>0.27</td>
<td>(0.08, 0.98)</td>
</tr>
<tr>
<td>Frequent internet users</td>
<td>2.60</td>
<td>(1.47, 3.73)</td>
<td>0.44</td>
<td>5.92</td>
<td>&lt;.001</td>
<td>13.42</td>
<td>(4.35, 41.68)</td>
</tr>
<tr>
<td>Female × middle-aged adults</td>
<td>-2.72</td>
<td>(-5.40, -0.04)</td>
<td>1.04</td>
<td>-2.62</td>
<td>.009</td>
<td>0.07</td>
<td>(0.004, 0.96)</td>
</tr>
<tr>
<td>Female × older adults</td>
<td>-5.91</td>
<td>(-6.59, -1.23)</td>
<td>1.04</td>
<td>-3.76</td>
<td>&lt;.001</td>
<td>0.02</td>
<td>(0.001, 0.29)</td>
</tr>
<tr>
<td>Female × self-regulating care</td>
<td>2.29</td>
<td>(0.40, 4.18)</td>
<td>0.73</td>
<td>3.12</td>
<td>.002</td>
<td>9.87</td>
<td>(1.49, 65.37)</td>
</tr>
<tr>
<td>Middle-aged adults × married</td>
<td>3.10</td>
<td>(0.38, 5.82)</td>
<td>1.06</td>
<td>2.93</td>
<td>.004</td>
<td>22.20</td>
<td>(1.46, 336.97)</td>
</tr>
<tr>
<td>Older adults × married</td>
<td>3.17</td>
<td>(0.56, 5.79)</td>
<td>1.01</td>
<td>3.13</td>
<td>.002</td>
<td>23.81</td>
<td>(1.75, 327.01)</td>
</tr>
<tr>
<td>Middle-aged adults × unsatisfied with health care</td>
<td>-3.51</td>
<td>(-6.47, -0.55)</td>
<td>1.15</td>
<td>-3.06</td>
<td>.002</td>
<td>0.03</td>
<td>(0.002, 0.58)</td>
</tr>
<tr>
<td>Older adults × unsatisfied with health care</td>
<td>-3.48</td>
<td>(-6.61, -0.34)</td>
<td>1.22</td>
<td>-2.86</td>
<td>.004</td>
<td>0.03</td>
<td>(0.001, 0.71)</td>
</tr>
<tr>
<td>Employed × unsatisfied with health care</td>
<td>-2.72</td>
<td>(-4.97, -0.48)</td>
<td>0.87</td>
<td>-3.12</td>
<td>.002</td>
<td>0.07</td>
<td>(0.007, 0.62)</td>
</tr>
<tr>
<td>Worried about medical costs of illness/accident × frequent internet users</td>
<td>2.50</td>
<td>(0.73, 4.28)</td>
<td>0.69</td>
<td>3.64</td>
<td>&lt;.001</td>
<td>12.18</td>
<td>(2.08, 72.24)</td>
</tr>
</tbody>
</table>

*OR: odds ratio.

**b**No statistically significant differences were found at α = .01.

### Using Computers to Schedule an Appointment With a Health Care Provider

A binary logistic regression model was created to predict the likelihood that an individual with IBD used a computer to schedule an appointment with their care provider (see Table 3). Those who reported self-regulating their care were more likely to use the internet to schedule an appointment with a provider than those who did not self-regulate (adjusted OR 2.61, 99% CI 1.05 to 6.49). Those who were frequent internet users were more likely to use the internet to schedule an appointment with a provider than nonusers or infrequent users (adjusted OR 15.18, 99% CI 3.56 to 64.72). Women who reported being married were less likely to use the internet to schedule an appointment with a provider (adjusted OR 0.07, 99% CI 0.007 to 0.75).
Table 3. Binary logit model for the likelihood of using the internet to schedule an appointment with a health care provider.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>99% CI</th>
<th>SE</th>
<th>t value</th>
<th>P value</th>
<th>Adjusted OR</th>
<th>99% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-5.82</td>
<td>(-8.23, -3.42)</td>
<td>0.93</td>
<td>-6.24</td>
<td>&lt;.001</td>
<td>0.003</td>
<td>(&lt;0.001, 0.03)</td>
</tr>
<tr>
<td>Female</td>
<td>1.84</td>
<td>(-0.12, 3.79)</td>
<td>0.76</td>
<td>2.42</td>
<td>.016</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Married</td>
<td>2.10</td>
<td>(0.09, 4.11)</td>
<td>0.78</td>
<td>2.69</td>
<td>.007</td>
<td>8.17</td>
<td>(1.09, 60.95)</td>
</tr>
<tr>
<td>Self-regulating care</td>
<td>0.96</td>
<td>(0.05, 1.87)</td>
<td>0.35</td>
<td>2.72</td>
<td>.007</td>
<td>2.61</td>
<td>(1.05, 6.49)</td>
</tr>
<tr>
<td>Frequent internet users</td>
<td>2.72</td>
<td>(1.27, 4.17)</td>
<td>0.56</td>
<td>4.82</td>
<td>&lt;.001</td>
<td>15.18</td>
<td>(3.56, 64.72)</td>
</tr>
<tr>
<td>Female × married</td>
<td>-2.60</td>
<td>(-4.92, -0.29)</td>
<td>0.90</td>
<td>-2.90</td>
<td>.004</td>
<td>0.07</td>
<td>(0.007, 0.75)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bNo statistically significant differences was found at α=.01.

Using Email to Communicate With a Health Care Provider

A binary logistic regression model was created to predict the likelihood that an individual with IBD used email to communicate with their care provider (see Table 4). Those who were frequent internet users were more likely to report using email to communicate with a provider (adjusted OR 8.41, 99% CI 3.22 to 21.76). Women who reported being married were less likely to report using email to communicate with a care provider than others (adjusted OR 0.15, 99% CI 0.02 to 0.93).

Table 4. Binary logit model for the likelihood of emailing a health care provider.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>99% CI</th>
<th>SE</th>
<th>t value</th>
<th>P value</th>
<th>Adjusted OR</th>
<th>99% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-4.02</td>
<td>(-5.60, -2.43)</td>
<td>0.61</td>
<td>-6.54</td>
<td>&lt;.001</td>
<td>0.02</td>
<td>(0.003, 0.09)</td>
</tr>
<tr>
<td>Female</td>
<td>1.36</td>
<td>(-0.10, 2.83)</td>
<td>0.57</td>
<td>2.41</td>
<td>.017</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Married</td>
<td>1.42</td>
<td>(-0.07, 2.91)</td>
<td>0.58</td>
<td>2.45</td>
<td>.014</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Frequent internet users</td>
<td>2.13</td>
<td>(1.17, 3.08)</td>
<td>0.37</td>
<td>5.75</td>
<td>&lt;.001</td>
<td>8.41</td>
<td>(3.22,21.76)</td>
</tr>
<tr>
<td>Female × married</td>
<td>-1.88</td>
<td>(-3.69, -0.07)</td>
<td>0.70</td>
<td>-2.67</td>
<td>.008</td>
<td>0.15</td>
<td>(0.02,0.93)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bNo statistically significant difference was found at α=.01.

Discussion

Principal Findings

Our study examined the use of the internet by individuals with IBD to seek health information and to perform health-related activities. The population of interest was examined because these chronic conditions are often self-managed [48], and for those with IBD, understanding their own chronic conditions, experiences, and psychosocial factors can be a critical aspect of their treatment process [49]. Therefore, information acquisition and use are vital for those with chronic conditions to be able to self-regulate their health conditions [50].

In general, previous studies [5,40-42,51] suggest that the gender and age of individuals impact their internet usage for health information. In our model, women who self-regulated their care were more likely to look up health information online. Whereas, women in the middle-age and older age groups were both less likely to look up health information online. It has been suggested that younger individuals are more likely to use the internet than older individuals [49], and the same may be true for using the internet for health information seeking. Future research should continue to examine how the gender and age interaction influence searching for health information on the internet. The main effect of age was not significant in our study which is inconsistent with the findings of previous studies [42,50]. This may due to the fact that we defined age as a 3-level categorical variable (younger adults, middle-age adults, and older adults) and not as a continuous variable. Future studies could examine the impact of age as a continuous variable on the internet usage by individuals with specific chronic conditions including those with IBD.

As the literature suggests, individuals in poor health tend to use the internet more frequently than healthy individuals to look up health information [5,52,53]. Previous research [15,17] has suggested that individuals with multiple chronic health conditions are more likely to use the internet to acquire information with the expectation that it will help improve their condition. Our results suggest that individuals who reported having asthma in addition to IBD were more likely to use the internet for health care information searching. No other comorbidities were significant predictors in our models. Future research should more comprehensively examine comorbidity categories and types to identify if the results for IBD mirror those from previous studies [15,17].

Those who reported self-regulating their care were more likely to use the internet to schedule appointments with health care providers. Additionally, women who self-regulated their care were more likely to look up health information on the internet. This may relate to the fact that those who self-regulated care...
may utilize these online resources as part of their self-regulating behaviors, for example, searching for suggestions to support self-regulating their care through self-medicating [7]. There are a number of potential reasons that an individual self-regulates care, such as trying to avoid medication side effects or trying to switch to alternative medication or treatment plans [54]. This type of behavior is critically important for individuals with IBD as self-management is a major aspect of the treatment plans [55]. Future work should further evaluate the underlying mechanisms that lead to individuals choosing to self-regulate their care and how the design of health information and internet-supported health tasks support those types of behaviors. Additionally, being dissatisfied with health care has been shown to influence the likelihood of using the internet for health information seeking [56,57]. Our study suggests those who were unsatisfied with their current health care and who were employed were less likely to look up health information online, the same was true for middle aged and older adults who were unsatisfied with their current health care. This may also relate to different information needs when trying to find a reasonable alternative treatment plan or trying to switch health providers [54].

Identifying factors that might impact the use of the internet for health-related tasks and health information searching can identify demographic and specific issues that might lead to targeted interventions and an examination of how online information is designed for and presented to these populations. According to Kittler et al [58], in 2004, 38% of physicians exchanged emails with their patients regularly, and Hobbs et al [59] found that approximately 37% of patients would have agreed to pay out of pocket to be able to communicate with their physicians by email. The estimates of email communication rates with health care providers are likely much higher today than in 2004. In fact, in 2015, a study of patient email communication with health providers suggested that the email use rate ranged from 18.7% to 50.7% among in 14 European countries and that men were found to be more likely to email health providers than women [41]. In our study, we found that 21.6% had emailed a health provider and that those who were frequent internet users were more likely to use email to communicate with their doctors, whereas married women with IBD were less likely to use email in this way. Future research should evaluate if there are other factors that impact the use of these services.

As expected, frequent internet users were shown to be more likely to use the internet to seek health information, schedule an appointment, and email health providers. In this study, we categorized frequent internet users as individuals who used the internet at least daily, yet many people currently use the internet on a more constant basis, and this variable may not capture differences between daily users and more constant users of the internet. Future research should more specifically examine the impact of internet usage frequency on how individuals with IBD use the internet for health care related activities. It would also be interesting to examine the frequency of internet use as a continuous variable and how that would impact the estimates of using the internet for health care tasks for those with IBD.

Limitations
There are several limitations of this study that should be addressed in future research. The focus of the NHIS survey was not specifically related to the use of the internet for health care–related tasks, nor was it specifically focused on individuals with IBD. Future work could specifically focus on this clinical population and on specific internet-related tasks. Additionally, with the frequent changes to health IT and in the adoption of health technology, it is possible that this survey did not capture some of the specific uses of technology for health-related purposes or possible technologies (eg, smartphones and health-related apps). There may also be other factors that influence the use of the internet for health-related activities that were not captured by the survey, and thus, were not included in this analysis. For example, some insurance companies require that their customers refill their medications online, a situation not captured by the survey. Nor were socioeconomic variables related to internet access included. Additionally, there are other factors that may impact the use of the internet in conducting health-related tasks (eg, mental health comorbidities, cognitive abilities, health literacy skills [60], complexity of the information search tasks, and credibility of target website [61]) that should be evaluated in future studies. The specific underlying mechanisms for self-regulating care, the way self-regulating care can be defined and implemented, and other related behaviors should be evaluated in future research.

In addition, to facilitate this analysis, most of the survey responses were categorized into binary variables that combined some answers with nonanswers and “I don’t know” responses. For example, internet use was transformed into a binary variable of frequent internet use versus infrequent internet use. These dichotomized variables may impact the findings associated with specific variables. Thus, future research could also examine the variables on a broader continuum in order to identify any additional nuances in the data. Additionally, future research should use different methods to identify why some relationships between variables were significant and also to identify the underlying causes so that future information strategies account for these differences and leverage what we know about the individuals with IBD and their internet health-related behaviors.

Conclusions
As the use of health information technology increases and evolves, it is critical to understand what specific clinical groups are using these resources, how they are doing so, and how those resources can best support health care self-management and disease prevention. This study examined using the internet for health information seeking tasks by individuals with IBD. As expected, frequent internet users were more likely to use the internet for health-related tasks. Our study demonstrates there are a number of factors and complex subgroups that impact the likelihood of individuals with IBD using the internet for information seeking. Future research should further investigate how these factors and groups (eg, women trying to self-regulate care) use the internet for health information and how the use of the internet shapes self-management of their health. Future research should also attempt to identify information design strategies and specific health-related task strategies for this
population. In addition, human factors studies should be conducted to identify if and how online resources can support these populations in ways that improve access to information and health outcomes.
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Abstract

Background: Frailty has detrimental health impacts on older home care clients and is associated with increased hospitalization and long-term care admission. The prevalence of frailty among home care clients is poorly understood and ranges from 4.0% to 59.1%. Although frailty screening tools exist, their inconsistent use in practice calls for more innovative and easier-to-use tools. Owing to increases in the capacity of wearable devices, as well as in technology literacy and adoption in Canadian older adults, wearable devices are emerging as a viable tool to assess frailty in this population.

Objective: The objective of this study was to prove that using a wearable device for assessing frailty in older home care clients could be possible.

Methods: From June 2018 to September 2019, we recruited home care clients aged 55 years and older to be monitored over a minimum of 8 days using a wearable device. Detailed sociodemographic information and patient assessments including degree of comorbidity and activities of daily living were collected. Frailty was measured using the Fried Frailty Index. Data collected from the wearable device were used to derive variables including daily step count, total sleep time, deep sleep time, light sleep time, awake time, sleep quality, heart rate, and heart rate standard deviation. Using both wearable and conventional assessment data, multiple logistic regression models were fitted via a sequential stepwise feature selection to predict frailty.

Results: A total of 37 older home care clients completed the study. The mean age was 82.27 (SD 10.84) years, and 76% (28/37) were female; 13 participants were frail, significantly older (P<.01), utilized more home care service (P=.01), walked less (P=.04), slept longer (P=.01), and had longer deep sleep time (P<.01). Total sleep time (r=0.41, P=.01) and deep sleep time (r=0.53, P<.01) were moderately correlated with frailty. The logistic regression model fitted with deep sleep time, step count, age, and education level yielded the best predictive performance with an area under the receiver operating characteristics curve value of 0.90 (Hosmer-Lemeshow P=.88).

Conclusions: We proved that a wearable device could be used to assess frailty for older home care clients. Wearable data complemented the existing assessments and enhanced predictive power. Wearable technology can be used to identify vulnerable older adults who may benefit from additional home care services.

(J Med Internet Res 2020;22(9):e19732) doi:10.2196/19732

https://www.jmir.org/2020/9/e19732
KEYWORDS
frailty; mobile health; wearables; physical activity; home care; prediction; predictive modeling, older adults; activities of daily living, sleep

Introduction
Frailty has detrimental health impacts among community-dwelling older adults. Frailty is associated with higher mortality [1-3], functional impairment [4,5], hospitalization [23], long-term care facility admission [3], and disability in activities of daily living [4]. Frailty also increases the demand on formal and informal caregivers, including home and community care services and family members [6]. A recent study [7] identified that caregiver burden can be predicted based on the physical frailty level of geriatric patients. Due to its significant impact on health outcomes and its burden on health care systems, improved screening and monitoring of frailty for community-dwelling older adults is deemed vital [8].

The prevalence of frailty among community-dwelling older adults is poorly understood. A systematic review [9] reported that its prevalence ranges between 4.0% and 59.1%; varying operational definitions and the heterogeneity of tools used in the studies resulted in a wide range of estimates. However, the prevalence range narrows to 4.0% to 17.0% when only the prevalence of physical phenotype frailty is aggregated by excluding social or cognitive deficits [9].

Both home and community health care are challenged with increased demand, primarily due to the aging population and emphasis on aging-in-place [10]. The demand for home and community health care service is expected to continue to rise in an effort to keep patients in their own community to reduce health care costs [11]. Screening and monitoring frailty in this population can benefit the home and community health care sector in multiple ways. Effective frailty intervention programs involve lifestyle changes including improving nutrition, increasing physical activity, and modifying the home environment [12]. Home and community health care clinicians are uniquely situated to deliver and monitor such interventions in a longitudinal manner, which can contribute to successful lifestyle changes. Screening for frailty at the community level can also help the home and community health care sector to identify vulnerable groups and allocate resources more efficiently [13].

Tools to screen community-dwelling older adults for frailty exist, but they have been used inconsistently and are often impractical or have been invalidated [14]. Wearable devices have been suggested as a potential tool to monitor frailty, and a few research studies [15-18] have explored this possibility. These studies explored the feasibility of using research-grade wearable devices, such as ActiGraph or independently developed wearable devices. These studies provide evidence for the internal construct validity of research-grade wearable devices to screen for frailty [19], as well as for a strong association between varying sleep quality parameters and frailty [20-22]. Consumer-grade wearable devices are a promising tool to monitor frailty as they have become smaller, cheaper, and ever more accessible in recent years [23], with older adults being the fastest growing group of wearable device users [24]. Research studies [25-27] have demonstrated the reliability of these devices for measuring step count, sleep quality, and heart rate compared to gold standard measures that are used in laboratory and clinical settings. Further validation studies demonstrated a high agreement between consumer-grade and medical-grade devices among specific populations, including patients with chronic obstructive pulmonary disease [28], pediatric patients [29], patients in intensive care units [30], and patients in cardiac rehabilitation [31].

Recognizing the need for an innovative solution to measure frailty in community-dwelling older adults, we set out to investigate the possibility of using consumer-grade wearable devices. We examined the data generated from a wearable device worn by home care clients to identify associations with frailty. We also aimed to identify key wearable device measures that can predict the status of frailty. Study procedure, tools, and statistical analyses are described. The results of the study are then presented, followed by a discussion where new findings are interpreted and compared to existing knowledge. The implications for frailty research studies, for wearable device research studies, and in home and community health care sectors, as well as the limitations of the study are presented.

Methods

Study Design
A prospective observational study was conducted to meet the study objectives. Participants were asked to wear a wearable device for a minimum of 8 days. At the end of the study, participants were assessed for frailty, activities of daily living, and level of comorbidity.

Recruitment
Home care clients in the Greater Toronto Area were recruited through VHA Home Healthcare from August 2018 to September 2019. VHA Home Healthcare is a home care agency that serves over 3000 clients throughout the Greater Toronto Area and other metropolitan areas in Ontario, Canada. Patients 55 years or older who had been receiving personal support service for more than 3 months were eligible for the study. Patients who were diagnosed with primary neuromuscular pathology, dependent on wheelchair, in an end-of-life program, or had cognitive impairments that could interfere with the use of wearable devices were excluded. Eligible home care patients were identified using VHA’s electronic medical record system.

Wearable Device
The Xiaomi Mi Band Pulse 1S (Mi Band, hereafter) is a commercially available wearable device that is worn on the wrist. It uses a triaxial accelerometer to capture motions at approximate step count and sleep events. It is equipped with an optical heart rate sensor (photoplethysmography) to measure minute-by-minute heart rate. While the Mi Band can be worn on either the wrist or neck (as a pendant), its placement was...
limited to the wrist for the study. The reliability and internal consistency of Mi Band’s performance for measuring step count when walking and jogging has been validated [32,33]. Wrist-worn wearable devices displayed systematically lower heart rate during exercise, but the Mi Band demonstrated the highest accuracy [32].

We collected daily step count, light sleep time, deep sleep time, total sleep time, awake time, sleep quality, mean heart rate, and heart rate standard deviation. Sleep quality was calculated as the percentage of sleep duration over total sleep time; sleep duration was determined by subtracting awake time from total sleep time [34,35]. Heart rate was measured in beats per minute. A pool of 10 devices were used in rotation and sanitized throughout the study. The adherence to wearing the device was defined as 10 hours or more of wear time per day [36].

Frailty Assessment
Frailty was assessed using the Fried Frailty Index, a tool that has been developed for and used widely with community-dwelling older adults [1]. The Fried Frailty Index assesses phenotypic frailty based on 5 criteria: weight loss, exhaustion, slowness, weakness, and low physical activity. The index categorizes frailty into 3 stages based on the number of criteria that are met: nonfrail, prefrail, and frail corresponding to scores of 0, 1-2, and 3-5, respectively [1]. We dichotomized the Fried Frailty Index into a frail group for those with a score of 3 or higher and a nonfrail group for those with a score of 2 or lower [1].

Other Variables
Sociodemographic variables were collected using a short background questionnaire and through review of the patient’s medical chart. These sociodemographic variables included age, sex, weight, height, ethnicity, level of education, income, and marital status. The level of comorbidity was assessed using the Charlson Comorbidity Index (CCI) [37]. The level of activities of daily living was assessed with the Katz index of independence [38]. The number of hours of service received per week was collected by reviewing the patient’s medical chart.

Statistical Analysis
Descriptive statistics and univariate comparisons of means, medians, and proportions were performed to describe the sociodemographic information and patient assessments according to their frailty status. The level of education was condensed into 2 levels: high school (some or completed) and postsecondary. Household income was categorized into a lower income, those who earned $30,000 (approximately US $22,653) per year or less, and higher income, those who earned $30,000 or higher per year. Ethnicity was categorized into 2 levels: Caucasian and others which included aboriginal identity, Latin American, African American, South Asian, Southeast Asian, East Asian, Filipino, Arab, and West Asian.

Wearable device data were examined for participants adherence level, and days with less than 10 hours of wear time were excluded. Heart rate measurements of zero were generated when the device failed to have good skin contact. Such measurements were treated as missing and were removed from the analyses. The Shapiro-Wilk test was performed to check for normality. To check for significant differences between patients who were frail and patients who were nonfrail, when the assumption of normal distribution was met, a two-tailed independent t-test was used, while the Mann-Whitney U test was performed otherwise. The chi-square test was performed for categorical variables. The posthoc chi-square test was performed when significance was observed.

Pearson and Spearman correlation statistics were used to examine the relationship between frailty, sociodemographic information, patient assessments, and the data collected from the wearable devices.

Multiple logistic regression models were generated to predict frailty status. A sequential stepwise feature selection method was used to select the variables to be fitted into the models. The feature selection was used on the pool of sociodemographic and patient assessment variables to determine the features to be included in model 1. Model 2 was built by applying feature selection to the variables derived from the wearable device data. Model 3 used all available variables in a feature selection algorithm; the selected variables were used to build the logistic regression model. The Hosmer-Lemeshow test was performed to test the goodness-of-fit for each model. The predictive performance of each model was evaluated and compared using the area under the receiver operating characteristics curve (AUROC).

Statistical significance was set at \( \alpha = 0.05 \) for all statistical results. The significance level for posthoc tests was corrected using the Bonferroni method. All statistical analyses were performed using R (version 3.6.0) in R studio (version 1.2.1335; R Studio Inc). Stepwise feature selection was performed using the function (stepAIC, version 7.3-51.4) from the MASS library [39].

Ethics, Consent, and Permissions
This study received ethics approval from the Office of Research Ethics Board at the University of Waterloo (ORE22842).

Results
Recruitment
A total of 72 older adults responded to the mailed recruitment brochure. All 72 older adults were contacted, and 45 agreed to participate in the study; 4 participants withdrew before completion of the 8-day study period. Data attrition due to technical issues resulted in data from 4 participants not being included. In total, 37 older home care clients were included in the study.

Participant Characteristics
Participants were 57 to 96 years of age, with a mean age of 82.23 (SD 10.84) years and 76% (28/37) were female (Table 1). The prevalence of frailty among the study population was 35% (13/37). On average, participants were observed for 9.43 years (SD 1.99) days. Participants who were frail (mean age: 83.92 years) were significantly older \((P < 0.001)\) than those who were nonfrail (mean age: 80.61 years). There was a significant difference in the income level between older adults who were...
frail and those who were nonfrail ($P=.03$). Posthoc comparisons within each of the 3 income levels showed no statistical significance (low income: $P=.93$; mid to high income: $P>.999$) after correcting the $\alpha$ level with the Bonferroni method. Frail patients received significantly greater hours of home care services per week compared to the hours received by patients who were nonfrail ($P=.01$). The resulting $P$ values of the Shapiro-Wilk normality tests are presented in Multimedia Appendix 1. The results of group difference tests are presented in Multimedia Appendix 2.

Table 1. Baseline sociodemographic and patient characteristics stratified by frailty status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Frail (n=13)</th>
<th>Nonfrail (n=24)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>83.92 (9.66)</td>
<td>80.61 (13.96)</td>
<td>$&lt;.001^a$</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (23)</td>
<td>6 (25)</td>
<td>$&gt;.999^b$</td>
</tr>
<tr>
<td>Female</td>
<td>10 (77)</td>
<td>18 (75)</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>26.96 (6.70)</td>
<td>28.54 (5.43)</td>
<td>$=.44^c$</td>
</tr>
<tr>
<td>ADL$^d$ score, mean (SD)</td>
<td>4.62 (1.45)</td>
<td>5.08 (0.88)</td>
<td>$=.43^a$</td>
</tr>
<tr>
<td>CCI$^e$ score, mean (SD)</td>
<td>1.92 (1.26)</td>
<td>1.25 (1.11)</td>
<td>$=.11^a$</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1 (8)</td>
<td>7 (29)</td>
<td>$=.29^b$</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>2 (15)</td>
<td>5 (21)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>4 (31)</td>
<td>7 (29)</td>
<td></td>
</tr>
<tr>
<td>Currently married</td>
<td>6 (46)</td>
<td>5 (21)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>8 (62)</td>
<td>7 (29)</td>
<td>$=.12^b$</td>
</tr>
<tr>
<td>Postsecondary or higher</td>
<td>5 (38)</td>
<td>17 (71)</td>
<td></td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>7 (54)</td>
<td>3 (12)</td>
<td>$=.06^d$</td>
</tr>
<tr>
<td>Low income</td>
<td>4 (31)</td>
<td>13 (54)</td>
<td>$=.93^f$</td>
</tr>
<tr>
<td>Mid to high income</td>
<td>2 (15)</td>
<td>8 (33)</td>
<td>$&gt;.999^f$</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>10 (77)</td>
<td>21 (88)</td>
<td>$=.71^b$</td>
</tr>
<tr>
<td>Other</td>
<td>3 (23)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td>Personal support service, hours per week</td>
<td>5.15 (3.51)</td>
<td>2.77 (1.85)</td>
<td>$=.01^b$</td>
</tr>
</tbody>
</table>

$^a$Mann-Whitney $U$ test was used.
$^b$Chi-square test was used.
$^c$An independent $t$ test was used.
$^d$ADL: activities of daily living; Katz index of independence was used.
$^e$CCI: Charlson Comorbidity Index.
$^f$Posthoc chi-square test was used.

**Frailty and Wearable Device Data**

On average, older adults wore the device for 20.03 (1.64) hours per day (Table 2). Home care clients who were frail reported significantly lower daily step counts than their nonfrail counterparts did (mean steps per day: 367.11 vs. 1023.95, respectively; $P=.04$). Total sleep time ($P=.01$) and deep sleep time ($P<.01$) were significantly longer for older adults who were frail, but no difference was found for light sleep time ($P=.04$). No difference was found for heart rate measures. Box plots corresponding to Table 2 are presented in Multimedia Appendix 3.
Table 2. Difference in the data collected from the wearable device between frail and nonfrail participants.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Frail (n=13), mean (SD)</th>
<th>Nonfrail (n=24), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worn time (hours per day)</td>
<td>20.66 (1.03)</td>
<td>19.69 (1.82)</td>
<td>.16a</td>
</tr>
<tr>
<td>Daily step count</td>
<td>367.11 (272.63)</td>
<td>1023.95 (863.83)</td>
<td>.04a</td>
</tr>
</tbody>
</table>

**Sleep measures**

- Deep sleep time (minutes)   | 138.90 (64.00)          | 75.65 (39.12)              | <.001a  |
- Light sleep time (minutes)  | 350.88 (130.56)         | 312.78 (82.32)             | .35b    |
- Total sleep time (minutes)  | 489.78 (139.54)         | 388.44 (93.28)             | .01a    |
- Awake time (minutes)        | 36.03 (24.27)           | 65.05 (57.97)              | .17a    |
- Sleep quality (%)           | 92.48 (5.62)            | 78.95 (26.53)              | .08a    |

**Heart rate measures**

- Heart rate (bpm)            | 82.77 (10.25)           | 77.43 (8.66)               | .13b    |
- Heart rate SD (bpm)         | 22.12 (7.61)            | 18.78 (4.54)               | .17b    |

*a*Mann-Whitney U test was used.
*b*An independent t test was used.

Factors Correlated With Frailty

The correlation between wearable data and frailty is summarized in Table 3. Daily step count was negatively correlated with frailty level ($r=-0.52, P<.001$). All 5 sleep measures were moderately correlated with frailty. Education level was moderately correlated with frailty status ($r=-0.40, P=.02$). No relationship was found between heart rate measures and frailty status.
Table 3. Correlations between wearable device data, patient characteristics, and frailty.

<table>
<thead>
<tr>
<th>Frailty</th>
<th>Correlation coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily step count</td>
<td>-0.52</td>
<td>.001</td>
</tr>
</tbody>
</table>

**Sleep measures**
- Total sleep time: 0.52, .001
- Deep sleep time: 0.47, .003
- Light sleep time: 0.35, .03
- Sleep quality: 0.56, <.001
- Awake time: -0.54, <.001

**Heart rate measures**
- Mean heart rate: 0.11, .54
- Heart rate SD: -0.25, .16

**Sociodemographic**
- Age: 0.29, .08
- Sex: 0.074, .66
- BMI: -0.068, .69
- Income level: -0.066, .74
- Education level: -0.40, .02

**Patient assessments**
- ADL<sup>a</sup> score: -0.18, .27
- CCI<sup>b</sup> score: 0.16, .33
- Personal support hours: 0.23, .17

<sup>a</sup>ADL: activities of daily living; Katz index of independence was used.
<sup>b</sup>CCI: Charlson Comorbidity Index.

**Frailty Prediction**

**Model Description**
A total of 3 multiple variable logistic regression models were fitted to predict frailty with the sociodemographic variables, patient assessments, and wearable data (Table 4). Income was excluded from the feature selection method since a high number of participants declined to answer. Model 1 formulation began by fitting the sociodemographic variables and patient assessments. The feature selection method resulted in a model that contains CCI and education level. Model 2 used variables derived from the wearable device data only. The resulting model was fitted with step count, deep sleep time, awake time, and heart rate standard deviation. Model 3 used all available variables and was fitted with deep sleep time, step count, age, and education level.

<table>
<thead>
<tr>
<th>Table 4. Three frailty prediction models and the variables selected by the stepwise feature selection method.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models</td>
</tr>
<tr>
<td>Model 1</td>
</tr>
<tr>
<td>Model 2</td>
</tr>
<tr>
<td>Model 3</td>
</tr>
</tbody>
</table>

<sup>a</sup>CCI: Charlson Comorbidity Index.

**Model Evaluation**

Table 5 shows the results of multiple logistic regression analyses and the factors predictive of frailty. Model 1 showed no significant association. For model 2, deep sleep time was a significant predictor of frailty (P<.01). Increasing deep sleep time was significantly associated with increased odds of frailty (adjusted odds ratio [OR] 1.02, 95% CI 1.01-1.05, P<.01). For model 3, deep sleep time (P=.02) and age (P=.03) were significant predictors. Increasing deep sleep time was associated...
with an increase in the odds of frailty (adjusted OR 1.03, 95% CI 1.01-1.07, \(P=0.02\)), whereas increasing age was associated with a decrease in the odds of frailty (adjusted OR 0.90, 95% CI 0.80-0.99, \(P=0.03\)).

All 3 models were evaluated for their goodness of fit using the Hosmer-Lemeshow statistic. Overall, no model showed statistical significance on this test, indicating they had acceptable goodness-of-fit, and the predicted frailty matched the observed frailty status (Table 6).

Table 5. Multiple logistic regression of factors associated with frailty.

<table>
<thead>
<tr>
<th>Model and variables</th>
<th>Adjusted OR(^a) (95 % CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCI(^b)</td>
<td>1.78 (0.95, 3.66)</td>
<td>0.09</td>
</tr>
<tr>
<td>Education level—high school or below</td>
<td>reference</td>
<td>—</td>
</tr>
<tr>
<td>Education level—postsecondary education or higher</td>
<td>0.22 (0.04, 0.96)</td>
<td>0.05</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step count</td>
<td>1.00 (1.00, 1.00)</td>
<td>0.17</td>
</tr>
<tr>
<td>Deep sleep time</td>
<td>1.02 (1.01, 1.05)</td>
<td>0.02</td>
</tr>
<tr>
<td>Awake time</td>
<td>0.97 (0.93, 1.01)</td>
<td>0.18</td>
</tr>
<tr>
<td>Heart rate standard deviation</td>
<td>1.17 (0.99, 1.46)</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep sleep time</td>
<td>1.03 (1.01, 1.07)</td>
<td>0.04</td>
</tr>
<tr>
<td>Step count</td>
<td>1.00 (1.00, 1.00)</td>
<td>0.06</td>
</tr>
<tr>
<td>Age</td>
<td>0.90 (0.80, 0.99)</td>
<td>0.04</td>
</tr>
<tr>
<td>Education level—high school or less</td>
<td>reference</td>
<td>—</td>
</tr>
<tr>
<td>Education level—postsecondary education or higher</td>
<td>0.11 (0.01, 0.94)</td>
<td>0.06</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.  
\(^b\)CCI: Charlson Comorbidity Index.

When the predictive performance was evaluated by AUROC, all 3 models showed medium to high values. Model 1 (AUROC 0.77), based on sociodemographic and patient assessment variables, was outperformed by model 2 (AUROC 0.88), which was fitted with wearable device variables. Model 3 (AUROC 0.90) had the best predictive performance (Table 6). The receiver operating characteristic curves are shown in Figure 1 for each model.

Table 6. Summary of model performance in predicting frailty status.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUROC(^a)</th>
<th>Hosmer-Lemeshow test (P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: Sociodemographic and patient assessment variables</td>
<td>0.76</td>
<td>0.46</td>
<td>0.92</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>Model 2: Wearable device derived variables</td>
<td>0.81</td>
<td>0.69</td>
<td>0.88</td>
<td>0.88</td>
<td>0.95</td>
</tr>
<tr>
<td>Model 3: All variables from models 1 and 2</td>
<td>0.81</td>
<td>0.69</td>
<td>0.88</td>
<td>0.90</td>
<td>0.85</td>
</tr>
</tbody>
</table>

\(^a\)AUROC: area under the receiver operating characteristics curve.
Principal Findings

The growing aging population in Canada and the emphasis on aging-in-place call for innovative ways to improve efficiency in the home and community health care sector. There is an increasing interest in integrating information and communication technology such as consumer-grade wearable devices into health care delivery due to their rising popularity, ease-of-use, and the potential usefulness of continuously collected data [40]. The aim of this study was to investigate the possibility of assessing and predicting frailty using a wearable device.

We observed 37 older home care clients for a minimum of 8 days. The prevalence of frailty in the study sample, 35% (13/37), was similar to that found in other research studies examining home care clients [3,41]. Many research studies [9,42] reported a significantly higher prevalence of frailty in older women compared to prevalence in older men, but this was not observed in our study sample. However, another study [3] that examined the same population did not find any significant difference between the sexes. Overall, the study sample seemed reasonably representative of the home care population. Previous research studies [1,43] reported an association between income and education level and frailty. Our study sample had significantly different income levels between the 2 frailty groups (P=.03). However, the posthoc chi-square analysis results did not reach statistical significance (low income: P=.93; mid to high income: P>.999). Education level was moderately correlated with frailty level (r=−0.40, P=.02). Overall, our study sample displayed the general characteristics of frail populations [1,43].

Our study found a significantly higher utilization of home care services by older adults who were frail compared to utilization by older adults who were nonfrail (mean hours per week: 5.15 vs 2.77; P=.01). Unfortunately, the current system fails to meet all care needs of home care clients as indicated by the increased hours of informal care and caregiver distress for the home care clients with more severe frailty [13]. Resulting adverse health outcomes and increased health care utilization [3] highlight the need for a better allocation of home care service to those who stand to benefit the most.

In our study sample, older adults who were nonfrail walked significantly more than the older adults who were frail. This result is in line with the findings of previous research studies where reduced daily step count and physical activity were observed for frail community-dwelling older adults [44] and ICU patients [45]. In a previous study [46], daily step count was significantly related to frailty. Our study extended this evidence outside the controlled settings and beyond 24-hour monitoring period [47,48], and demonstrated the relationship in an unsupervised setting.

Sleep measures including longer total sleep, deep sleep, and light sleep durations; awake time; and sleep quality were shown to be related to more severe frailty. This is contrary to the common knowledge of deterioration of sleep quality and quantity with aging [49]. However, in epidemiological studies, a longer sleep duration was associated with an increased risk of heart disease and all-cause mortality [50]. The lowest mortality risk was found for those who sleep about 7 hours a night [51], while men who slept more than 8 hours per day had a tripled risk of heart disease [52]. This relationship was shown in our study sample where older adults who were nonfrail and older adults who were frail had significantly different total sleep durations (P=.01). Older adults who were nonfrail had a mean total sleep duration of 6.48 hours (close to 7 hours), while their frail counterparts slept for 8.16 hours. These findings demonstrate the additional information wearable devices provide over conventional sleep quality assessments.

In this study, we built logistic regression models using a sequential stepwise feature selection method. Feature selection in general can help improve predictive performance [53]. It minimizes the number of features needed in a model, which was critical given the small sample size of this study. While manual feature selection based on expert knowledge could have been a feasible alternative, our goal was to maximize frailty prediction performance in our data set by utilizing an empirical feature selection method. The analysis of multiple logistic regression models showed that wearable device data were a superior source of information for predicting frailty than sociodemographic information and patient assessments. However, the highest AUROC of 0.90 was achieved with the model that used wearable device data, sociodemographic, and patient assessment information. Previously, a similar study [16] that used a neck-worn wearable device to obtain step count and physical activity-related variables achieved an AUROC of 0.88 in discriminating the prefrail group from the frail and nonfrail groups. Another study [48] used 2 research-grade wearable devices concurrently and achieved an AUROC of 0.86 in...
discriminating 3 frailty states using stride length. Both studies were limited due to their short 48-hour observational period and being conducted in a laboratory setting. Our study demonstrated that unsupervised monitoring of frailty at home using a wearable device is possible. Our results corroborate that wearable technology should complement, rather than replace, the existing practice [54].

Many mobile health and telehealth apps have been successful at delivering health care while improving efficiency [55]. A study [56] that examined telehealth for frail older adults found the most cost-effective telehealth program used automated monitoring of vital signs to reduce health service use and facilitate remote follow-up. Wearable devices are becoming increasingly affordable and are capable of offering a similar use case as telehealth apps with their automated monitoring of physical activities, sleep, and heart rate. The range of information collected from wearable devices is also increasing with the advancement of sensor technology such as electrocardiogram, blood glucose level, oxygen saturation level, and electrodermal activity. When coupled with well-calibrated algorithms that enable early detection of health deteriorations such as frailty, cost savings can be further increased. The added value of wearable devices in assessing frailty for home care clients and community-dwelling older adults should be carefully evaluated for their feasibility in real-life settings. Each home or community health care system is unique, including but not limited to their target population, geographical area, and funding structure. Future research should consider these factors when evaluating the clinical value and cost savings of wearable devices.

Future research should confirm the predictive power of data derived from wearable devices and extend it beyond the home and community care sector. Our results indicated that wearable devices are a valid tool when an adequate analytical process is used. We recommend that future home care research studies leverage the potential of consumer-grade wearable devices to help identify vulnerable and frail groups who may benefit from additional home care services and increased access to health care.

**Limitations**

Our study has several limitations. First, the small study sample prevented us from stratifying patients into nonfrail, prefrail, and frail groups. A third frailty state could have helped us demonstrate gradient measures of wearable data. The small sample size also limited the number of variables that could be used in developing multiple logistic regression models. The 3 logistic regression models were each fitted with 2 to 4 features. They exceeded the common rule of 1-in-10 and which may have increased the risk of overfitting [57]. The small sample size precluded partitioning our data into training and test sets. As a result, the reported predictive performance overestimated the performance that would be found on a different sample of older adults. A further caution should be taken when interpreting the results of the Hosmer-Lemeshow test due to the small sample size.

Our research used an 8-day observation period. While this was longer than the observation periods of most other studies using wearable devices, an even longer observational period may be required to reveal new patterns that are not observable within 8 days such as weekdays versus weekends and seasonal differences. Lastly, the validation studies that examined the Mi Band [32,33] were conducted in younger participants, limiting their generalizability to older adults of this study.

**Conclusions**

In this study, we proved the concept of using a wrist-worn consumer-grade wearable device to assess frailty among older home care clients. Data collected from the wearable device, such as total sleep time and deep sleep time, were associated with frailty. The frailty prediction model based on variables selected from wearable devices, sociodemographic variable, and patient assessment variables achieved the highest AUROC of 0.90, compared to the AUROC of the other predictive models that either used only sociodemographic and assessment variables or only wearable device–derived variables.
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Abstract

Background: Chronic stress is increasing in prevalence and is associated with several physical and mental disorders. Although it is proven that acute stress changes physiology, much less is known about the relationship between physiology and long-term stress. Continuous measurement of vital signs in daily life and chronic stress detection algorithms could serve this purpose. For this, it is paramount to model the effects of chronic stress on human physiology and include other cofounders, such as demographics, enabling the enrichment of a population-wide approach with individual variations.

Objective: The main objectives of this study were to investigate the effect of chronic stress on heart rate (HR) over time while correcting for weekdays versus weekends and to test a possible modulation effect by gender and age in a healthy cohort.

Methods: Throughout 2016 and 2017, healthy employees of technology companies were asked to participate in a 5-day observation stress study. They were required to wear two wearables, of which one included an electrocardiogram sensor. The derived HR was averaged per hour and served as an output for a mixed design model including a trigonometric fit over time with four harmonics (periods of 24, 12, 8, and 6 hours), gender, age, whether it was a workday or weekend day, and a chronic stress score derived from the Perceived Stress Scale (PSS) as predictors.

Results: The study included 328 subjects, of which 142 were female and 186 were male participants, with a mean age of 38.9 (SD 10.2) years and a mean PSS score of 13.7 (SD 6.0). As main effects, gender ($\chi^2=24.02$, $P<.001$); the hour of the day ($\chi^2=73.22$, $P<.001$); the circadian harmonic ($\chi^2=284.4$, $P<.001$); and the harmonic over 12 hours ($\chi^2=242.1$, $P<.001$), over 8 hours ($\chi^2=23.78$, $P<.001$), and over 6 hours ($\chi^2=82.96$, $P<.001$) had a significant effect on HR. Two three-way interaction effects were found. The interaction of age, whether it was a workday or weekend day, and the circadian harmonic over time were significantly correlated with HR ($\chi^2=7.13$, $P=.03$), as well as the interaction of gender, PSS score, and the circadian harmonic over time ($\chi^2=7.59$, $P=.02$).

Conclusions: The results show a relationship between HR and the three-way interaction of chronic stress, gender, and the circadian harmonic. The modulation by gender might be related to evolution-based energy utilization strategies, as suggested in related literature studies. More research, including daily cortisol assessment, longer recordings, and a wider population, should...
be performed to confirm this interpretation. This would enable the development of more complete and personalized models of chronic stress.

(J Med Internet Res 2020;22(9):e18253) doi:10.2196/18253
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Introduction

Background
The number of individuals having chronic stress and stress-related mental disorders, such as depression, is increasing globally [1]. While in most cases, the stress response of the human body protects the body in harmful environments, when stress occurs for a prolonged period, it can have several negative health effects [2]. As a matter of fact, chronic stress is known to increase the risk of developing a range of mental and physical disorders [3]. Examples of mental disorders are burnout, depression, and anxiety disorders, while related physical disorders include gastrointestinal disorders, obesity, diabetes, and heart diseases [3]. Moreover, chronic stress is often referred to as an economical problem. In 2018, a review was published on the costs of illness for work-related stress, suggesting that total costs per country could range from US $221 million to US $187 billion each year [4]. For these reasons, it is of critical importance to successfully monitor and manage chronic stress in the entire population, without losing individual-based focus as in current one-on-one psychotherapy.

As described by Kaplan [5], there are many challenges that researchers as well as doctors and therapists face to assess and monitor chronic stress levels in daily life. Although these challenges are already known for a long time, they have not been overcome. Stress questionnaires are the most common and convenient tools used for assessing chronic stress. Questionnaires, such as the Perceived Stress Scale (PSS) that is designed to assess the long-term stress effect (ie, stress over the last month), have been proven to have adequate reliability across different cohorts [6-8]. Nevertheless, they remain subjective measurements that are subject to recall errors and unable to capture the impact of stress on normal physiological functioning [9]. Over the past years, many algorithms and applications have been developed for acute stress detection based on physiological signals [10]. Predictors used are, for example, heart rate (HR), HR variability, skin conductance, and skin temperature [10-12]. Some algorithms can detect acute stress responses with high accuracy (>90%) in controlled conditions [11,12]. Detection algorithms based on real-time monitoring of physiological parameters could improve the objectivity of stress detection, facilitate capturing early signs of chronic stress, and support stress management in clinical practice, functioning both as awareness and feedback tools for users and therapists.

Most of the efforts in this field have focused, so far, on acute stress detection algorithms, showing the difficulty of generalization and the importance of individual-based models [13,14]. Literature on complete physiological modeling of chronic stress in humans remains poor owing to the complexity and high cost of collecting longitudinal real-world data. This complexity needs to be addressed first by linking long-term physiology measurements to chronic stress. Van Uum et al [15] found elevated hair cortisol levels in patients with severe chronic pain and higher PSS scores. Using a repeated measurement design, Schulz et al [16] reported that the awakening salivary cortisol level should be considered a possible biological correlate of chronic stress, as it was found to be elevated in participants with higher chronic stress levels. Schulz et al also found a gender difference in their study, showing larger increases of morning salivary cortisol levels in women than in men. This gender difference in physiological responses to chronic and acute stress has also been investigated by Jones et al [17]. In this previous study, it was found that chronic stress, measured according to the PSS score, modulates both the cortisol stress response and the cardiovascular stress response differently for male and female individuals. Female individuals had a lower HR at rest for higher PSS scores, whereas among male individuals, this correlation was not found. However, male individuals did show a lower HR while in acute stress for higher PSS scores. This second correlation was not found among female individuals.

When studying effects on physiology over multiple days, the circadian rhythm is used to describe diurnal physiological fluctuations [18]. For example, Cho et al [19] developed a model for mood prediction in patients with mood disorders, using the properties of the cosine curve in HR as one of the predictors. Tsanas et al [20] also stressed the importance of the circadian rhythm in monitoring under free-living conditions. Morelli et al [21] described this circadian rhythm in HR as four harmonics with periods of 24, 12, 8, and 6 hours. Their accurate approximation of the resting HR using these four harmonics makes this modeling suitable for mapping long-term effects on HR. Another important aspect to consider while studying effects on physiology over time is the weekday-weekend difference. In the study by Schlotz et al [22], it was shown that the cortisol response, often related to stress, is different for weekdays versus weekends. Chronic work overload and worrying was found to be related to this rise in cortisol after awakening on workdays, but not on weekend days. This effect was independent of gender. Pantzar et al [23] also found dissimilarities in stress patterns between weekend days and workdays when studying HR in response to stress. This difference was modulated by gender, and there was a smaller effect size by age [23].

By combining the approaches and findings from the studies described above in our study, we analyzed the long-term HR response to chronic stress and its bias for gender and age. Different from previous studies, we used wearable technologies to capture circadian variation of HR over multiple days.

http://www.jmir.org/2020/9/e18253/
Objectives of the Study
The main objectives of this study were as follows:

- To investigate the effect of chronic stress on HR over time, while correcting for weekdays versus weekends. For this, chronic stress has been defined as long-term perceived stress.
- To test possible modulation effects by gender and/or age. All interaction effects of these predictors will be included.

The outcomes of this analysis could be integrated into novel computational models of chronic stress detection, according to vital signs collected daily, for example, using widely adopted fitness trackers.

Methods

Recruitment
This study is part of the Stress in Work Environment (SWEET) study conducted by imec, which has been described previously [13]. Participants were recruited via email in 11 technology-oriented companies and were all office workers. They were included if they were active employees at the time of the study. No other inclusion or exclusion criteria were applied. Participants did not receive any compensation for participating in the study apart from having a chance at winning a restaurant or travel voucher. Vital signs of the participants were continuously measured for 5 consecutive days, starting on Thursday morning and ending on Monday evening, using two wearables devices (a chest patch and a wristband). All participants provided informed consent before participating in the study.

This observational study was approved by the Research Ethical Committee of UZ Leuven (S57916).

Data Collection
Before the start of the experiment, participants completed an intake questionnaire. The first part inquired about personal information, such as age, gender, health problems, work situation, and lifestyle. Thereafter, four psychological questionnaires were used to assess stress, depression, anxiety, sleep, and general health levels. For this study only perceived chronic stress, measured with the PSS, was considered. The questionnaires were distributed via a dedicated and protected web-based platform. On Thursday morning or afternoon, the participants received and started wearing the two wearable devices, including a chest patch [24] that obtained an electrocardiogram (ECG) at 256 Hz and a Chillband (wristband) that measured skin conductance at 256 Hz and skin temperature at 1 Hz. Both devices also measured three-dimensional accelerometer (ACC) signals at 32 Hz to control for movement artifacts. For this study, only the ECG and ACC data of the wearable positioned on the chest was used and only participants with complete ECG data from Friday 12 AM to Monday 4 PM were included for the analysis. This chest patch has been regulatory approved. Participants were advised to wear the chest patch the entire day and night and were asked to remove the chest patch during vigorous physical activities and to shower with a protective cover, since the chest patch is not waterproof.

The battery life of the sensors exceeded the duration of the experiment. Data were recorded and stored on the devices’ internal secure digital cards and uploaded to an internal secure cluster at the end of the experiment. For more details on the entire data collection in the SWEET study, refer to the report by Smets et al [13].

PSS as a Reference for Chronic Stress
The PSS measures “the degree to which situations in one’s life are appraised as stressful” [25] and represents a measure of the global level of perceived stress over the past month. The PSS was designed for use in community samples of individuals with at least a junior high school education. Three versions of the PSS exist (the subscales PSS-14 items, PSS-10 items, and PSS-4 items). Psychometric properties, namely internal consistency reliability, test-retest reliability, and construct validity, of the PSS have been reviewed across studies by Lee et al in 2012 [26], where it was suggested that the subscale PSS-10 should be used to measure perceived stress both in practice and research. Therefore, in this study, the PSS-10 was used.

Data Preprocessing

Feature Calculation
Based on the ECG data, the HR was derived. Refer to the study by Smets et al [13] for the methods on the quality indicator and peak detection algorithms. The ACC data were used to calculate the magnitude in the x, y, and z directions; the average mean of the x, y, and z coordinates; and the average SD of the x, y, and z coordinates. The absolute differences over time of these three features were summed to retrieve an indicator that was used to identify technical malfunctions. The formulas used to calculate each of the features can be found in Multimedia Appendix 1.

Filtering Methods
After feature calculation, a data set was obtained with values for the discussed features per minute. First, because all participants started and ended the assessments at different times on Thursday and Monday, the data on Thursday and the data after Monday 4 PM were removed. The data of every participant finally ranged from Friday 12 AM to Monday 4 PM. Second, technical malfunctions (ie, sensor saturation and poor patch adherence) were empirically detected based on the ACC data. For every minute, the indicator retrieved from three ACC features over the 10 closest minutes was calculated. If this value was less than an empirically selected threshold of 0.0005, the patch was probably either removed from the chest during this period or not measuring correctly. These data points were not included in further analysis. To filter out the values affected by artifacts from the remaining HR, two filters were used. First, the individual’s median value ± 3 times the SD were used as limits. Second, the minimum HR was set to 30 beats per minute, according to previous studies using HR filters [27,28]. The maximum HR was calculated based on the formula reported by Tanaka et al [29] shown in Multimedia Appendix 1. To assess low-frequency changes in HR, all data were summarized per hour. For the weekday against weekend comparison, Friday and Monday were labeled as no, and Saturday and Sunday were labeled as yes for the variable called weekend. Subjects who
did not have 24 or more hours of data for both a weekday and weekend day were excluded from the analysis. Figure 1 shows the data extraction, feature calculation, and filtering methods. Figure 1. Diagram showing all steps from data upload to model development. ACC: accelerometer; AVGM: average mean acceleration of the x, y, and z coordinates; AVGSD: average standard deviation in acceleration of the x, y, and z coordinates; ECG: electrocardiogram; HR: heart rate; MXYZ: magnitude of acceleration in the x, y, and z directions. See Multimedia Appendix 1 for calculation of the features.

Statistical Analysis

Model Development

The retrieved average HR per hour functioned as the outcome of a mixed design model implemented in RStudio using the “lmer” method from the “lme4” R package. As predictors, the hour of the day, harmonics over time, weekend (yes/no), gender, age, and PSS score were added in the respective order. The subject number was used as a random between-subject intercept and weekend was used as a random within-subject intercept. The time of the day was used in multiple ways based on previous studies on HR over time. First, according to the study by Morelli et al [21], the correlation between HR and time of the day is best described by a four-harmonic fit with periods of 24, 12, 8, and 6 hours. Second, Field et al [30] stated that because of the autoregressive property of physiological signals over time, the “corAR1” function is used as a correlational matrix, which includes the correlations within the hour of the day with random intercepts for each participant and workdays versus weekend days. Therefore, random slopes were used both for the hour of the day as a linear continuous variable and for the four harmonics in time that interacted with the weekend because of the differences in the pattern of HR between workdays and weekend days, as reported previously [31].

Model Comparison

Initially, the median and interquartile range (IQR) were calculated for the age, PSS score and HR. The HR, age, and PSS score were compared between male and female participants using a Mann-Whitney-Wilcoxon test, while HR on workdays and weekend days was compared using a Wilcoxon signed-rank test. In the final model, we included only interactions that significantly improved the model, which were related to a drop in the Akaike information criterion (AIC) value and an increase in the log likelihood (LogLik) value. The final model was compared to a similar model without the main PSS effect and interaction effects including the PSS score. The comparison was performed using the “Anova” method from the “lmerTest” R package. To analyze the fixed effects and interaction effects, the chi-square test statistic ($\chi^2$) and $P$ value were calculated.

Results

Population Characteristics

Table 1 shows the population characteristics for all participants included in the analysis. A total of 328 participants fulfilled the criteria of having complete ECG data from Friday 12 AM to Monday 4 PM. There were slightly more male participants (n=186, 56.7%) than female participants (n=142, 43.3%) in the analysis. The Mann-Whitney-Wilcoxon test showed that between male and female participants, there were significant differences in the PSS score (W=1.61e4, $P$<.001) and the median HR (W=1.46e4, $P$.=.10), but not in age (W=1.67e4, $P$.<.001). The Wilcoxon signed-rank test showed that there was a
A significant difference in median HR over 24 hours for workdays compared with weekend days (V=2.23e^4, P=.007).

Table 1. Descriptive statistics for the population characteristics (N=328).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Median (IQR)</th>
<th>Comparison test result^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td>W=1.46e^4, P=.10</td>
</tr>
<tr>
<td>Male (n=186)</td>
<td>37.0 (±16.8)</td>
<td></td>
</tr>
<tr>
<td>Female (n=142)</td>
<td>39.0 (±15.8)</td>
<td></td>
</tr>
<tr>
<td>Total (n=328)</td>
<td>38.0 (±17.0)</td>
<td></td>
</tr>
<tr>
<td>PSSb^b score</td>
<td></td>
<td>W=1.61e^4, P&lt;.001</td>
</tr>
<tr>
<td>Male (n=186)</td>
<td>13.0 (±9.0)</td>
<td></td>
</tr>
<tr>
<td>Female (n=142)</td>
<td>15.0 (±9.0)</td>
<td></td>
</tr>
<tr>
<td>Total (n=328)</td>
<td>14.0 (±9.0)</td>
<td></td>
</tr>
<tr>
<td>HRc^c (bpm^d)</td>
<td></td>
<td>V=2.23e^4, P=.007</td>
</tr>
<tr>
<td>Male (n=186)</td>
<td>72.5 (±12.0)</td>
<td></td>
</tr>
<tr>
<td>Female (n=142)</td>
<td>75.8 (±10.0)</td>
<td></td>
</tr>
<tr>
<td>Workdays (n=328)</td>
<td>73.6 (±12.3)</td>
<td></td>
</tr>
<tr>
<td>Weekend days (n=328)</td>
<td>73.7 (±10.9)</td>
<td></td>
</tr>
<tr>
<td>Total (n=328)</td>
<td>73.5 (±10.8)</td>
<td></td>
</tr>
</tbody>
</table>

^aFor comparing male and female participants, the Mann-Whitney-Wilcoxon test was used. For comparing workdays and weekend days, the Wilcoxon signed-rank test was used.

^bPSS: Perceived Stress Scale.

^cHR: heart rate.

^dppm: beats per minute.

Final Model

In the final model, 15,699 out of 15,744 observations (99.71%) were included after exclusion of NA values. The predictors included in the final model (AIC=100379.1, LogLik=−50043.6) were (1) the hour of the day, (2) the circadian harmonic, (3) the 12-hour harmonic, (4) the 8-hour harmonic, and (5) the 6-hour harmonic as time components; (6) whether it was the weekend as a within-subject variable; and (7) gender, (8) the PSS score, and (9) age as between-subject variables.

The two-way interaction effects included the following: whether it was the weekend × every harmonic over time; gender × 24-hour harmonic; age × 24-hour harmonic; PSS score × 24-hour harmonic; gender × PSS score; and age × whether it was the weekend.

The following two three-way interaction effects were included in the final model: gender × PSS score × 24-hour harmonic; and age × whether it was the weekend × 24-hour harmonic. The final model, including these predictors, had the lowest AIC value compared with all other models possible with the same main effects. In Multimedia Appendix 2, the built of the final model is shown with AIC and LogLik values for every layer. The final model significantly outperformed the same model without the PSS score and its interactions as predictors (AIC=100381.0, LogLik=−50050.51), according to an Anova model comparison (χ^2=13.88, P=.03).

Random Intercepts and Slopes

The random intercepts per participant (χ^2=6948.7, P<.001) and for workdays and weekend days (χ^2=233.9, P<.001) both significantly improved the model. Adding random slopes for the time of the day (χ^2=391.6, P<.001); the circadian effect of time (χ^2=1294.3, P<.001); and the harmonic over 12 hours (χ^2=668.7, P<.001), over 8 hours (χ^2=148.3, P<.001), and over 6 hours (χ^2=361.9, P<.001) significantly improved the model of HR. Adding an autoregressive correlation of HR over time also significantly improved the model (χ^2=12097.4, P<.001).

Main Effects of Time, Weekend, Gender, Age, and PSS Score

There were significant correlations with the HR for the main effects of the hour of the day (χ^2=73.22, P<.001); the circadian harmonic (χ^2=284.4, P<.001); the harmonic over 12 hours (χ^2=242.1, P<.001), over 8 hours (χ^2=23.78, P<.001), and over 6 hours (χ^2=82.96, P<.001); and gender (χ^2=24.02, P<.001). Table 1 shows a significant difference in HR for gender. However, whether it was a workday or weekend day was not significantly associated with HR (χ^2=1.13, P=.29). The age (χ^2=0.019, P=.89) and PSS score (χ^2=0.42, P=.52)
of the participant also did not have a significant correlation with HR.

**Two-Way Interaction Effects With Circadian Harmonic Over Time**

There were significant correlations with HR for the interaction effects of weekend and the circadian harmonic ($\chi^2 = 24.98, P<.001$), weekend and the harmonic over 12 hours ($\chi^2 = 112.5, P<.001$), weekend and the harmonic over 8 hours ($\chi^2 = 94.07, P<.001$), and weekend and the harmonic over 6 hours ($\chi^2 = 131.4, P<.001$). In **Figure 2**, HR is shown over the time of the day separately for gender and workdays and weekend days.

**Figure 2.** The heart rate (HR) over the time of the day, split for gender and workdays and weekend days. Since the data are summarized per hour, data points are provided in the middle of the hours. The error bars represent the 95% confidence intervals.

Furthermore, a significant correlation with HR was found for the interaction effect between gender and the circadian harmonic ($\chi^2 = 17.01, P<.001$) and between age and the circadian harmonic ($\chi^2 = 16.69, P<.001$). Although the interaction effect between the PSS score and the circadian harmonic was not significantly correlated with HR ($\chi^2 = 2.62, P=.27$), it was included in the final model because of a significant higher order interaction effect.

**Two-Way Interaction Effect Between Age and Weekend, and Between Gender and the PSS Score**

The correlation between HR and the interaction effect of gender and the PSS score of the participant was slightly nonsignificant ($\chi^2 = 3.63, P=.06$). It was still included in the model, because of a significant higher order interaction effect. Although there was no significant correlation with HR for the interaction effect between age and whether it was the weekend ($\chi^2 = 0.34, P=.56$), the interaction effect was included in the final model, because of a higher order interaction effect.

**Three-Way Interaction Effect Among Age, Weekend, and Circadian Harmonic**

There was a significant correlation between HR and the three-way interaction effect among age, whether it was a workday or weekend day, and the circadian harmonic ($\chi^2 = 7.13, P=.03$). **Figure 3** shows the effect of age on HR for every hour of the day, split for workdays and weekend days. On workdays, the correlation between age and HR switched from positive to negative at around 7 AM, whereas on weekend days, the same correlation switched from positive to negative at around 3 PM.
Figure 3. The heart rate (HR) over age per hour of the day, split for workdays and weekend days. Since the data are summarized per hour, the labels provided are the start of the hour.

Three-Way Interaction Effect Among Gender, PSS Score, and Circadian Harmonic

The three-way interaction among gender, the PSS score, and the circadian harmonic was found to be significantly associated with HR ($\chi^2=7.59$, $P=.02$). Figure 4 shows the effect of the PSS score on HR for every hour of the day, split for female and male participants. The positive correlation between the PSS score and HR for male participants was the strongest at around 11 AM and flattened in the night. The negative correlation between the PSS score and HR for female participants was the strongest in the night/early morning and flattened or even switched to a slightly positive correlation at around 6 PM to 8 PM.

Figure 4. The heart rate (HR) over the Perceived Stress Scale (PSS) score for every hour of the day, split for female and male participants. The time above each subsection provides the starting time of the hour for which the HR is shown.

Discussion

Principal Findings

In this observational study, the circadian rhythm was defined as a combination of the 24-hour harmonic, 12-hour harmonic, 8-hour harmonic, and 6-hour harmonic, which were all found to be predictors of HR over time. The median HR was found to be different for male and female participants and for weekdays versus weekends. A relationship between HR and the three-way interaction of age, the circadian harmonic, and whether it was the weekend was found. Moreover, HR was
found to be related to the three-way interaction of the PSS score, gender, and the circadian harmonic.

The results confirm the validity of a four-harmonic circadian rhythm in HR as described by Morelli et al [21]. This is shown by the random slopes in harmonics over 24, 12, 8, and 6 hours and by the main effects of the four harmonics. However, four-harmonic circadian HR fluctuations were different between workdays and weekend days, as shown in Figure 2. Moreover, the random intercept for weekends and the difference in HR between workdays and weekend days, as shown in Table 1, suggested a different average HR for workdays and weekend days. The fact that there was no main effect of weekend is likely related to the inclusion of weekend as a random intercept. These findings match the findings of Cavallari et al [31] and suggest that specific HR models for workdays and weekend days are needed. Jones et al [17] related circadian HR fluctuations to circadian cortisol fluctuations. An increase in cortisol gives rise to appetite, resulting in food intake and therefore an increase in energy and HR. After eating, the parasympathetic nervous system is activated, which stimulates the gastrointestinal tract for food processing [32]. This activation is accompanied by a decrease in HR [33]. Figure 2 shows that for workdays, the eating times were very similar for everyone, with breakfast between 6 AM and 8 AM, lunch between 11 AM and 2 PM, and dinner between 5 PM and 8 PM. On weekends, the eating times are likely to be less congruent among participants, resulting in a smoothened average over the day. The study population consisted of office workers. All working people follow a very similar work rhythm (go to work, sit at work, have lunch, sit at work, and go home at roughly similar times), whereas on weekends, there is much more variability among people. It needs to be verified how this difference between workdays and weekend days scales to a different kind of working population, for example, shift workers having different daily patterns. Another clear difference in HR between workdays and weekend days was the timing of the HR morning awakening response. For workdays, HR rises earlier than for weekend days, which could be related to the earlier awakening times on workdays [34].

The average HR as well as the four-harmonic circadian HR fluctuations were different for not only workdays and weekend days but also participants, as indicated by the random intercept and slopes per participant. This suggests a need for personalized circadian HR models, which has been discussed previously by Fijorek et al [35]. This personalization is also suggested based on the higher average HR for female participants, as shown in Table 1, and the difference between male and female participants in circadian fluctuations in HR, as shown in Figure 2. According to Sandstede et al [36], the higher average HR for female participants is related to their average lower cardiac mass. Figure 2 shows that at daytime, the HRs of male and female participants are closer to each other than at night, which was also observed by Fijorek et al [35] and Bonnemeier et al [37]. According to Gregoire et al [38], the lower day-night difference for female individuals is probably related to the lower activity of the sympathetic nervous system in women, especially during the daytime.

Since the maximum HR decreases linearly with age [29], a correlation between age and HR might have been expected as well. However, this effect was not found to be relevant. This could be related to participant inclusion as a random intercept, explaining a part of the variance caused by differences in age. Nevertheless, age interacts with the circadian rhythm in HR differently for workdays and weekend days, as shown in Figure 3. There was a decrease in amplitude of HR fluctuations with age for workdays but not for weekend days. Hood & Shimon [39] have published a review on the aging clock and its circadian rhythms, in which they describe a lower amplitude of both cortisol and waking activity fluctuations, resulting in similar lower amplitudes of circadian HR fluctuations, described as flattening of the sinusoidal curve, as age increases. This explains the positive correlation between age and HR until 7 AM for workdays, which turns negative and then turns positive again around 12 AM, as can be seen in Figure 3. A higher nocturnal nadir of cortisol levels for higher ages was found by Van Cauter et al [40] and Sharma et al [41]. The translation of cortisol levels to long-term HR levels was not made in these studies but is used more often in stress studies [17,42]. On weekends, the positive correlation between age and HR turned negative at around 3 PM and then positive again at around 2 AM. The shift of the switch from negative to positive from 12 AM on workdays to 2 AM on weekend days could be related to later sleeping times during the weekend [43]. In general, it seems that the average HR during work nights (12 AM to 4 AM) is slightly lower than that during weekend nights, because people go to sleep later during the weekend. However, this does not explain why the switch from a positive correlation of age and HR to a negative correlation shifted from 7 AM on workdays to 3 PM on weekend days. Between 7 AM and 3 PM, there might be the most variance in activity among participants, since these are free hours during weekend days and work hours during workdays. Activity trackers could provide more understanding on the different directions of the correlation between age and HR for workdays and weekend days.

Lastly, no correlations between HR and the main effect of the PSS or HR and the two-way interaction effects of the PSS and other predictors were found. However, a correlation was found between HR and the three-way interaction of gender, the PSS score, and the circadian harmonic. This suggests that the effect of chronic stress can only be captured by including the dynamics of HR over time. Figure 4 shows that the correlation of the PSS score and HR was exactly opposite for male and female participants throughout the day, except for the periods around 1 AM to 3 AM and 6 PM to 8 PM. In the first period, a flattening of the positive correlation between the PSS score and HR was noted for male participants, while in the second period, the negative correlation between the PSS score and HR was noted for female participants. While in the second period, the negative correlation between the PSS score and HR for female participants switched to a slightly positive correlation. Table 1 shows that beside the difference in HR between male and female participants, there was a difference in the PSS score, which was found by Remor [6]. However, this does not explain the more complex three-way interaction effect including circadian fluctuations. Jones et al [17] described similar results, as seen in Figure 4, only for acute stress responses and explained it as a gender difference in evolution-based energy utilization strategies. Male individuals have a well-studied stress response,
often called the fight-or-flight response [44,45]. However, for female individuals, Taylor et al [46] introduced a different response, called the tend-or-befriend response. For long-term stress, the fight-or-flight response means stacking up resources to increase energy that might be needed for an actual fight-or-flight situation. In terms of biology, this means an increase in cortisol, accompanied by an increase in appetite, which results in an increase in food intake and energy, resulting in an increased HR [17]. This male-specific chronic stress response could be related to the correlation of job strain and obesity in male individuals but not female individuals, which was found by Brunner et al [47]. The tend-or-befriend response in female individuals would stimulate nurturing and caring behaviors, making sure that, for example, their children have enough resources [46]. This is related to a decrease in food intake, causing the depletion of fat stores and a decrease in HR among female individuals [17]. In the literature, this female evolutionary behavior has also been described as the biological reason why female individuals have, in general, higher fat storage than male individuals [48]. The theory explains the positive correlation between the PSS and HR for male participants and the negative correlation between the PSS and HR for female participants. In Figure 4, the period from 6 PM to 8 PM, when the correlation between the PSS and HR switched from negative to positive for female participants, could be explained by dinner time, which includes food intake among female individuals as well. The period from 1 AM to 3 AM, when the positive correlation between the PSS score and HR for male participants flattened, can be explained by the absence of food intake at night and no increased HR associated with chronic stress during that period. This theory should be studied in more detail in relation to circadian HR, comparing the circadian physiology of male and female individuals for different stress levels and linking HR to cortisol, sleep, and mealtime as well.

Limitations

This study only involved two workdays (Monday and Friday) and two weekend days (Saturday and Sunday) per participant. For the workdays, Monday stopped at 4 PM. The effect of this limitation can easily be seen in Figure 4, where the CIs in the plots seem to increase from 4 PM. It would be interesting to include more workdays and weekend days of multiple weeks, so an average over multiple days could provide a more consistent long-term measurement of HR fluctuations.

Future Work

The autonomic stress response includes several physiological changes, of which we investigated the HR response. Our longitudinal analysis should be applied to other physiological signals, such as skin temperature, galvanic skin response, and blood pressure [5,13,14]. These physiological measurements are known to have circadian fluctuations as well. It is also recommended to include longitudinal cortisol measurements to better understand the interaction across individual characteristics, hormonal mechanisms, and physiology in chronic stress. Information on sport activities, food intake times, and sleep times could also be considered to provide more context regarding physiological changes.

Conclusions

This study confirmed previous findings on the circadian rhythm of HR, its difference between workdays and weekend days, and its interactions with gender and age. The main discovery is the relationship between HR and the three-way interaction of chronic stress, gender, and the circadian harmonic. Our findings suggest that chronic stress prediction models and objective chronic stress measurements based on continuous HR detection should include interaction effects with circadian harmonics and gender to explain more subject variability. The development of these prediction models would enable continuous monitoring of long-term stress levels that could support therapists and psychologists to better understand patient progress and well-being.
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Abstract

Background: Reminiscence is the act of thinking or talking about personal experiences that occurred in the past. It is a central task of old age that is essential for healthy aging, and it serves multiple functions, such as decision-making and introspection, transmitting life lessons, and bonding with others. The study of social reminiscence behavior in everyday life can be used to generate data and detect reminiscence from general conversations.

Objective: The aims of this original paper are to (1) preprocess coded transcripts of conversations in German of older adults with natural language processing (NLP), and (2) implement and evaluate learning strategies using different NLP features and machine learning algorithms to detect reminiscence in a corpus of transcripts.

Methods: The methods in this study comprise (1) collecting and coding of transcripts of older adults’ conversations in German, (2) preprocessing transcripts to generate NLP features (bag-of-words models, part-of-speech tags, pretrained German word embeddings), and (3) training machine learning models to detect reminiscence using random forests, support vector machines, and adaptive and extreme gradient boosting algorithms. The data set comprises 2214 transcripts, including 109 transcripts with reminiscence. Due to class imbalance in the data, we introduced three learning strategies: (1) class-weighted learning, (2) a meta-classifier consisting of a voting ensemble, and (3) data augmentation with the Synthetic Minority Oversampling Technique (SMOTE) algorithm. For each learning strategy, we performed cross-validation on a random sample of the training data set of transcripts. We computed the area under the curve (AUC), the average precision (AP), precision, recall, as well as F1 score and specificity measures on the test data, for all combinations of NLP features, algorithms, and learning strategies.

Results: Class-weighted support vector machines on bag-of-words features outperformed all other classifiers (AUC=0.91, AP=0.56, precision=0.5, recall=0.45, F1=0.48, specificity=0.98), followed by support vector machines on SMOTE-augmented data and word embeddings features (AUC=0.89, AP=0.54, precision=0.35, recall=0.59, F1=0.44, specificity=0.94). For the meta-classifier strategy, adaptive and extreme gradient boosting algorithms trained on word embeddings and bag-of-words outperformed all other classifiers and NLP features; however, the performance of the meta-classifier learning strategy was lower compared to other strategies, with highly imbalanced precision-recall trade-offs.
Conclusions: This study provides evidence of the applicability of NLP and machine learning pipelines for the automated detection of reminiscence in older adults’ everyday conversations in German. The methods and findings of this study could be relevant for designing unobtrusive computer systems for the real-time detection of social reminiscence in the everyday life of older adults and classifying their functions. With further improvements, these systems could be deployed in health interventions aimed at improving older adults’ well-being by promoting self-reflection and suggesting coping strategies to be used in the case of dysfunctional reminiscence cases, which can undermine physical and mental health.
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aging; dementia; reminiscence; real-life conversations; electronically activated recorder (EAR); natural language processing; machine learning; imbalanced learning

Introduction

Reminiscence and Healthy Aging

The world’s population is rapidly aging. With its first world report on aging and health [1], the World Health Organization (WHO) promoted a global paradigm shift in aging research by moving from a disease-focused model to a dynamic, contextualized, person-focused model of “healthy aging” [1]. This model emphasizes the interplay of personal characteristics (eg, abilities), environments, and their interactions in producing functioning. Activities represent the interaction between person characteristics and environments; they are understudied in traditional aging research. The novel WHO model encourages aging researchers to step outside the lab and into the real world to examine activities in everyday life [2], aiming to empower individuals to observe, measure, and take earlier action for their own health [3,4]. In this study, we embrace the healthy aging model by examining one such real-life activity: reminiscence.

Reminiscence [5] is the “naturally occurring act of thinking about or telling others about personally meaningful past experiences” [6,7]. These experiences may refer to specific events (eg, the first kiss), repeated ones (eg, going to the gym every Friday), extended ones (eg, a Christmas trip), or even long periods of life (eg, living in a foreign country for some years) [8]. Recalling or sharing valuable life experiences with third parties can support decision-making, bonding with others, and self-understanding [9]. Reminiscing can be a volitional or nonvolitional process recollecting memories [7], an activity that may be private or involve others [7]; in the latter case, we refer to social reminiscence. Many disciplines are interested in the study of reminiscence, such as nursing, social work, education, theology, psychology, and gerontology [10], with a strong focus on reminiscence in the context of aging. Researchers who study aging emphasize a cognitive activity in old age such as reminiscence to be an essential part of healthy aging [11]; in fact, the use of memory interventions and reminiscence in therapies for older adults is common, emphasizing the relation between self-positive functions of reminiscence and well-being [12], according to Webster and Cappeliez’s tripartite model of reminiscence [13].

Naturalistic Observation as a New Approach to the Study of Reminiscence

The study of reminiscence in older adults has traditionally focused on (1) reflective self-reporting and life reviews [11] and (2) automated reminiscence therapy, that is, “a nonpharmacological intervention involving the prompting of past memories, […] for therapeutic benefits, such as the facilitation of social interactions or the increase of self-esteem” [14], especially for dementia patients.

The use of self-reporting has potential limitations, such as recall biases, response styles, demand characteristics, social desirability, and limitations to introspection [15]. Moreover, the self-report method provides researchers only with the average frequency of an activity over a certain period of time [16]. Studies with a focus on automated reminiscence therapy, in contrast, typically aim at eliciting reminiscence from users (eg, with the remote assistance of a therapist), rather than collecting spontaneous reminiscence events during everyday life settings [17-19].

In 2017, Demiray et al [6] were the first to examine reminiscence using a naturalistic observation method to enable investigating reminiscence in the real world. As opposed to those used in the reminiscence therapies, this method does not rely on self-report and tracks objective behaviors, such as speech in everyday life, with no elicitation of reminiscence events. It can also involve older adults in scientific investigations who would otherwise be excluded from real-life studies relying on self-reporting (eg, older adults who are intimidated by technology or therapy are unable to use a smartphone to complete surveys or to self-report due to worsened eyesight, and/or are part of a clinical population). Furthermore, this method allows for microlongitudinal study designs with many measurement points per participant and both within- and between-persons perspectives in analyses.

However, to understand what kinds of reminiscence patterns are predictive of maintaining healthy aging and quality of life [2], each instance of reminiscing has to be reliably detected in everyday life contexts. In fact, reminiscing is a context-dependent, real-world cognitive activity [20]; if it can be reliably and accurately assessed, it is possible to study the effects of real-world cognitive activities on health outcomes, such as cognitive abilities or cognitive impairments [6,12].

A rich body of literature exists on the link between reminiscence therapies and cognitive and well-being benefits in aging populations: a recent review [21] based on 22 randomized controlled studies showed evidence for the positive effects of reminiscence therapy on quality of life, cognition, and communication in dementia patients. Subramaniam and Woods [22] specifically reviewed the effects of individual-based therapy...
and concluded that it shows immediate benefits on well-being and cognition. The challenge, however, is to find automated ways to extract and disambiguate the cognitive activity information from data streams collected from many persons in real-world situations [23]. Tracking, detecting, and prompting functional as well as positive reminiscence behaviors in everyday life should allow researchers to design digital interventions to enhance the quality of life of healthy older adults and other patient populations. To these ends, natural language processing (NLP) and machine learning methodologies allow researchers to explore the possibility of reliably predicting reminiscence in combination with naturalistic observation methods and in real time.

Using NLP and Machine Learning for Reminiscence

Yordanova et al [24] were the first to investigate the applicability of NLP and machine learning methodologies on data from a naturalistic observation study by Demiray et al [6]; they introduced an NLP pipeline and machine learning routines to automatically code the social behaviors and interactions (e.g., talking to a partner or daughter/son, giving advice, receive support, etc) in the transcripts of recorded conversations. As coding is a manual process that involves much effort and time, their results showed that the use of NLP and machine learning automation on transcripts of recorded conversations enabled reliable coding of social behaviors and interactions, reducing effort and time. However, they did not consider detecting reminiscence. Their proposed pipeline included data augmentation procedure to cope with highly imbalanced classes, feature engineering based on linguistic, contextual and statistical approaches, and supervised learning with classifiers such as decision trees, random forests (RF), and support vector machines (SVM). As the extreme imbalance between classes poses a central problem in automated coding of textual data, other works propose training classifiers with annotated data sets and later performing manual evaluation to correct misclassified instances by experts [25]. This second manual step is expensive and time-consuming, but it shows that NLP and machine learning deliver promising results with respect to the automated analysis of textual data in social science applications. In fact, the use of NLP and machine learning methods has shown great potential for analyzing social media posts for social affect and behavior, identifying trends in society and demographics, as well as generating predictions of society-changing events, such as diseases [26-28].

Motivated by the availability of reminiscence data from the naturalistic observation study by Demiray et al [6] and the results of Yordanova et al [24], this study aims to develop pipelines with NLP and machine learning strategies to automatically detect reminiscence in older adults’ everyday conversations in German using their written transcripts. To do so, we introduce various NLP features (bag-of-words models, part-of-speech [POS] tagging, and pretrained word embeddings) to preprocess written transcripts, which are fed into four families of machine learning algorithms (RF, adaptive boosting [ADA], extreme gradient boosting [XGB], and SVM); multiple learning strategies are setup to cope with class imbalance in data. The methods of this study support the understanding of a key activity of the healthy aging model, that is, reminiscence, in a real-world setting by leveraging transcriptions of everyday life conversations. Moreover, they could support the design of computer systems to detect social reminiscence in the everyday lives of older adults in real time and classify different reminiscence functions. These systems lie at the core of digital health intervention programs [29] aimed at improving older adults’ well-being by promoting self-reflection, as suggested by the healthy aging model. They also provide users with coping strategies for dysfunctional reminiscence [13], which has a negative emotional valence and affects physical and mental health [30-32]. Even when the real-time recording of older adults’ memory activities contained in daily conversations in a research study is shown to be feasible, there are multiple challenges to scaling up this intervention to a large population. However, current findings suggest that despite potential concerns about privacy and data protection issues, there are now a number of technical [33] and analytical solutions for privacy-preserving machine learning for such data [34]. Additionally, a majority of older adults is willing to share portable data collections with researchers [3].

Methods

Overview of the Study Design

This study comprises the following steps: (1) collecting data from a naturalistic observation study [6], (2) preprocessing data with NLP methodologies, and (3) training and validating machine learning models to detect reminiscence in a given corpus of transcriptions, by implementing three distinct learning strategies to cope with class imbalance in the data.

Data Collection: Older Adults’ Everyday Conversations and Reminiscence

Data Source

The aim of the naturalistic observation study by Demiray et al [6] was to collect everyday conversations of older adults and examine social reminiscence behavior. Random snippets of older adults’ everyday conversations were collected using the Electronically Activated Recorder (EAR) [35]. They generated 13,275 audio files from 48 older adults (22 men and 26 women) residing in Zurich, Switzerland, over a period of 4 days. The average age of the sample was 70.54 years (SD 4.65, range 62-83 years). To be eligible for the study, participants were required to have a minimum score of 27 on the Mini Mental State Examination [36]. The participants had an average of 10.5 years of education (SD 3.0, range 7-25 years), and they all spoke Swiss German. The study included an introductory session, an observation period, and a feedback session. In the introductory session of the study, participants signed informed consent and received an iPhone in which the EAR was installed. They were informed that the EAR would randomly record a few seconds of audio multiple times per day, except for an automatically inactivated period from every midnight to 6 AM the next day, during the whole observation period. They were told to carry the iPhone and continue daily living, and they were informed that they would not notice when the EAR was recording.

The observation period started the day after the introductory session and lasted 4 consecutive days, during which the audio file recording occurred. After the observation period, the
participants were invited to the feedback session, where they returned the phones, completed further questionnaires, and provided their feedback about their experiences of carrying the EAR. They received password-protected CDs containing all of their audio files. All study procedures were approved by the Ethics Research Institute of the Department of Philosophy at the University of Zurich.

The EAR App
The EAR (version 2.3.0) [35,37] was installed on each iPhone. It was set to randomly record 30-second audio files 72 times over 4 days. Thus, each participant was recorded 288 times and for a total 144 minutes each. Each iPhone was set to “airplane mode” and locked with a screen-lock password. The participants were instructed to charge the iPhone in the evenings. At the end of the study, the participants reported that the EAR did not affect their daily activities or way of speaking [20].

Data Generation: Transcribing and Coding Audio Files
For each audio file, all utterances by the study participants were transcribed by two research assistants, who were fluent in Swiss German and standard written German. Swiss German is an Alemannic dialect spoken in the German-speaking part of Switzerland, which does not have a standard written form. Thus, the Swiss-German dialect in the audio files was translated word-by-word into standard written German and then transcribed. Coders generated binary variables (with values 0 and 1), indicating whether the participant was talking or not and whether he or she was reminiscing or not. The function(s) of reminiscence [8] and participants’ conversation partners (ie, partner/spouse, daughter/son, other family members, etc) were also coded.

Coding Reminiscence
Two coders performed the manual coding of reminiscence in each audio file independently. The intrarater reliability for the coding of reminiscence, that is, the percentage of audio files with the same coding assigned by both coders, was 95%. All discrepancies in coding were solved by relistening and recoding through discussion. To classify reminiscence, the coders generated a binary variable with values 0 and 1, which correspond to a general conversation and a reminiscence case, respectively.

Preparing Data
Of the 13,275 audio files generated during the study by Demiray et al [6], 2214 contained conversations of older adults. The data set used for this study comprises these 2214 transcripts, of which 109 (4.9%) were coded as reminiscence. Before applying NLP to the transcripts, we preprocessed the data with regular expressions to remove coding artifacts like “xxx,” “YYY,” “xxxx,” etc, denoting utterances from the audio recording that were not possible to transcribe as well as leading and trailing whitespaces.

Natural Language Processing of Transcripts
To use written transcripts as inputs of machine learning models, we preprocessed them by computing the NLP features (1) “bag-of-” models on both words and POS tags and (2) real-valued embeddings for each transcript in the data set using pretrained German word embeddings.

Bag-of-Words Models
Bag-of-words models [38,39] represent transcripts as real-valued vectors by tokenizing all transcripts in the provided data set, collecting unique tokens, and counting their occurrences before applying normalization (eg, term frequency–inverse document frequency [tf–idf] [38,39]). Bag-of-words models do not consider the order of words in transcripts and generate high-dimensional representation of textual data. In fact, bag-of-words models represent each transcript by a real-valued vector whose dimension is equal to the size of the vocabulary of the whole data set of transcripts. They are widely used for text classification tasks, including studies in digital health [29,40-42]. We computed bag-of-words models using the TFIdfVectorizer() function in the Python sklearn library [43].

Bag-of-POS Models
POS tagging is the process of assigning a POS tag to each word in a given corpus [38,39]; the algorithm that performs the tagging is called a POS tagger. A set of all tags is called a tagset. POS tagging enables including information from a word’s context (ie, its relationships with close and related words in a document) in text classification tasks [29]. In this study, we used the POS tagger provided in the core model for the German language “de_core_news_sm,” which is available in the Python library SpaCy [44], to generate the POS tags for all tokens retrieved from the corpus of 2214 transcripts. The SpaCy POS tagger has a tagset comprising 17 distinct tags; similar to bag-of-words models, a bag-of-POS model extracts all POS tags (instead of words) from a transcript and counts their occurrences before applying normalization, such as tf–idf. With bag-of-POS models, one can encode information on the linguistic structure of each transcript in a real-valued, low-dimension representation.

Word Embeddings
Word embeddings are real-valued representations of textual data encoding the “distributional hypothesis” [45] about language and words: words that occur in similar contexts tend to be closer to each other as real-valued vectors. Moreover, word embeddings are generally real-vector representations of textual data of much lower dimension than, for example, those in bag-of-words models. They have emerged as a common technique to compute representations of textual data, including studies in digital health [29,40]. In this study, given the limited number of available transcripts, we opted for pretrained German word embeddings using the SpaCy core model for the German language “de_core_news_sm.” The model is “German multi-task CNN trained on the TIGER and WikiNER corpus” [46] and each word embedding has 300 dimensions. The TIGER corpus [47] is curated by the Institute for Natural Language Processing at the University of Stuttgart; it comprises 900,000 tokens from sentences of German text, taken from the Frankfurter Rundschau newspaper [48]. On the other hand, WikiNER [49] is a corpus for multilingual named entity recognition from Wikipedia. In this study, the embedding of each transcript is a real vector of...
300 dimensions resulting from averaging the embeddings of all words generated from the given transcript after its tokenization.

Machine Learning on Transcripts: Learning Strategies

Class Imbalance

The data set of 2214 transcripts has 109 records coded as reminiscence; therefore, it has a class imbalance with a ratio of 20:1. A class imbalance [50-53] is a common phenomenon in machine learning and, in particular, in textual data [24,40,54,55]. Since most machine learning algorithms are biased toward the majority class [53], researchers have proposed various solutions to cope with learning with imbalanced data sets [50,51], such as class-based weighting of misclassification errors or data resampling techniques aimed at reducing imbalance [53]. Research has also promoted the use of performance measures, which consider the presence of class imbalance [53] to evaluate machine learning models.

Machine Learning Methods

In this study, to cope with class imbalance during the training of machine learning models to detect reminiscence, we implemented the following learning strategies: (1) class-weighted learning (CWL), (2) meta-classifier (MC) learning, and (3) learning in the presence of data augmentation with the Synthetic Minority Oversampling Technique (SMOTE) algorithm [56]. For all the learning strategies, we trained machine learning classifiers [57] using the RF, ADA, XGB [58], and SVM algorithms fed on all NLP features: bag-of-words, bag-of-POS NLP models, and pretrained word embeddings. In the cases of RF or boosting algorithms trained on either bag-of-words or bag-of-POS features, we computed feature importance using the sklearn property .feature_importances_. Table 1 summarizes all the NLP features, classifiers, and learning strategies used in this study.

Evaluation Metrics

For all the learning strategies, the performance of the machine learning models on test data was computed using the area under curve (AUC), precision, recall (or sensitivity), the average precision (AP), specificity, and the F1 score measures. The AUC summarizes in a single number the performance of the classifier shown in the receiver operating curve [59,60], which plots the true positive rate versus the false positive rate, at various classifier thresholds settings. Precision is the number of true positives (ie, transcripts containing reminiscence, which are correctly predicted by the machine learning model) divided by the number of transcripts, which are predicted to contain reminiscence by the model. Recall (or sensitivity) is the number of true positives divided by the number of transcripts containing reminiscence. The sklearn implementation of the AP [61] summarizes the precision-recall curve [62] as the weighted mean of precisions achieved at each threshold by the classifier, the increase in recall from the previous threshold used as the weighting. We chose to report the AUC and AP, as they provide a global overview of the classifier performance, for all possible classification thresholds. Specificity is the number of true negatives divided by the total number of negative instances, while the F1 score is the harmonic mean of precision and recall measures [38]; it is a common evaluation metric in the presence of imbalanced data.

The formulas for AP and F1 score are as follows:

\[ \text{AP}_n = \left( \frac{P_n}{R_n} \right) \text{AP}_n \]

In the AP formula, \( R_n \) denotes the recall computed at step \( n \) (similarly for \( R_{n-1} \)), while \( P_n \) is the precision at step \( n \).

Error Analysis

To identify errors in detecting reminiscence, we analyzed the false positives with the highest predicted probabilities (10% of all cases) and the false negatives with the lowest predicted probabilities (10% of all cases) computed for all the models presented in Table 2.

Experimental Setting

Class-Weighted Learning

We show the CWL strategy in Figure 1, top panel. After an initial partition of the data into train and test subsets with a 80:20 ratio, a 5-fold cross-validation routine was applied to the

---

Table 1. Summary of all natural language processing (NLP) features, machine learning algorithms (ie, classifiers), and learning strategies considered in this study.

<table>
<thead>
<tr>
<th>Features, algorithms, and strategies</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLP features</td>
<td></td>
</tr>
<tr>
<td>• Bag-of-words</td>
<td></td>
</tr>
<tr>
<td>• Bag-of-POS(^a)</td>
<td></td>
</tr>
<tr>
<td>• Pretrained German word embeddings</td>
<td></td>
</tr>
<tr>
<td>Algorithm (classifier)</td>
<td></td>
</tr>
<tr>
<td>• Random forests</td>
<td></td>
</tr>
<tr>
<td>• Adaptive boosting</td>
<td></td>
</tr>
<tr>
<td>• Extreme gradient boosting</td>
<td></td>
</tr>
<tr>
<td>• Support vector machines</td>
<td></td>
</tr>
<tr>
<td>Learning strategy</td>
<td></td>
</tr>
<tr>
<td>• Class-weighted training</td>
<td></td>
</tr>
<tr>
<td>• Meta-classifier training</td>
<td></td>
</tr>
<tr>
<td>• Data augmentation with SMOTE(^b)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)POS: part-of-speech.

\(^b\)SMOTE: Synthetic Minority Oversampling Technique.
1771 training data (87 reminiscence) to select the best model for all NLP features and families of classifiers shown in Table 1. We use the AUC to measure performance on the validation folds. The CWL strategy does not modify the imbalanced class distribution of training data, but reweighs them according to their class during the training of the machine learning algorithm at hand [40,52,54], penalizing the cost of misclassifying data points from the minority class [52,63,64]. For example, for the RF, ADA, and SVM algorithms, we selected the parameter “class_weight=balanced” [65] in their sklearn implementations. Similar considerations held for XGB algorithms, where we selected “scale_pos_weight=weight,” where weight denoted the ratio of the number of negative class samples to the positive class (ie, reminiscence) [66]. The best model resulting from the cross-validation was evaluated on test data, by computing AUC, AP, and F1.

**Figure 1.** Top panel: Class-weighted learning and data augmentation learning strategies. We performed a single data partition into train and test sets; the best classifier emerged from 5-fold cross-validation (CV). Bottom panel: meta-classifier learning strategy; we undersampled the training data 50 times, collecting 50 distinct models in a voting ensemble after CV. We applied the three strategies for all the combinations of natural language processing features and machine learning algorithms shown in Table 1.

**Meta-Classifier Training**

We show the MC strategy in Figure 1 (bottom panel). The MC is a majority voting ensemble classifier [67] comprising 50 equally weighted distinct models resulting from 50 runs of 5-fold cross-validation on 50 randomly undersampled (with 1:1 ratio) training data sets. Undersampling is a common technique in imbalanced learning [41,68]; the use of voting allows reducing the bias of a single undersampling of training data. For each run, the cross-validation routine was performed on 174 training transcripts (87 reminiscence). The AUC and AP of the MC were computed on test data.

**Data Augmentation With SMOTE**

Figure 1 (top panel) shows the strategy involving data augmentation with the SMOTE algorithm: it follows the same steps as the one implemented for CWL. However, during the 5-fold cross-validation, the results of all NLP pipelines on transcripts are preprocessed with SMOTE before being fed into the machine learning classifiers. SMOTE [50] is an algorithm that generates synthetic examples of the minority class (in this study, the reminiscence class) in imbalanced data sets; given a minority class data point, SMOTE generates synthetic examples along line segments connecting the given data point to its K nearest neighbors (K=5 is the default value). SMOTE is widely used to perform data augmentation in the presence of imbalanced learning, including clinical studies [40,69,70]. The Python implementation of the SMOTE algorithm also allows controlling the oversampling quota, that is, the ratio between the minority class (after resampling) and the majority class. For example, using SMOTE on training data to reach a 1:1 ratio among classes, we ran the cross-validation routines in Figure 1 (top panel) on a total of 3368 data points (1684 reminiscence).

**Cross-Validation**

For all three learning strategies, as shown in Figure 1, we performed cross-validation by tuning the hyperparameters of (1) the NLP pipelines computing bag-of-words and bag-of-POS features, together with those of (2) the machine learning algorithms before retrieving the best classifier (MC in the case of the voting learning strategy).

**NLP Preprocessing Pipelines**

For the bag-of-words features, we tuned the n-grams, German stopword list (ie, its removal or not), minimum document frequency, maximum document frequency, and maximum
number of feature hyperparameters. After preprocessing, in case of 1-grams we have 6596 tokens, and 38,347 in the case of 2-grams. The preprocessing of the POS features follows the one for bag-of-words, with the exception of the German stopword list; in case of 1-grams we obtained 16 tokens, and 270 in the case of 2-grams.

**Machine Learning Models: Hyperparameters**

For ADA classifiers, we tuned the number of estimators and the learning rate; for XGB, we tuned the number of estimators, the learning rate, and the maximum tree depth; and for RF, we tuned the number of trees in the ensemble, their depth, and the number of features considered at each tree split during training. In addition, when considering the data augmentation learning strategy, we tuned the SMOTE number of nearest neighbors and oversampling quota hyperparameters. The NLP preprocessing pipelines are the same for all machine learning models.

**Results**

**Machine Learning Modeling**

Multimedia Appendix 1 displays the results of the machine learning modeling, reporting the best performing classifier for all NLP features and learning strategies, together with its AUC, AP, precision, recall, F1, and specificity performance measures, which we computed on test data (443 transcripts, 22 reminiscence).

Table 2 displays the two best performing classifiers (considering the F1 score as performance measure) for each learning strategy. We choose two best models per learning strategy to show how different combinations of machine learning algorithms and NLP features may result in different precision-recall trade-offs.

Considering the class weighting strategy, SVM outperforms all other classifiers, with the highest F1 score (0.48) when trained on bag-of-words features, with a balanced precision-recall trade-off and very high specificity (0.98). On the other hand, SVM trained on word embeddings shows higher AP (0.61) and recall (0.77); however, its lower precision (0.21) results in a lower F1 score (0.33), together with a lower specificity (0.85).

The best performing classifiers for the MC strategy, which are trained on word embeddings and bag-of-words features, show F1 scores (0.30 for both ADA and XGB classifiers) lower than those in the class-weighted and data augmentation strategies. This is due to low precision; similarly, they show low specificities. However, they reach very high recall (1.00 for ADA and 0.86 for XGB classifiers) and high AUCs.

Finally, for the data augmentation strategy, SVM on word embeddings shows highest F1 score (0.44), with recall (0.59) higher than precision (0.35) and high specificity (0.94). On the other hand, ADA classifiers trained on word embeddings show a more balanced precision-recall trade-off, with a higher precision (0.43) but lower recall (0.41) than the SVM classifier, resulting in a slightly lower F1 score (0.42) but higher specificity (0.97).

**Table 2. Summary of best models for each learning strategy, considering the F1 score.**

<table>
<thead>
<tr>
<th>Learning strategy and NLP feature</th>
<th>Classifier family</th>
<th>AUC</th>
<th>AP</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Class weighting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOWd</td>
<td>SVMf</td>
<td>0.91</td>
<td>0.56</td>
<td>0.50</td>
<td>0.45</td>
<td>0.48</td>
<td>0.98</td>
</tr>
<tr>
<td>EMBf</td>
<td>SVM</td>
<td>0.91</td>
<td>0.61</td>
<td>0.21</td>
<td>0.77</td>
<td>0.33</td>
<td>0.85</td>
</tr>
<tr>
<td><strong>Meta-classifier</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOW</td>
<td>XGBg</td>
<td>0.90</td>
<td>0.45</td>
<td>0.18</td>
<td>0.86</td>
<td>0.30</td>
<td>0.79</td>
</tr>
<tr>
<td>EMB</td>
<td>ADAh</td>
<td>0.92</td>
<td>0.38</td>
<td>0.18</td>
<td>1.00</td>
<td>0.30</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>Data augmentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMB</td>
<td>SVM</td>
<td>0.89</td>
<td>0.54</td>
<td>0.35</td>
<td>0.59</td>
<td>0.44</td>
<td>0.94</td>
</tr>
<tr>
<td>EMB</td>
<td>ADA</td>
<td>0.84</td>
<td>0.36</td>
<td>0.43</td>
<td>0.41</td>
<td>0.42</td>
<td>0.97</td>
</tr>
</tbody>
</table>

aNLP: natural language processing.
bAUC: area under the curve.
cAP: average precision.
dBOW: bag-of-words.
eSVM: support vector machines.
fEMB: word embeddings.
gXGB: extreme gradient boosting.
hADA: adaptive boosting.
Feature Analysis

Overall, considering Table 2 and the F1 score, the use of word embeddings outperformed other NLP features for the data augmentation strategy; it delivers performance equal to the one with bag-of-words features for the MC strategy; on the other hand, for class weighting, bag-of-words features deliver the highest performance with the SVM classifier.

Considering bag-of-words features, for the data augmentation strategy XGB outperformed the other classifiers (with 1-grams, and no German stopword removal) with 300 boosting iterations, shallow trees (ie, a depth of 1), and the number of neighbors used by SMOTE equal to K=13. The words with the highest feature importance were German stopwords (eg, “gewesen,” “und,” “wir,” “ist,” and “ich” “[“been,” “and,” “we,” “is,” and “I”]). Training the same classifier but removing the stopwords led to a strong decline in performance (AUC=0.79, AP=0.22, F1 = 0.27); in this case, the words with the highest feature importance comprised adverbs (eg, “aber,” and “einfach” “[“but” and “simply”]” and past participles (eg, “gesagt” and “gehabt” “[“said” and “had”]”), among others.

On the other hand, considering the data augmentation strategy and POS features, the XGB algorithm presented in Multimedia Appendix 1 performs on 10 boosting iterations, in the presence of shallow trees, 1-grams, and no German stopword removal) with 300 boosting iterations, shallow trees (ie, a depth of 1), and the number of neighbors used by SMOTE equal to K=13. The words with the highest feature importance comprised auxiliary verb forms (eg, imperative, infinitive, perfect participle of “sein,” “haben,” and “werden” [ie, “to be,” “to have,” and “to become”]), conjunctions, and adverbs, while the 2-grams comprised verbs and auxiliary verbs (eg, the combinations of a noun and the past participle of “sein,” “haben,” and “werden”)), adverbs and verbs (eg, “aber weisst,” “dann sagt,” or “mehr gegessen”).

On the other hand, considering the data augmentation strategy and POS features, the XGB algorithm presented in Multimedia Appendix 1 performs on 10 boosting iterations, in the presence of shallow trees, 1-grams, and K=5 neighbors used by SMOTE. In the case of the class weighted learning strategy and POS features, it performs on 50 boosting iterations, shallow trees, and 2-grams.

The POS 2-grams with the highest feature importance comprised punctuation signs followed by a conjunction (eg, “,” “Und,” “Aber,” or “,” “oder”), adverbs and auxiliary verbs (eg, “dann habe/n” and “da hat/ben”), prepositions and determinative articles (eg, “mit einer/m” and “mit der/m,” [ie, “with a(n)” and “with the”]) and adverbs followed by verbs (eg, “aber weisst,” “mehr gegessen,” and “selber gefahren”).

Finally, considering word embeddings, SVM with radial basis kernel (and scaling) on augmented data outperformed all other classifiers, with K=5 neighbors used by SMOTE (F1=0.44), followed by ADA algorithms (F1=0.42) on K=9 SMOTE neighbors. The model with SVM shows much higher recall (0.59), AUC, and AP, while the model with ADA improves precision (0.43) and consequently specificity (0.97).

Discussion

Principal Results

The primary purpose of this study was to leverage NLP features and machine learning strategies to detect reminiscence in the conversations of older adults in German in a naturalistic observation study. We used the written transcripts of the conversations and a manually coded variable (reminiscence or not reminiscence) as the basis for the prediction. We considered a wide array of methodologies, including different NLP features (ie, bag-of-words, POS tagging, and pretrained German word embeddings), multiple machine learning algorithms, and learning strategies to handle class imbalance. Results indicate that selected combinations (see below) of learning strategies, NLP features, and machine learning models show the potential to detect reminiscence. We argue that their performance can be further improved through feature engineering, by combining NLP features, using NLP-driven data augmentation techniques and collecting more data.

Learning Strategies

Class weighting SVM outperforms others machine learning models, with the highest performance seen when trained on bag-of-words (F1=0.48) with a balanced precision-recall trade-off, high specificity (0.98), AUC=0.91, and AP=0.56. MC strategies show lower F1 scores than class weighted and data augmentation ones, with highly imbalanced precision-recall trade-offs, resulting in low precision and, consequently, low F1 score and specificity. On the other hand, data augmentation with SMOTE delivers performance comparable to the one of class weighting, although only when using word embeddings. However, SMOTE is a purely computational approach to data augmentation, as it generates new data points from any numerical representation of transcripts (eg, on word embeddings). On the other hand, data augmentation algorithms, such as replacing with synonyms, random inserting, swapping, or deleting words [71], process transcripts directly and have improved text classification performance across multiple data sets [71]. We will further investigate the use of NLP-driven data augmentation methodologies and feature engineering [72] in forthcoming studies.

Machine Learning Classifiers

Overall, SVM delivered the highest performance across the class-weighted and data augmentation learning strategies, and boosting methodologies for the MC strategy. SVM proved to exhibit competitive performance in NLP tasks with imbalanced data sets, such as detecting offensive language (including German) [55,73,74], while the XGB algorithm proved its effectiveness in a vast array of machine learning problems [75,76]. Consequently, RF learning methods were outperformed by all learning strategies and NLP features.

NLP Features

Bag-of-words and word embeddings delivered the highest performance of all learning strategies; machine learning models trained on POS features delivered low performance due to their low precision (combined with low recall, such as in the case of ADA for class weighting and data augmentation strategies).
Considering models trained on bag-of-words features, German stopwords related to past tense (eg, “gewesen”), personal pronouns (eg, “ich” and “wir”), and connecting words (eg, “und” and “aber”) showed high feature importance, suggesting that they can encode the time, personal narrative, and structure of reminiscence. Models trained on POS tags, however, use both 1-gram and 2-grams; in particular, 2-grams comprising punctuation signs followed by a conjunction, such as “. Und” and “. Aber,” suggest that reminiscing is a multisentence act during which the speaker pauses and uses forms of emphasis to elevate certain clauses to positions of more influence and importance. We will further investigate these points in future studies, introducing linguistic measures for reminiscence transcripts like other studies [24,77] to improve bag-of-words and POS models with additional sets of features to encode the phrase structure of a sentence and combining bag-of-words and POS features together.

Error Analysis

Based on an error analysis conducted on the false positives and false negatives for all the models in Table 2, the models tend to predict long transcripts with multiple sentences referring to the past incorrectly as reminiscence (ie, false positives). This results in low precision, affecting the F1 score of all classifiers. On the other hand, false negatives (ie, transcripts incorrectly classified as not reminiscence) are typically short transcripts with few words; more coded transcriptions will help to reduce both errors, in particular the false positives, enlarging the corpus of conversations and improving vocabulary richness.

In this study, we considered only transcripts in German; therefore, we have no specific insight into the specific challenges of detecting reminiscence in another language, such as English. However, earlier studies [24] have compared the application of NLP methods on transcripts of daily conversations in both German and English. Evaluated on the same set of methods and analysis pipeline, the results have suggested no significant difference in performance between the two languages. The use of different NLP features, classifiers, and learning strategies discussed in this study seems promising to develop a system for the real-time detection of reminiscence in everyday conversations in German of older adults. Such a system could leverage audio-to-text software [78] of advanced methods from automated coding [24] to automate the transcription of conversations before NLP preprocessing and the computation of machine learning predictions.

Limitations

This study has several limitations. The data set of conversations used to classify reminiscence had a limited number of records due to the short duration of the naturalistic observation study (4 days) [6]. Moreover, as we considered data from a single observation study, we cannot infer the generalizability of the presented results to other data sources. The results are based on a single partitioning of data into train and test sets. In this study, we used SpaCy pretrained German word embeddings; clearly, these embeddings are trained on corpora that may not fully encode the linguistic specificities characterizing conversations among older adults. In addition, due to the small data set available for this study, we refrained from training embeddings as well as performing machine learning with data-intensive deep learning models [79].

Comparison With Prior Work

Previous research focused on reminiscence as a therapy against dementia have shown the efficacy of information and communication technologies [14]; in particular, studies addressing the topic of automated reminiscence therapy aim at eliciting reminiscence from the users rather than detecting the presence of reminiscence in everyday life [17,18]. These studies have assumed that reminiscence is elicited in a setting with a human companion (eg, a therapist) or through a digital companion device using the Wizard of Oz technique [19]. Few studies have attempted to identify the presence of reminiscence with methods from pattern recognition and machine learning. For example, Naini et al [80] proposed a machine learning model for ranking posts from social media to create life summaries and retain memorable Facebook posts, that is, posts in a user’s timeline worth remembering. A retention model based on the learning-to-rank RankSVM algorithm [81] selects posts. Alternatively, Kikhia et al [82] proposed a method to identify places of importance in lifelogging events using clustering methods and locational sensor data. The use of lifelogs allows individuals to reminisce by recalling memories, experiences, and valuable past events for fun, as a personal diary, or as a support for people with memory problems [83].

Data from Demiray et al’s observational study [6] have been recently used in studies using NLP methodologies and machine learning. For example, one study [24] used their data to address the more general problem of coding social and cognitive variables from the transcripts of older adults’ daily conversations. They trained multiple families of classifiers (ie, SVM, decision trees, and RF) on NLP features, including latent Dirichlet allocations and data augmentation, achieving good performance in different categories. Another study [77] used their data to compute linguistic features (ie, entropy and number of clauses) to examine the effects of age on the use of real-life language in contexts with social interactions. However, to our knowledge, this is the first study investigating the detection of reminiscence directly from the transcripts of daily conversations. Due to the presence of imbalanced data and the type of language (German) used in the conversations, this study addresses problems that are only partially present in prior scientific works in the reminiscence literature.

Conclusions

This work provides evidence to support the use of NLP and machine learning in detecting reminiscence based on written transcripts of older adults’ everyday conversations in German. These results represent a novelty in the literature on reminiscence. The proposed methodology can be applied to larger natural observation studies to investigate the differences in reminiscing among cultures, countries, and social contexts using, in particular, lexical features and linguistic measures.

The aim of the WHO healthy aging model is to empower individuals to observe, measure, monitor, and take earlier action for their own health; reminiscence is an essential activity for promoting healthy aging among older adults. Real-time detection
of reminiscence in everyday conversations can offer valuable information for older adults to understand their own health behaviors in everyday life and to support their autonomy in health maintenance.

Therefore, the training of high-performance classifiers supports the design of digital health interventions to improve older adults’ quality of life by supporting their healthy aging through the real-time monitoring of reminiscence events in everyday conversations. The digital interventions may consist of a daily diary function to support the contextualization of identified reminiscing events and suggest reminiscence-related positive activities, such as replaying positive life stories and prompting more active social interactions. Another possible implementation is a conversational agent–based digital support function to support users in detecting dysfunctional reminiscence events by suggesting coping strategies. The effectiveness of the interventions could be measured by quantifying their effect on depression, quality of life, and social behavior scores, therefore assessing the impact of reminiscence therapies on healthy aging in everyday life contexts.
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Abstract

Background: Technology-based computational strategies that leverage social network site (SNS) data to detect substance use are promising screening tools but rely on the presence of sufficient data to detect risk if it is present. A better understanding of the association between substance use and SNS participation may inform the utility of these technology-based screening tools.

Objective: This paper aims to examine associations between substance use and Instagram posts and to test whether such associations differ as a function of age, gender, and race/ethnicity.

Methods: Participants with an Instagram account were recruited primarily via Clickworker (N=3117). With participant permission and Instagram’s approval, participants’ Instagram photo posts were downloaded with an application program interface. Participants’ past-year substance use was measured with an adapted version of the National Institute on Drug Abuse Quick Screen. At-risk drinking was defined as at least one past-year instance having “had more than a few alcoholic drinks a day,” drug use was defined as any use of nonprescription drugs, and prescription drug use was defined as any nonmedical use of prescription medications. We used logistic regression to examine the associations between substance use and any Instagram posts and negative binomial regression to examine the associations between substance use and number of Instagram posts. We examined whether age (18-25, 26-38, 39+ years), gender, and race/ethnicity moderated associations in both logistic and negative binomial models. All differences noted were significant at the .05 level.

Results: Compared with no at-risk drinking, any at-risk drinking was associated with both a higher likelihood of any Instagram posts and a higher number of posts, except among Hispanic/Latino individuals, in whom at-risk drinking was associated with a similar number of posts. Compared with no drug use, any drug use was associated with a higher likelihood of any posts but was associated with a similar number of posts. Compared with no prescription drug use, any prescription drug use was associated with a similar likelihood of any posts and was associated with a lower number of posts only among those aged 39 years and older. Of note, main effects showed that being female compared with being male and being Hispanic/Latino compared with being White were significantly associated with both a greater likelihood of any posts and a greater number of posts.

Conclusions: Researchers developing computational substance use risk detection models using Instagram or other SNS data may wish to consider our findings showing that at-risk drinking and drug use were positively associated with Instagram participation,
while prescription drug use was negatively associated with Instagram participation for middle- and older-aged adults. As more is learned about SNS behaviors among those who use substances, researchers may be better positioned to successfully design and interpret innovative risk detection approaches.

KEYWORDS
substance use; social network sites; health risk; screening; machine learning; social media; Instagram; alcohol; drug

Introduction

Enhancing the Utility of Technology-Based Strategies to Detect Substance Use

More than 1 in 10 US adults meet diagnostic criteria for alcohol use disorder [1], and 25% engage in binge drinking (4+ drinks for women and 5+ for men in 2 hours) [2]. In addition, 3 in 10 adults use other drugs, like cannabis, stimulants, and opioids [2], and 4% meet diagnostic criteria for a drug use disorder [3]. Together, alcohol and other drug use (ie, substance use) are major public health burdens [4,5] and cost the United States $500 billion annually [6,7]. Only 10% of those with substance use disorder (SUD) seek specialty treatment, and of those who do not seek SUD treatment, 95% do not perceive a treatment need [8]. The reach of public health approaches to boost clinical screening for substance use problems [9] may be enhanced by developing and testing novel, technology-based strategies to identify individuals who use substances, including but not limited to those engaging in harmful use [10]. If effective at identifying such individuals, technology-based strategies could then be paired with alternative and innovative interventions, which may be scaled up and deployed to help individuals with milder SUD variants who may be less likely to seek formal care [11], as well as individuals who might benefit from harm reduction–based psychoeducation. One such technology-based strategy leverages data from commonly used social network sites (SNSs) such as Facebook, Twitter, and Instagram. More than 70% of US adults have at least one SNS account, including nearly 70% who use Facebook, 37% who use Instagram, and 22% who use Twitter [12]. Among young adults specifically, who are disproportionately represented among individuals with SUD and hazardous drinking [2], Instagram is nearly as popular as Facebook, with 67% versus 79%, respectively, having ever used these platforms [12].

As detailed below, emerging research suggests that individuals’ SNS posts can be leveraged to detect substance use [10,13,14]. However, these computational strategies function more efficiently and reliably with increasing amounts of data [15]. Thus, if certain types of individuals are less likely to participate or have lower levels of participation on certain SNSs, then it may be more difficult to detect substance use in these individuals, even if models are ostensibly well designed. As such, a greater understanding of the associations among individuals’ demographic characteristics, SNS participation, and substance use can help inform the utility of these computational screening tools. In the current study, we examined associations between substance use, including at-risk drinking and drug use, and Instagram posts and tested whether such associations differ as a function of age, gender, and race/ethnicity.

SNS-Based Computational Strategies to Detect Substance Use Risk

In a prior study, our team [10] employed a novel deep neural network (ie, deep learning) framework [16] capable of processing data points with varying dimensions, including text and pictures of various sizes, to detect at-risk drinking and drug use from Instagram images, captions, and comments among a community sample of adults aged 18 and older, recruited primarily through Clickworker (Clickworker GmbH). Findings showed the deep learning model significantly predicted at-risk drinking, defined as having “had more than a few alcoholic drinks a day” at least once in the past year. In this model, the area under the receiver operating characteristic curve (AUROC) was 0.65, meaning there was a 65% chance that this novel classification model would correctly assign a higher score to a random positive example (participant reported at-risk drinking at least once in the past year) than a random negative example (participant reported no at-risk drinking in the past year). While the consensus is that AUROCs less than 0.7 provide low discrimination [17], the proof-of-concept study showed that a combination of visual and text-based SNS data could be used to detect self-reported at-risk drinking. The deep learning model was unable to detect other drug use any better than chance. Of note, the combination of images, captions, and comments evidenced superior detection of at-risk drinking compared with other combinations of Instagram content. To our knowledge, this study represents the only published research to date that has leveraged machine learning to detect individuals’ substance use from their SNS data in a nonclinical sample.

Studies showing that online forum content can be used to detect risk in clinical SUD samples are also instructive. Kornfield et al [13,14] used natural language processing in 2 studies, one of which also employed machine learning, to predict risk for negative substance use outcomes among individuals with both alcohol and other drug use disorders participating in a smartphone app online recovery forum. In the first study [14], they examined the utility of natural language processing with a Linguistic Inquiry and Word Count approach to predict binge drinking (5+ drinks for men and 4+ for women in 2 hours) in participants with alcohol use disorder. Individuals in this secondary analysis of a randomized controlled trial testing a smartphone-based intervention after residential treatment [18] were both randomized to receive the smartphone app intervention and participated in the application’s online forum between baseline (ie, residential treatment discharge) and the 4-month follow-up. Controlling for individual and system use characteristics (eg, number of messages posted), a greater
percentage of words capturing swearing, negative affect, inhibition/control, and love and a lower percentage of words capturing higher-order cognitive processes (eg, insight) and achievement predicted past-month binge drinking at the 12-month follow-up [14]. In a related study including both participants from Gustafson et al [18] and participants with a range of SUDs recruited from primary care in Quanbeck et al [19]. Kornfield et al [13] showed that decision tree machine learning algorithms can be used to detect recovery problems from online forum content. Algorithms included both Linguistic Inquiry and Word Count as well as Bag of Words natural language processing approaches. Recovery problems were determined by the research team based on a codebook informed by forum moderators’ perspectives regarding which posts warranted concern or intervention.

It is worth acknowledging the large and growing body of literature on the use of aggregated SNS big data to help surveil public health trends in drug use [20,21]. This big data surveillance literature and the use of SNS data to detect substance use risk share the use of SNS data as a proxy or marker of human behavior, which can then be downloaded for analysis. Aims of the current study, however, are intended to inform strategies that detect substance use at the individual level. Such a risk detection approach, when determined to be sufficiently reliable, would ultimately then be paired with interventions as mentioned above. When using SNS data in the context of drug use surveillance, data are analyzed in aggregate to identify macro-level trends and are thus outside the scope of this study of individual behaviors.

**Associations Between SNS Participation and Substance Use**

Following from studies of computational methods using SNS data to detect substance use, it is also important to examine whether, and in what contexts, individuals who use substances also engage with SNSs to inform the utility of these technology-based screening tools. In a meta-analysis of 17 studies targeting adolescents and young adults, Curtis et al [22] found that self-reported alcohol consumption, including both general consumption and measures of risky drinking, is moderately associated with self-reported and hand-coded SNS engagement, including both alcohol-related SNS posts as well as exposure to alcohol-related SNS posts of others (overall $r=0.36$). In a related meta-analysis of 7 studies [22] authors similarly found that alcohol-related problems, as measured, for example, by the Alcohol Use Disorders Identification Test [23], were also moderately associated with SNS engagement (overall $r=0.37$). Thus, younger individuals may provide enough SNS data for these computational strategies to detect at-risk drinking.

Most studies examining the association between SNS participation and substance use to date have focused on the association between Facebook engagement and drinking. In an exception, Instagram participation was negatively related to past-month days of cannabis use but positively related to alcohol use in emerging adult (ie, aged 18-29 years) Instagram users recruited through Amazon mTurk [24]. Given the literature’s focus on Facebook and drinking among youth, studies that include individuals across age groups and that examine the association between substance use, including both alcohol and drug use, and popular platforms other than Facebook, such as Instagram, may help build on this emerging scientific literature.

**Demographic Factors That Moderate SNS–Substance Use Relationships**

Knowledge about whether demographic characteristics moderate associations between SNS participation and substance use might further improve research on computational detection strategies. If, for example, there was an association between at-risk drinking and SNS participation only for younger individuals, this might reduce the utility of an SNS data–based model in detecting at-risk drinking for older individuals. To date, however, there are no existing studies that examine whether demographic characteristics moderate the association between substance use and SNS participation in community (ie, nonclinical) samples.

In the absence of prior work that might inform whether demographic characteristics moderate SNS–substance use relationships in the current study, it is worth mentioning that, consistent with the general population [12], emerging adults (aged 18-29 years) in SUD treatment report greater SNS participation compared with middle- and older-aged adults [25]. Similarly, in a nationally representative sample of US adults who resolved a substance use problem, emerging adults were more likely than their older counterparts to have used online resources, including but not limited to SNS platforms, to address their substance use or enhance their SUD recovery [26]. Also, in this same nationally representative recovery sample, Hispanic race/ethnicity relative to White race was related to a greater likelihood of recovery-related use of online resources, though men and women reported similar rates of this online help-seeking behavior. While these data are based on treatment and recovery samples, whereas the current study focuses on substance use in nonclinical samples, they suggest that any observed relationships between substance use and SNS participation might differ by age and race/ethnicity.

**Summary and Current Study**

Emerging technology-based strategies to detect substance use with SNS data hold promise as scalable health risk screening tools. These computational strategies, of course, can only be effective among individuals who participate on SNSs. Even among those who participate, these screening tools are more powerful and, therefore, more useful, with increasing amounts of data. Thus, the real-world utility of these tools can be informed by research examining the associations between substance use, SNS participation, and demographic factors that moderate these relationships. Existing research suggests that substance use, including but not limited to hazardous use, is associated with greater SNS participation, but studies have focused primarily on drinking among young people on Facebook. To expand on this work, the current study targeted Instagram participation among adults of all ages and had the following aims: (1) to examine whether at-risk drinking and drug use is related to Instagram posts and (2) to examine whether these relationships between substance use and Instagram posts are moderated by age, gender, and race/ethnicity. We hypothesized that at-risk drinking would be related to more...
Instagram posts; we made no a priori hypotheses about drug use. We also hypothesized that the relationship between at-risk drinking and Instagram posts would be greater among younger individuals; we made no a priori hypotheses about other potential moderating demographic characteristics.

**Methods**

**Procedure**

As detailed in Hassanpour et al [10], study participants were recruited in the winter of 2016, primarily through the Clickworker crowdsourcing platform, which compensates individuals directly for study participation. Participants were also recruited via word of mouth and SNS advertisements on social media. Each recruitment avenue directed participants to the study website, where, following online consent, they completed an online survey consisting of demographic information and the National Institute on Drug Abuse’s (NIDA’s) Quick Screen substance use screener (see the “Measures” section below for more details of the NIDA Quick Screen) [27].

Instagram permitted the use of their application program interface (API) to collect participants’ data with individuals’ permission. Specifically, upon completion of the survey, the online study site linked participants to the Instagram gateway where they could give their permission to allow an application developed by our team to communicate with the Instagram API. If participants granted permission, their posts were downloaded onto a secure server and stored under an anonymized unique identifier for restricted use in this study. The team piloted the procedure and application, facilitating download from Instagram’s API, on 81 individuals, whose data were not included in the final, analyzed sample.

**Measures**

**Demographic Characteristics**

Participants indicated their gender (male, female, transgender, or other), age in years, and race/ethnicity (Asian, Black, Hispanic/Latino, Native American/Alaskan Native, Native Hawaiian/Pacific Islander, White). We categorized age into groups of 18 to 25 years, 26 to 38 years, and 39 years or older, with cut-off points approximating 1 SD above and below the mean, while accounting for the theoretically important life stage of “emerging adulthood,” sometimes operationalized as ages 18 to 25 [28].

**Instagram Posts**

Instagram is a photo- and video-based SNS, accessible traditionally by smartphone app but also accessible with limited features via the website www.instagram.com. All participants had an Instagram account, though a subset had no content in their account. Participants were dichotomized into any versus no Instagram photo posts. For those with any posts, we included a count variable measuring the total number of posts. Video posts were excluded, as this content could not be analyzed with machine learning architecture used in the current study (see Hassanpour et al [10] for a detailed description of the machine learning approach).

**Substance Use**

Adapted from the NIDA Quick Screen [27], individuals reported frequency in the past year—never, once or twice, monthly, weekly, and daily or almost daily—of having “had more than a few alcoholic drinks a day,” which we refer to as at-risk drinking, using illegal drugs (ie, cannabis, stimulants, opioids, etc), which we refer to here simply as drug use, and using prescription drugs for nonmedical reasons (ie, opioid painkillers, benzodiazepines, and stimulants for attention-deficit/hyperactivity disorder), which we refer to here simply as prescription drug use. Consistent with NIDA’s guidance [27] and our past work [10], individuals who indicated “once or twice” or more frequently for each substance use category were counted as “positive” in screening for at-risk drinking, drug use, and prescription drug use. Of note, the NIDA Quick Screen assesses alcohol use with a criterion of 4+ drinks and 5+ drinks in 1 day for women and men, respectively. In the original study from which these data were derived [10], the research team decided to use having “had more than a few alcoholic drinks a day” instead of the NIDA criterion to reduce recall burden in the context of a very brief questionnaire. Also, while the NIDA Quick Screen includes an item for tobacco products, the current study focused on alcohol and drug use only.

**Participants**

Out of a total of 3117 participants, 861 (27.62%) had an account with 0 posts and 2256 (72.37%) had an account with one or more posts. For those with one or more posts, the average number of posts was 201.9 (SD 394.7), ranging from 1 to 4999 posts. For substance use, in the past year, 55.34% (1725/3117) engaged in at-risk drinking, 22.30% (695/3117) used drugs, and 15.27% (476/3117) used prescription drugs.

With respect to demographic characteristics, participants were aged 29.9 years on average (SD 9.86; range 18–73 years), with 40.52% (1263/3117) aged between 18 and 25 years, 42.38% (1321/3117) between 26 and 38 years, and 17.10% (533/3117) 39 years and older. For gender, 37.12% (1157/3117) identified as male, 62.14% (1937/3117) as female, 0.38% (12/3117) as transgender, and 0.35% (11/3117) as other gender. For race/ethnicity, 6.48% (202/3117) identified as Asian, 16.27% (507/3117) as Black, 10.27% (320/3117) as Hispanic/Latino, 62.59% (1951/3117) as White, and 4.40% (137/3117) as other (including Alaskan Native/Native American or Hawaiian Native/Pacific Islander).

**Analysis Plan**

For aim 1, we used logistic regression to examine the main effects of demographic characteristics and substance use variables on having an account with 0 versus any Instagram posts. We used negative binomial regression to examine the main effects of demographic and substance use variables on the number of Instagram posts for individuals. Since Instagram posts are count data and its distribution is overdispersed, we considered both Poisson regression, which assumes that the variance and mean are equal in the dependent variable, and negative binomial regression. Upon examination of the quantile-quantile plot (Multimedia Appendix 1), the distribution...
of Instagram posts was similar to a negative binomial distribution, supporting the use of a negative binomial regression to examine those factors associated with the number of Instagram posts [29].

For aim 2, we used the same logistic regression and negative binomial regression models as in aim 1 but examined the interaction effects between each of the demographic characteristics and at-risk drinking, drug use, and prescription drug use in the prediction of Instagram posts.

Of note, negative binomial regression models can yield inflated observed significance levels when there are high numbers of 0-count variables. In addition, the negative binomial regression models were unable to discriminate “true zeros” (ie, individuals who had Instagram accounts but 0 posts) from “artificial zeros” (ie, individuals who had 0 posts because they created accounts to participate in the study). In order to test whether removing those with 0 Instagram posts from the model would alter the pattern of findings, we conducted sensitivity analyses with zero-truncated negative binomial models, with only individuals who had accounts with one or more Instagram posts (n=2256). The pattern of results for these sensitivity analyses was nearly identical, with the same significance testing results for all effects. Thus, we present only the primary analyses but include these tabulated sensitivity analysis results in Multimedia Appendix 2.

We used R 3.5.3 (The R Foundation) to conduct study analyses. All analyses tested significance at the .05 level. The institutional review board at Dartmouth College approved all study procedures. Data collection for this research project was conducted with informed consent from all participants and complied with the World Medical Association Declaration of Helsinki on Ethical Principles for Medical Research Involving Human Subjects.

## Results

### Associations Between Substance Use and Instagram Posts

#### Alcohol

At-risk drinking was significantly associated with a greater likelihood of any posts (Table 1) and greater number of posts (Table 2) compared with no at-risk drinking. Controlling for effects of demographic characteristics as well as drug use and prescription drug use, at-risk drinking was uniquely associated with 51.6% greater likelihood of any posts and 88.1% more posts.
Table 1. Logistic regression examining the associations between demographic characteristics, substance use, and the interaction between demographic characteristics and substance use with the likelihood of any Instagram posts.

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.861 (0.655-1.133)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>1.596 (1.205-2.114)</td>
<td>.001</td>
</tr>
<tr>
<td>26-38</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>39+</td>
<td>0.56 (0.411-0.762)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2.677 (2.077-3.452)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0.933 (0.608-1.433)</td>
<td>.75</td>
</tr>
<tr>
<td>Black</td>
<td>1.676 (1.209-2.323)</td>
<td>.002</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>1.653 (1.074-2.543)</td>
<td>.02</td>
</tr>
<tr>
<td>Other</td>
<td>1.525 (0.831-2.797)</td>
<td>.17</td>
</tr>
<tr>
<td><strong>At-risk drinking</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.516 (1.048-2.192)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Drug use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.771 (1.089-2.881)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Prescription drug use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00 N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.153 (0.676-1.968)</td>
<td>.60</td>
</tr>
<tr>
<td><strong>Interaction terms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 26-38 × at-risk drinking</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Age 18-25 × at-risk drinking</td>
<td>1.292 (0.856-1.950)</td>
<td>.22</td>
</tr>
<tr>
<td>Age 39+ × at-risk drinking</td>
<td>0.661 (0.418-1.046)</td>
<td>.08</td>
</tr>
<tr>
<td>Age 26-38 × drug use</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Age 18-25 × drug use</td>
<td>1.238 (0.711-2.154)</td>
<td>.45</td>
</tr>
<tr>
<td>Age 39+ × drug use</td>
<td>0.824 (0.411-1.655)</td>
<td>.59</td>
</tr>
<tr>
<td>Age 26-38 × prescription drug use</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Age 18-25 × prescription drug use</td>
<td>0.733 (0.407-1.322)</td>
<td>.30</td>
</tr>
<tr>
<td>Age 39+ × prescription drug use</td>
<td>0.613 (0.306-1.227)</td>
<td>.17</td>
</tr>
<tr>
<td>Male × at-risk drinking</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Female × at-risk drinking</td>
<td>1.391 (0.966-2.004)</td>
<td>.06</td>
</tr>
<tr>
<td>Male × drug use</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Female × drug use</td>
<td>0.823 (0.497-1.364)</td>
<td>.45</td>
</tr>
<tr>
<td>Male × prescription drug use</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Female × prescription drug use</td>
<td>0.627 (0.369-1.065)</td>
<td>.08</td>
</tr>
<tr>
<td>White × at-risk drinking</td>
<td>1.000 N/A</td>
<td></td>
</tr>
<tr>
<td>Asian × at-risk drinking</td>
<td>1.029 (0.471-2.25)</td>
<td>.94</td>
</tr>
<tr>
<td>Explanatory variables</td>
<td>Odds ratio (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>---------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Black × at-risk drinking</td>
<td>0.709 (0.431-1.166)</td>
<td>.18</td>
</tr>
<tr>
<td>Hispanic/Latino × at-risk drinking</td>
<td>0.992 (0.532-1.848)</td>
<td>.98</td>
</tr>
<tr>
<td>Other × at-risk drinking</td>
<td>0.428 (0.17-1.076)</td>
<td>.07</td>
</tr>
<tr>
<td>White × drug use</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian × drug use</td>
<td>2.127 (0.536-8.431)</td>
<td>.28</td>
</tr>
<tr>
<td>Black × drug use</td>
<td>0.779 (0.404-1.503)</td>
<td>.46</td>
</tr>
<tr>
<td>Hispanic/Latino × drug use</td>
<td>0.732 (0.321-1.668)</td>
<td>.46</td>
</tr>
<tr>
<td>Other × drug use</td>
<td>2.268 (0.58-8.87)</td>
<td>.24</td>
</tr>
<tr>
<td>White × prescription drug use</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian × prescription drug use</td>
<td>1.531 (0.464-5.05)</td>
<td>.49</td>
</tr>
<tr>
<td>Black × prescription drug use</td>
<td>1.072 (0.527-2.182)</td>
<td>.85</td>
</tr>
<tr>
<td>Hispanic/Latino × prescription drug use</td>
<td>0.745 (0.322-1.727)</td>
<td>.49</td>
</tr>
<tr>
<td>Other × prescription drug use</td>
<td>1.46 (0.429-4.97)</td>
<td>.55</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bAlthough participants could report nonbinary gender, logistic regression models excluded other gender and transgender due to small cell sizes.
Table 2. Negative binomial regression examining the associations between demographic characteristics, substance use, and the interaction between demographic characteristics and substance use with the number of Instagram posts.

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Probability ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>55.339 (42.202-72.566)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-38</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>0.911 (0.702-1.181)</td>
<td>.48</td>
</tr>
<tr>
<td>39+</td>
<td>0.45 (0.331-0.612)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>2.967 (2.326-3.785)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian</td>
<td>0.917 (0.602-1.395)</td>
<td>.68</td>
</tr>
<tr>
<td>Black</td>
<td>0.905 (0.67-1.221)</td>
<td>.51</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>2.005 (1.353-2.969)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>0.822 (0.481-1.404)</td>
<td>.47</td>
</tr>
<tr>
<td><strong>At-risk drinking</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.881 (1.316-2.688)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Drug use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.289 (0.832-1.997)</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Prescription drug use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>0.915 (0.559-1.499)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Interaction terms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 26-38 × at-risk drinking</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Age 18-25 × at-risk drinking</td>
<td>0.81 (0.571-1.148)</td>
<td>.24</td>
</tr>
<tr>
<td>Age 39+ × at-risk drinking</td>
<td>0.802 (0.513-1.253)</td>
<td>.33</td>
</tr>
<tr>
<td>Age 26-38 × drug use</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Age 18-25 × drug use</td>
<td>0.959 (0.624-1.476)</td>
<td>.85</td>
</tr>
<tr>
<td>Age 39+ × drug use</td>
<td>1.401 (0.716-2.741)</td>
<td>.33</td>
</tr>
<tr>
<td>Age 26-38 × prescription drug use</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Age 18-25 × prescription drug use</td>
<td>0.775 (0.474-1.269)</td>
<td>.31</td>
</tr>
<tr>
<td>Age 39+ × prescription drug use</td>
<td>0.242 (0.123-0.476)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male × at-risk drinking</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Female × at-risk drinking</td>
<td>0.82 (0.589-1.143)</td>
<td>.24</td>
</tr>
<tr>
<td>Male × drug use</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Female × drug use</td>
<td>1.073 (0.712-1.618)</td>
<td>.74</td>
</tr>
<tr>
<td>Male × prescription drug use</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Female × prescription drug use</td>
<td>1.1 (0.693-1.747)</td>
<td>.69</td>
</tr>
<tr>
<td>White × at-risk drinking</td>
<td>1.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian × at-risk drinking</td>
<td>1.246 (0.634-2.449)</td>
<td>.52</td>
</tr>
</tbody>
</table>
Explanatory variables & Probability ratio (95% CI) & P value
---
Black × at-risk drinking & 1.224 (0.794-1.888) & .36
Hispanic/Latino × at-risk drinking & 0.479 (0.284-0.81) & .006
Other × at-risk drinking & 1.211 (0.556-2.637) & .63
White × drug use & 1.000 & N/A
Asian × drug use & 0.749 (0.3-1.873) & .54
Black × drug use & 1.048 (0.609-1.803) & .87
Hispanic/Latino × drug use & 1.375 (0.712-2.655) & .34
Other × drug use & 0.835 (0.333-2.093) & .70
White × prescription drug use & 1.000 & N/A
Asian × prescription drug use & 2.076 (0.795-5.421) & .14
Black × prescription drug use & 0.738 (0.395-1.377) & .34
Hispanic/Latino × prescription drug use & 0.753 (0.361-1.574) & .45
Other × prescription drug use & 1.814 (0.679-4.847) & .24

aN/A: not applicable.
bAlthough participants could report nonbinary gender, negative binomial models excluded other gender and transgender due to small cell sizes.

**Drug Use**
Drug use was significantly associated with a greater likelihood of any posts (Table 1) but a similar number of posts (Table 2) compared with no drug use. Controlling for demographic characteristics and other substance use measures, drug use was uniquely associated with a 77% greater likelihood of any posts.

**Prescription Drug Use**
Prescription drug use was not associated with the likelihood of any posts (Table 1) or number of posts (Table 2).

**Moderation of the Instagram–Substance Use Associations by Demographics**

**Age**
The association between prescription drug use and number of posts was moderated by age. For those aged 39 years or older, there was a significantly more negative association between prescription drug use and number of posts than for those aged 26 to 38 years (Table 2). Specifically, for those aged 39 years or older, prescription drug use was associated with 77.9% fewer posts compared with no prescription drug use, a significant effect, but for those aged 26 to 38 years, the association between prescription drug use and number of posts was nonsignificant. Associations for both at-risk drinking and drug use were not significantly moderated by age, for either any or number of Instagram posts.

Of note, the main effects of age showed that being aged 18 to 25 years was associated with a significantly greater likelihood of any posts (Table 1) but a similar number of posts (Table 2) compared with those aged 26 to 38 years. Both being aged 18 to 25 years and 26 to 38 years, compared with being aged 39 years or older, were associated with a significantly greater likelihood of any posts (Table 1) and a greater number of posts (Table 2).

**Gender**
Gender did not moderate any of the associations between substance use and any posts (Table 1) or number of posts (Table 2). Of note, there was a main effect of gender, such that being female was significantly associated with a greater likelihood of any posts (Table 1) and greater number of posts (Table 2) compared with being male.

**Race/Ethnicity**
The association between at-risk drinking and number of posts was moderated by race/ethnicity. For those identifying as Hispanic/Latino, the association between at-risk drinking and number of posts was nonsignificant, but for those identifying as White, at-risk drinking was associated with 88.1% more posts, a significant effect. Of note, however, main effects of race/ethnicity showed that compared with White identification, Black identification was significantly associated with a greater likelihood of any posts (Table 1), while Hispanic/Latino identification was significantly associated with a greater likelihood of any posts (Table 1) and greater number of posts (Table 2). Asian identification and other racial/ethic identification was associated with a similar likelihood of any posts (Table 1) and similar number of posts (Table 2) compared with White identification.

**Discussion**

**Summary of Findings**
A greater understanding of the associations between substance use and SNS participation, as well as the demographic characteristics that moderate these associations, may help inform the utility of SNS data–based substance use screening tools [10]. In the present study, we showed that past-year at-risk drinking is associated with a greater likelihood of any Instagram posts. As hypothesized, at-risk drinking was associated with a greater number of posts, too, except for those identifying as Hispanic/Latino. Contrary to hypotheses, the relationship...
between at-risk drinking and Instagram posts did not differ as a function of age. Drug use (eg, cannabis, cocaine, heroin, etc) was associated with a greater likelihood of any posts but a similar number of posts compared to no drug use. Relative to no prescription drug use, any prescription drug use (eg, nonmedical use of opioids, benzodiazepines, stimulants, etc) was associated with fewer posts only among those aged 39 years and older, but it was associated with a similar likelihood of any posts, more generally. We outline the implications of these findings for researchers developing and testing strategies that employ SNS data to detect substance use.

**Association Between At-Risk Drinking and Instagram Posts**

Findings showed that at-risk drinking, defined here as having “had more than a few alcoholic drinks a day” at least once in the past year, is uniquely associated with 88% more Instagram posts. For example, for an individual with demographic characteristics mapping onto all reference groups—male, aged 26 to 38 years, White, and no at-risk substance use—the model predicts 55 Instagram posts, which then increases to a predicted 104 posts if at-risk drinking is reported. Our data, which included adults aged 18 to 73 years and focused on Instagram participation, add to the body of literature showing that more drinking, as well as drinking problems, are associated with Facebook engagement among youth [22]. While needing to be replicated in other community samples, individuals with at-risk drinking may provide more data than their non-at-risk drinking counterparts, which can be leveraged in computational models of SNS data–based substance use risk detection.

We used a liberal definition of at-risk drinking, as recommended by NIDA Quick Screen guidelines, resulting in 55.34% (1725/3117) of the sample meeting at-risk drinking criteria. More than 70% of those defined as at-risk drinkers reported at-risk drinking (“more than a few alcoholic drinks a day”) one or two times in the past year [10]. While we did not assess for overall health, it is unlikely that alcohol consumption at this level would cause substantial physical consequences or map onto clinically significant alcohol use disorder. Thus, given that greater SNS participation may reflect greater social capital [30,31], that is, the social resources people can bring to bear on navigating challenges and problem-solving, it is possible that greater social capital may be associated with an increased likelihood of at-risk drinking when defined more liberally [32], as was the case here. In another study of Instagram users, for example, greater Instagram participation was associated with a composite of overall drinking and at-risk drinking (4+ and 5+ drinks in one day for women and men, respectively) only for those with the highest levels of peer belongingness [24]. Individuals with alcohol use disorder, on the other hand, are more likely to have reduced social involvement relative to those without SUD, based on the diagnostic criteria (eg, continuing drinking despite giving up hobbies, occupational or educational consequences, interpersonal difficulties, physical and mental health–related harms, etc). We might hypothesize, therefore, that individuals with alcohol use disorder would produce fewer SNS posts, potentially reducing the sensitivity of SNS data–based computational models. This type of curvilinear, inverted U-shaped relationship between at-risk drinking and SNS posts is speculative and should be tested in future work.

There was no association between at-risk drinking and number of Instagram posts for Hispanic/Latino individuals, but such individuals did have twice as many Instagram posts, overall, relative to White individuals. As such, it seems unlikely that using an SNS data–based method to screen for substance use would be any more challenging in Hispanic/Latino individuals relative to other racial/ethnic groups.

**Association Between Drug Use and Instagram Posts**

Consistent with the NIDA Quick Screen [27], we analyzed drug use (ie, nonprescription drug use), such as cannabis, heroin, and cocaine, separately from prescription drug use (ie, nonmedical use of prescription medications), such as opioid painkillers, benzodiazepines, and stimulants, with disparate findings. Although drug use was associated with a 77% greater likelihood of any posts and similar number of posts, prescription drug use was generally not associated with either the likelihood of any posts or number of posts. For individuals 39 years and older, compared with those aged 26 to 38 years, prescription drug use may be associated with a lower number of posts. Thus, computational models that use Instagram data may have fewer posts with which to work if specifically aiming to detect prescription drug use among middle- and older-aged adults.

There are few prior studies of the association between SNS participation and drug use to which the current findings can be compared and contextualized. Exceptions have focused on cannabis, given it is the most widely used drug apart from alcohol [2] and its recreational use is now legal in Canada [33] and several states in the United States [34]. Bergman et al [24], for example, found cannabis use was negatively related to Instagram participation in a community sample of emerging adults aged 18-29 years. As the NIDA Quick Screen [27] queries frequency of use aggregated across drug types, we could not ascertain the association between Instagram posts and specific types of drug use. Studies that examine the utility of technology-based screening tools for opioid use in the context of the opioid overdose crisis [35], for example, may be warranted.

**Sample Generalizability**

Study findings derive largely from participants recruited via Clickworker, a crowdsourced pay-for-performance site. While observed associations between certain demographic characteristics and Instagram post behaviors are not surprising, they are worth special mention, given their similarity with epidemiological data derived from nationally representative surveys among US adults. Specifically, we found that individuals aged 18 to 25 years were more likely to have at least one post compared with those aged 26 to 38 years, who, in turn, were more likely to have a post than those 39 years and older. Similarly, Pew Research Center [12] reports that 67% of individuals aged 18 to 29 years have an Instagram account, while 47% and 23% of individuals aged 30 to 49 years and 50 to 64 years, respectively, have an account. We found women were twice as likely to have at least one Instagram post compared to men, while Pew reported 43% of women to have women were twice as likely to have at least one Instagram post compared to men.
an Instagram account compared to 31% of men. Finally, we found that Black and Hispanic/Latino individuals had the highest rates of Instagram engagement compared with other races/ethnicities, while Pew reported that 40% of Black and 51% of Hispanic/Latino individuals had an Instagram account compared to only 33% of White individuals. Thus, crowdsourced pay-for-performance or microtask sites, such as Crowdflower and Amazon MTurk, may be reliable ways to achieve demographically representative groups of Instagram participants.

**Limitations**

The following methodological limitations may be used to contextualize the study’s findings. First, when collecting the data, we did not capture the dates of each Instagram post and, by association, we are unable to determine how long individuals had been using Instagram. Given that computational models using SNS data are generally targeting current substance use, we would ideally be able to examine the association between substance use risk and recent SNS posts but were unable to do so with the current study methods. Second, the reasons that individuals had Instagram accounts with 0 posts remain unclear. For example, it may be that they simply observe the accounts of others (eg, “lurkers”), or they may have created an account for the sole purpose of participating in the current study to obtain compensation. Our analytic approach including both logistic regression (ie, any posts) and negative binomial regression (ie, number of posts) helps minimize the potential for such behavior to impact our pattern of findings. That said, our ability to interpret the real-world implications of the Instagram post outcomes is somewhat limited without this context. Finally, there were a set of limitations related to our substance use assessment. As mentioned above, our decision to target any instances of at-risk alcohol, prescription, and other drug use in the past year was consistent with the NIDA Quick Screen [27] but nevertheless constitutes a highly sensitive approach to identifying risk. While the detection of any substance use may aid critical prevention initiatives, future studies may also disentangle the reach of SNSs, including but not limited to Instagram, in detecting any substance use from their reach in detecting more clearly harmful variants (eg, screening tools for alcohol and other drug use disorder). Such studies might also examine whether the ability of such an SNS-based tool to detect SUD is moderated by number of Instagram posts. In addition, the measure of alcohol consumption used here queried instances of having “had more than a few alcoholic drinks a day” rather than the 4+ or 5+ per day criterion used in the NIDA Quick Screen. The ramifications of this adaptation are unclear.

**Summary and Conclusion**

Greater knowledge of the association between substance use and SNS participation may inform the development and application of technology-based screening tools. Our findings suggest individuals with at-risk drinking and nonprescription drug use (eg, cannabis, cocaine, heroin, etc) may demonstrate greater participation on Instagram, which could be helpful when developing SNS-based models to detect substance use. On the other hand, the utility of SNS-based models to detect prescription drug use overall, and particularly among middle- and older-age adults, may be more limited, given their lower levels of Instagram participation. As we used a liberal criterion for at-risk drinking and aggregated several drug classes into just two categories, future work might focus on individuals with clinically significant drinking, such as those with alcohol use disorder, and individuals with specific types of drug use (eg, cannabis and opioids). Machine learning technologies that leverage individuals’ SNS data to passively screen for substance use may ultimately help reduce the overall burden of SUD and other harmful forms of drinking and drug use. As more is learned about SNS behaviors among those who use substances, researchers may be better positioned to successfully design and interpret these innovative risk detection approaches.
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**Multimedia Appendix 1**

The distribution of number of Instagram posts was similar to a negative binomial distribution, leading us to use negative binomial regression (vs. Poisson regression) when examining associations between demographic characteristics, substance use, and number of Instagram posts.

http://www.jmir.org/2020/9/e21916/
MultiMedia Appendix 2
Sensitivity analysis: zero-truncated negative binomial model examining the associations between demographic characteristics, substance use, and the interaction between demographic characteristics and substance use with the number of Instagram posts.
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Abstract

Background: At present, there is an increased demand for accurate and personalized patient monitoring because of the various challenges facing health care systems. For instance, rising costs and lack of physicians are two serious problems affecting the patient’s care. Nonintrusive monitoring of vital signs is a potential solution to close current gaps in patient monitoring. As an example, bed-embedded ballistocardiogram (BCG) sensors can help physicians identify cardiac arrhythmia and obstructive sleep apnea (OSA) nonintrusively without interfering with the patient’s everyday activities. Detecting OSA using BCG sensors is gaining popularity among researchers because of its simple installation and accessibility, that is, their nonwearable nature. In the field of nonintrusive vital sign monitoring, a microbend fiber optic sensor (MFOS), among other sensors, has proven to be suitable. Nevertheless, few studies have examined apnea detection.

Objective: This study aims to assess the capabilities of an MFOS for nonintrusive vital signs and sleep apnea detection during an in-lab sleep study. Data were collected from patients with sleep apnea in the sleep laboratory at Khoo Teck Puat Hospital.

Methods: In total, 10 participants underwent full polysomnography (PSG), and the MFOS was placed under the patient’s mattress for BCG data collection. The apneic event detection algorithm was evaluated against the manually scored events obtained from the PSG study on a minute-by-minute basis. Furthermore, normalized mean absolute error (NMAE), normalized root mean square error (NRMSE), and mean absolute percentage error (MAPE) were employed to evaluate the sensor capabilities for vital sign detection, comprising heart rate (HR) and respiratory rate (RR). Vital signs were evaluated based on a 30-second time window, with an overlap of 15 seconds. In this study, electrocardiogram and thoracic effort signals were used as references to estimate the performance of the proposed vital sign detection algorithms.

Results: For the 10 patients recruited for the study, the proposed system achieved reasonable results compared with PSG for sleep apnea detection, such as an accuracy of 49.96\% (SD 6.39), a sensitivity of 57.07\% (SD 12.63), and a specificity of 45.26\% (SD 9.51). In addition, the system achieved close results for HR and RR estimation, such as an NMAE of 5.42\% (SD 0.57), an NRMSE of 6.54\% (SD 0.56), and an MAPE of 5.41\% (SD 0.58) for HR, whereas an NMAE of 11.42\% (SD 2.62), an NRMSE of 13.85\% (SD 2.78), and an MAPE of 11.60\% (SD 2.84) for RR.

Conclusions: Overall, the recommended system produced reasonably good results for apneic event detection, considering the fact that we are using a single-channel BCG sensor. Conversely, satisfactory results were obtained for vital sign detection when compared with the PSG outcomes. These results provide preliminary support for the potential use of the MFOS for sleep apnea detection.

\textit{(J Med Internet Res 2020;22(9):e18297)} doi:10.2196/18297
Introduction

Monitoring of Contactless Patients

At present, there are many hurdles confronting health care providers and decision makers, such as the sizable aging patient population, the rising prevalence of chronic diseases, the ever-growing health care spending, and the shortage of clinicians [1,2]. To emphasize, the Association of American Medical Colleges anticipates that the United States could face a shortage of 122,000 physicians by 2032 as the need for physicians outpaces supply [3]. Thus, physicians may not achieve close and continuous monitoring of chronically ill patients on time, thereby increasing their rate of mortality [4]. Apart from ongoing challenges, the existing modalities used to monitor patients at the hospital are too intrusive. They require attaching sensors to the skin or strapping devices to the body. As a result, they will have limited benefits outside hospital rooms. In other words, patients are not monitored before and after being admitted to the hospital.

By comparison, remote and continuous monitoring of patients through contactless sensors can effectively assist physicians in keeping track of their patients’ health status while they are at home. More importantly, monitoring and managing patient populations with chronic diseases in a contactless way is essential to avoid additional distress. Contactless monitoring can be achieved largely because of the miniaturization of microprocessors, which allows researchers to integrate sensors into familiar objects, for example, home appliances and mobile devices [5]. Infrared motion sensors, for instance, can capture patients’ indoor activities such as being still/moving and moving across rooms. Similarly, contact sensors can capture room, cupboards, and fridge door opening and/or closing. Bed-embedded sensors, also known as ballistocardiogram (BCG) sensors, can deliver noteworthy information about the patient’s vital signs, that is, heart rate (HR), breathing, body movements, and quality of sleep [6]. In all, researchers, through contactless sensors, are ultimately trying to predict changes in a patient’s health status that can prevent or delay the progression of diseases [7,8]. The hypothesis is that the health status of patients admitted to hospitals is not suddenly deteriorating. Monitoring vital sign trends over time can provide early diagnosis and allow physicians or caregivers to make timely decisions [9]. In this study, we introduce a new approach using a contactless system that is based on the ballistocardiographic principle for detecting abnormal breathing events (ie, apneas and hypopneas) in an effort to address one of today’s health care issues.

Sleep Apnea Facts and Diagnoses

The most common form of sleep-disordered breathing is obstructive sleep apnea (OSA). It occurs when a complete or partial closure of the upper airway triggers apnea and hypopnea during sleep [10]. An apnea is a cessation of breathing for at least 10 seconds. Hypopnea is a reduction in airflow for at least 10 seconds by at least 30% accompanied by a drop in oxygen saturation and/or arousal from sleep [11]. Among the general population, OSA affects both men (34%) and women (17%). Nonetheless, it is believed that the prevalence of this syndrome might be underrated. To illustrate, in the United States, estimates showed that 82% of men and 93% of women are underdiagnosed [12].

OSA severity is determined in reference to the apnea-hypopnea index (AHI), that is, the average number of apnea and hypopnea episodes observed per hour of sleep. The severity of OSA is classified as follows: normal (no OSA: AHI <5 events per hour), mild sleep apnea (AHI ≥5 and <15 events per hour), moderate sleep apnea (AHI ≥15 and <30 events per hour), and severe sleep apnea (AHI ≥30 events per hour) [13]. In this regard, patients with moderate or severe apnea are at a higher risk of complications, such as stroke, hypertension, congestive heart failure, and depression. Overall, the late diagnosis of OSA has been shown to double the mortality risk for patients diagnosed with heart failure [14]. The gold standard for evaluating the severity of OSA is polysomnography (PSG). PSG is an overnight controlled sleep study in a specialist sleep laboratory that follows established scoring guidelines for OSA-associated respiratory events.

Through PSG testing, physicians can record different bodily functions. These functions involve HR and rhythms, brain waves, eye movements, leg movements, nasal-oral airflow, thoracoabdominal effort, oxygen saturation, snoring, and body position. The PSG test provides physicians with information about body functions, and therefore, they can diagnose various sleep disorders. However, there are some cons related to the test, for example, high cost, labor intensive, complex, and insufficient privacy. Furthermore, it is not possible to emulate the usual sleep environment in a sleep laboratory. As a consequence, home sleep apnea tests (HSATs) have become alternative possibilities for patients who want to circumvent the in-laboratory PSG. These kinds of tests do not record the full range of signals similar to the PSG. However, they can record up to 7 parameters, including airflow (thermal and nasal pressure), effort (inductive plethysmography), and oximetry [12]. Although such testing is not as reliable as PSG, its portability, affordability, and long-term data collection make it a preferred choice for patients. Recently, off-the-shelf BCG sensors have been investigated by researchers to detect apneic events under the HSAT category. Although the results were encouraging, much work is still needed to reach agreeable results compared with PSG [15]. In this regard, we will discuss later, in brief, the concept of BCG and how it has been employed in the scientific literature to identify apneic events.

Ballistocardiography and Contactless Apnea Detection–Related Work

Ballistocardiography reflects the movement of the center of mass of the body because of cardiovascular activity. The concept of BCG is not new, and there has been a resurgence because of recent improvements in digital electronics reaching the era of microprocessors. Formerly, BCG systems (ie, tables employed by Starr et al [16]) were bulky, heavy, and complicated,
demanding professional mechanical maintenance. Consequently, these systems were principally intended for a single-snapshot recording instead of a long-term data recording [17]. At present, BCG signals are seamlessly being recorded using different sensing modalities, particularly bed-embedded sensors (eg, microfiber bend optic sensors [MFOSs], piezoelectric polyvinylidene sensors, electromechanical film sensors, pneumatic sensors, strain gauges, and hydraulic sensors) [6,18], accelerometers [17,19], and Doppler radar-based sensors [20,21], smart beds [22]. Bed-based sensors, along with accelerometers, can be integrated with everyday objects such as pillows, mattresses, chairs or even installed on the seat of a standard toilet [23]. Moreover, attempts have been made to measure BCG signals via video recording by tracking the motion of facial features [24,25]. Video-based approaches can be practical for surveillance; however, they can impose privacy issues for in-home patient monitoring. Typically, BCG sensors are positioned under the patient’s mattress covering the upper half of the body, which allows capturing heart movements, breathing movements, and overall body movements.

Several publications in the literature highlight the extensive use of BCG sensors for both HR and respiratory rate (RR) detection [6,18], which, in turn, attracted researchers to investigate the benefits of BCG signals for more complicated health issues, namely, cardiovascular functions [26] as well as sleep quality [15]. Regarding sleep quality health issues, efforts have been made in the literature to automate the detection of both sleep staging [27,28] and sleep apnea. So far, there have been a few studies that targeted sleep apnea detection through BCG sensors. In this section, we will focus on sleep apnea detection–related work. The study by Sadek et al [6] has more research on HR detection and/or RR detection.

Tenhunen et al [29] investigated the potential of an electromechanical film-based sensor for diagnosing OSA. Although a high sensitivity was reached for detecting apneic events, breathing patterns were analyzed manually by 2 independent scorers, and no contributions were made to computerize the detection process. Hwang et al [30] proposed the use of a polyvinylidene film-based sensor for detecting apneic events. A rule-based framework was implemented to detect apneic events by considering the SD of the sensor signals. Beattie et al [31] tested the effectiveness of using load cells placed under the support of a bed for apnea detection. Although satisfactory results were achieved, the detection process was performed manually by an expert. Waltisberg et al [32] deployed a sensor system that consisted of an array of strain gauges to detect apnea and periodic limb movement events. A supervised learning framework comprising a decision fusion method and a measurement fusion method was applied for the classification process. Similarly, Wang et al [33] used a supervised learning framework to detect apneic events via a micromovement sensitive mattress. Multiple time-domain and frequency-domain features were extracted, which were then fed to different classifiers, that is, k-nearest neighbor, random forest, and support vector machine. Hsu et al [34] sought to detect apneic events by integrating 2 fiber optic–based sensors within a pillow as well as a bed mattress. Apnea detection was achieved by applying 2 methods, that is, a drop degree from the baseline and linear regression models through the percentage of the total duration of the respiratory declination. To compute the model parameters, the empirical mode decomposition (EMD) algorithm was used. However, this signal analysis method is time consuming and precisely for computing the corresponding intrinsic mode functions. Moreover, it is sensitive to the mode-mixing problem [35].

The supervised learning-based approaches (used in the studies mentioned earlier) require a considerable amount of accurately annotated data, which can become quite restrictive for noncontrolled settings [36]. Manual annotation can be considered as an issue because the morphology of BCG signals is highly dependent on the measurement device. BCG signals can differ significantly between studies; besides, they differ within and between subjects. Comparatively, Huysmans et al [37] tested a commercial BCG sensor, that is, Emfit QS, for sleep apnea screening. Unlike the work proposed by Tenhunen et al [29], the authors automated the apnea detection process as follows: 2 Emfit sensors were employed, that is, one sensor was placed below the thorax of the patient and the second was placed under the topper. The detection was then completed via an unsupervised clustering method. The assumption was that during abnormal breathing events, there will always be substantial variations in the signal due to chest motions; thus, by locating these artifacts, they could detect apneic events. This approach avoided the limitation of supervised learning. Nevertheless, the sensor locations were compared to achieve an optimal agreement with PSG. In other words, the sensor that was very close to the thorax achieved more favorable results than the other sensor. In our study, we considered an MFOS for detecting vital signs. Fiber optic sensors (FOSs) are usually used as transducers to detect various environmental changes, such as pressure, temperature, and acceleration [38]. Owing to their electromechanical field immunity and high sensitivity to variations in environmental properties such as the strain, FOSs have been adopted to monitor important physiological parameters, for example, pulse rate and RR, which in turn can help detect cardiovascular diseases and respiratory anomalies [39,40]. Among other sensors, MFOSs have proven to be efficient in detecting ballistic forces correlated with heart movements. They are also moderately small, lightweight, and economical. Hence, they become popular in contactless monitoring of vital signs [41].

The contribution of our study is two-fold. First, we analyzed the robustness of the MFOSs for the simultaneous detection of HR and breathing rate (BR). Second, we examined the capacities of an MFOS for contactless detection of sleep apneic events versus the gold standard overnight in-laboratory PSG.

Methods

Recruitment

This study is approved by the National Healthcare Group Domain-Specific Review Board (NHG DSRB Ref: 2017/01117). A written informed consent form was obtained from all patients before data collection. We completed all the processes, as stated in the guidelines and regulations of the NHG DSRB. We recruited 10 patients diagnosed with OSA and scheduled to
undergo a full night PSG in the sleep laboratory at Khoo Teck Puat Hospital. Patient demographics and related medical history are presented in Table 1. The MFOS was placed under the patient’s mattress, and the sensor mat’s data were collected in parallel with the overnight PSG data. We imposed no restriction on the exact location of the sensor mat. However, we notified the nurses to locate the mat in the upper part of the bed so that we could acquire cardiac signals as well as respiratory effort signals. The sensor mat does not add any complications to standard PSG protocols because the mat has its own data storage unit. In addition, it does not add any complexity to the patient being monitored. In addition, data analysis was executed offline to align with the ethics approval for the study. To preserve the anonymity of the patients, acquired data were registered with a unique identifier linked to each patient.

Table 1. Demographics and past medical history of recruited patients.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Gender</th>
<th>BMI (kg/m²)</th>
<th>Past medical history</th>
<th>Age (years)</th>
<th>Apnea-hypopnea index</th>
<th>Smoking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Female</td>
<td>32.8</td>
<td>Nil</td>
<td>51</td>
<td>36.8</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Male</td>
<td>34</td>
<td>Nil</td>
<td>28</td>
<td>33.7</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>Male</td>
<td>25.5</td>
<td>Nil</td>
<td>23</td>
<td>32.8</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>Male</td>
<td>23</td>
<td>Nil</td>
<td>27</td>
<td>58.3</td>
<td>Unknown</td>
</tr>
<tr>
<td>5</td>
<td>Male</td>
<td>25.5</td>
<td>Nil</td>
<td>42</td>
<td>26</td>
<td>Unknown</td>
</tr>
<tr>
<td>6</td>
<td>Male</td>
<td>24.8</td>
<td>Nil</td>
<td>33</td>
<td>29</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>Male</td>
<td>27.5</td>
<td>Hypertension</td>
<td>49</td>
<td>76.6</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Male</td>
<td>33.3</td>
<td>Hypertension and dyslipidemia</td>
<td>43</td>
<td>78.2</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>Male</td>
<td>34</td>
<td>Dyslipidemia</td>
<td>61</td>
<td>54.8</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>Male</td>
<td>31.2</td>
<td>Nil</td>
<td>29</td>
<td>93.2</td>
<td>No</td>
</tr>
</tbody>
</table>

Microbend Fiber Optic Sensor

The proposed monitoring system incorporates a sensor mat and transmission unit. The sensor mat is assembled to a dimension of 20 cm×50 cm×0.5 cm, which promotes its portability and inclusion into cushions, pillows, chairs, and beds. The transmission unit has a built-in microstorage device card for data storage, digital electronics for signal handling, and a Wi-Fi signal transmission module for sending the data to a cloud-based platform. The deployed sensor employs light-intensity modulation caused by the microbending effect in multimode optical fibers, which can be used as a transduction mechanism for detecting pressure. Further information about the sensor’s working principle can be found in Multimedia Appendix 1. The system was set to collect data at a sampling frequency of 50 Hz. Figure 1 (top) shows a longitudinal cross-section of the deployed MFOS, and Figure 1 (bottom) presents a schematic diagram of the deployed sensor mat.
Data Analysis
For real-time applications, acquired data are deposited in 5-min chunks on a microstorage device card (4 GB internal storage) consolidated with the transmission unit, and then the chunks are dispatched to a cloud server to extract correlated vital signs. Data chunks are encrypted binary files (BIN), and each file consumes 206 KB. Against this background, data are indecipherable without a proper interpreter. In our application, data chunks were gathered directly from the card. Further information about the structure of the data can be found in Multimedia Appendix 1. The data analysis consisted of 2 stages: (1) vital sign detection and (2) apneic event detection. Ensuing, we describe each stage separately.

Vital Sign Detection
The force applied to the sensor mat is the summation of the 3 sources. This force is caused by gross body movements and chest wall movement because of the respiration and cardioballistic effect (BCG) [42]. The BCG signal delivers information about HR and HR variability. Similarly, respiratory signals can report on the RR. Extracting both signals can be completed in different ways, for example, via band-pass filtering, wavelet analysis, or other decomposition methods, namely, EMD. To obtain a successful decomposition, motion artifacts must be suppressed from the raw data. Although they are important indicators of sleep quality, information about vital signs cannot be extracted, as the shape of a typical physiological signal is demolished.

Motion artifacts in our approach were suppressed by applying an adaptive threshold method that employed the SD of the raw data [41]. We defined 2 thresholds to remove motion artifacts, that is, out-of-bed artifact and motion artifact. We divided the raw data stream into equal chunks of 30 seconds, with an overlap of 15 seconds. For each 30-second chunk, we computed the SD and stored all SD values in a single array. Following that, we computed the median absolute deviation (MAD) for the SD array. If the SD of a 30-second chunk was 4 times greater than the MAD, we considered this chunk as a motion artifact. In this step, we can control the extent to which the motion artifacts need to be suppressed. When we suppress data chunks with an SD value that is 4 times greater than the MAD, we allow the algorithm to preserve portions of the data with moderately high variation in the signal amplitude (Figure 2). A further increase in this value will allow the algorithm to retain portions of the data with an extremely high variation in the signal amplitude. By selecting this threshold value, we were able to achieve a signal coverage of 79.79%, 81.33%, 78.58%, 84.83%, 86.36%, 87.51%, 81.82%, 51.24%, 75.58%, and 70.59% for all patients, respectively. The coverage is the ratio between the duration of artifact-free signal and raw signal. Ultimately, there should be
a balance between the number of recovered signals and the algorithm performance to measure vital signs of interest. If the SD was lower than a predetermined threshold (5 mV), we considered this chunk as an *out-of-bed* activity. This implies that there were no variations in the amplitude of the acquired data. We only calculated HR and RR for data chunks with SD values between these 2 thresholds. HR and RR were detected according to Sadek et al [41], and further information can be found in Multimedia Appendix 1.

**Figure 2.** Illustration of isolated motion artifacts. Data chunks were suppressed if they were 4 times greater than the median absolute deviation of the SD array. MAD: median absolute deviation.

HRs were measured using a sliding time window of 30 seconds, with an overlap of 15 seconds. The electrocardiogram (ECG) signal was used as a reference to detect interbeat intervals (Figure 3). To achieve this objective, we selected the well-known Pan and Tompkins algorithm because of its reasonable results [43]. RRs were calculated using a sliding time window of 30 seconds, with an overlap of 15 seconds (Figure 4). The effort signal obtained from the thoracic belt was used as a reference to detect respiratory cycles. Compared with abdominal effort and airflow (ie, pressure and thermistor) signals, the effort thoracic signal was highly correlated with the signal acquired from the MFOS.
Apneic Event Detection

As we quoted earlier, most of the existing methods use supervised learning algorithms to identify apneic events from BCG signals. Although such methods yield favorable results, they impose restrictions because of the morphological variations of the acquired signals. As such, we implemented an adaptive histogram-based thresholding approach for apnea detection.

Pauses in breathing must last at least 10 seconds to be counted as apneic events and can last longer depending on the severity of the disease.

These pauses in breathing are accompanied by an increase in the body and breathing movements and snoring. After matching the scored apneic events (ie, PSG manual scoring) with derived breathing signals, we found that most of the apneic events fell...
during motion artifact–labeled slices. Thus, motion artifacts were not removed during apnea detection. In our approach, we aimed to differentiate between apneic and nonapneic events via derived breathing signals. To meet this target for each patient, we constructed a histogram from the average absolute deviation (AAD) of the extracted respiratory signal time windows. The time windows were obtained by slicing the signal into equal slices of 30 seconds, with 50% overlapping; afterward, the histogram (ie, the gray bars in Figure 5) was sorted in descending order. In other words, the first histogram value represented the location of the mode of the AAD values (ie, the AAD value that occurred the most often). The hypothesis was that the most frequent histogram values would correspond to normal breathing events. In this regard, we designated the AAD value equivalent to the 6th histogram value as a threshold to detect apneas, that is, AAD values greater than the selected threshold were assumed to represent apneic events (Figure 5). This histogram value was selected (see the Parameters Selection section) based on the proposed method’s ability to discriminate between normal and apneic events. This value shows consistent results across all patients. After detecting the threshold, we split the breathing signal into equal slices of 60 seconds, with 50% overlapping. Then, every 60-second slice was further split into three 20-second slices. Next, for each 60-second slice, we computed the AAD of the three 20-second slices and stored them in ascending order. If the difference between the third and second elements was greater than 45% (see the Parameters Selection section) of the histogram threshold, we marked the 60-second slice as an apneic event; otherwise, we labeled it as a nonapneic event (Figure 6).

Figure 5. Histogram of the average absolute deviation values for a breathing signal; the gray bars count the average absolute deviation values that fall into each bin. The selected threshold is represented as a red dashed line. The values between 0 and 400 are only displayed to visualize the histogram bins better. AAD: average absolute deviation.
Figure 6. Flowchart of apneic event detection. AAD: average absolute deviation.

Parameter Selection

The proposed method requires the optimization of 2 parameters: a histogram value and a threshold value. A leave-one-out-cross-validation (LOOCV) was implemented to complete this task. The effect of the 2 parameters for apneic event detection was examined in each iteration (ie, 10 iterations in our case) using 9 distinct patient data rather than recording the system’s performance for the held-out patient. A system’s performance via the LOOCV is usually carried out based on the outcome of a held-out point (ie, a patient in our case). Then, the overall performance is computed by taking the average of the evaluation metrics across all iterations. For our study, we capitalized on this approach to choose the optimal values for the 2 specified parameters. First, we aimed to determine the optimal kth histogram value for an arbitrary threshold value. Various threshold values were exploited (range 0.2-0.95, with a step size of 0.05). Similarly, several histograms (2nd histogram to 16th histogram) were tested against each individual threshold. In other words, for a single threshold value, 3 evaluation metrics (ie, sensitivity, specificity, and accuracy) were measured in accordance with 15 histogram values. This process was repeated 10 times using 9 distinct patient data, and in each iteration, the mean of each metric was recorded. The objective of this process was to find an optimal histogram value applicable to any arbitrary threshold.

For any threshold value, the sensitivity was inversely proportional to the histogram values. However, the specificity and accuracy were directly proportional to the histogram values. Thus, the 6th histogram value can be considered as a critical point. As shown in Figure 7, there was a rapid change in the sensitivity and specificity between the 5th and 7th histograms. The sensitivity keeps decreasing with small fluctuations beyond the 6th histogram value, whereas the opposite occurred for specificity and accuracy. The same behavior occurred for all arbitrary threshold values. As a result, the 6th histogram value was selected as the optimal value for apneic event detection.

Second, we aimed to determine the optimal threshold value compatible with the 6th histogram value. To achieve this task, we computed the overall mean area under the curve (AUC), also called balanced accuracy across the 10 iterations for each individual threshold. The threshold yielding the highest AUC was selected as the optimal value for apneic event detection. Second, we aimed to determine the optimal threshold value compatible with the 6th histogram value. To achieve this task, we computed the overall mean area under the curve (AUC), also called balanced accuracy across the 10 iterations for each individual threshold value. The threshold yielding the highest AUC was selected as the optimal value. As shown in Figure 8, the highest AUC occurred at a 45% threshold value, that is, 51.67%. As a result, the 45% threshold value was selected as the optimal value for apneic event detection.
Figure 7. Optimal histogram selection at a 45% threshold value. The 1st row represents the mean sensitivity in each iteration versus different histogram values. The second and third rows represent the specificity and accuracy, respectively.

Figure 8. Optimal threshold selection corresponding to the 6th histogram value. The overall mean area under the curve was computed across the 10 iterations and plotted against different threshold values. AUC: area under the curve.

Statistical Analysis

For apneic event detection, we compared the apneic events provided by the PSG with those recovered from the advised sensor mat. Different metrics were adopted in performing the appraisal, that is, sensitivity, specificity, and accuracy. On the other hand, HR and RR were assessed in beats per minute and breaths per minute, respectively. To quantify the performance of the proposed sensor mat for HR and RR estimates compared with the reference ECG signal and effort belt signal, the
Bland-Altman plot, Pearson correlation coefficient, normalized root mean square error (NRMSE), normalized mean absolute error (NMAE), and mean absolute percentage error (MAPE) were adopted. These metrics are commonly employed to determine the difference between medical instruments [44-48]. Further information about these error metrics can be found in Multimedia Appendix 1. High-quality PNG images of all figures presented in the study can be found in Multimedia Appendix 2.

**Results**

### Heart and Respiratory Measurements

On average, the NMAE, NRMSE, and MAPE were 5.42% (SD 0.57), 6.54% (SD 0.56), and 5.41% (SD 0.58) for HR estimation, respectively (Table 2). In addition, the NMAE, NRMSE, and MAPE were 11.42% (SD 2.62), 13.85% (SD 2.78), and 11.60% (SD 2.84), for RR estimation, respectively (Table 3).

#### Table 2. Normalized mean absolute error, normalized root mean square error, and mean absolute percentage error for heart rate estimation.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Normalized mean absolute error (%)</th>
<th>Normalized root mean square error (%)</th>
<th>Mean absolute percentage error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.20</td>
<td>5.30</td>
<td>4.16</td>
</tr>
<tr>
<td>2</td>
<td>5.74</td>
<td>6.91</td>
<td>5.69</td>
</tr>
<tr>
<td>3</td>
<td>5.96</td>
<td>7.15</td>
<td>6.02</td>
</tr>
<tr>
<td>4</td>
<td>5.28</td>
<td>6.45</td>
<td>5.27</td>
</tr>
<tr>
<td>5</td>
<td>5.08</td>
<td>6.19</td>
<td>5.03</td>
</tr>
<tr>
<td>6</td>
<td>5.22</td>
<td>6.33</td>
<td>5.20</td>
</tr>
<tr>
<td>7</td>
<td>5.66</td>
<td>6.84</td>
<td>5.73</td>
</tr>
<tr>
<td>8</td>
<td>6.26</td>
<td>7.19</td>
<td>6.20</td>
</tr>
<tr>
<td>9</td>
<td>5.32</td>
<td>6.39</td>
<td>5.29</td>
</tr>
<tr>
<td>10</td>
<td>5.45</td>
<td>6.57</td>
<td>5.40</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.42 (0.57)</td>
<td>6.54 (0.56)</td>
<td>5.41 (0.58)</td>
</tr>
</tbody>
</table>

#### Table 3. Normalized mean absolute error, normalized root mean square error, and mean absolute percentage error for respiratory rate estimation.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Normalized mean absolute error (%)</th>
<th>Normalized root mean square error (%)</th>
<th>Mean absolute percentage error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.84</td>
<td>11.34</td>
<td>8.80</td>
</tr>
<tr>
<td>2</td>
<td>8.43</td>
<td>10.91</td>
<td>8.54</td>
</tr>
<tr>
<td>3</td>
<td>12.76</td>
<td>15.04</td>
<td>12.66</td>
</tr>
<tr>
<td>4</td>
<td>14.44</td>
<td>16.93</td>
<td>15.00</td>
</tr>
<tr>
<td>5</td>
<td>14.33</td>
<td>16.88</td>
<td>14.86</td>
</tr>
<tr>
<td>6</td>
<td>14.69</td>
<td>17.64</td>
<td>15.22</td>
</tr>
<tr>
<td>7</td>
<td>8.20</td>
<td>10.28</td>
<td>8.14</td>
</tr>
<tr>
<td>8</td>
<td>10.22</td>
<td>12.09</td>
<td>10.28</td>
</tr>
<tr>
<td>9</td>
<td>9.74</td>
<td>12.20</td>
<td>9.67</td>
</tr>
<tr>
<td>10</td>
<td>12.51</td>
<td>15.21</td>
<td>12.84</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>11.42 (2.62)</td>
<td>13.85 (2.78)</td>
<td>11.60 (2.84)</td>
</tr>
</tbody>
</table>

Tables 4 and 5 summarize the limits of agreement (LoA) of the Bland-Altman plot, r value, and P value for HRs and RRs, respectively. To provide some examples, we provided the Bland-Altman plots and Pearson correlation coefficient plots of the HRs for patients 1, 2, 6, and 10 in Figure 9 (top left, top right, bottom left, and bottom right, respectively) and Figure 10 (top left, top right, bottom left, and bottom right, respectively). In addition, we presented the Bland-Altman plots and the Pearson correlation coefficient plots of the BRs for patients 3, 4, 5, and 9 in Figure 11 (top left, top right, bottom left, and bottom right, respectively) and Figure 12 (top left, top right, bottom left, and bottom right, respectively).
### Table 4. Limits of agreement of the Bland-Altman plots, Pearson correlation coefficient, and $P$ value for heart rate detection.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Heart rate</th>
<th>Limits of agreement</th>
<th>SD of difference</th>
<th>$r$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>−3.68</td>
<td>7.89</td>
<td>2.95</td>
<td>0.62</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>−5.52</td>
<td>9.94</td>
<td>3.94</td>
<td>0.74</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>−9.46</td>
<td>7.41</td>
<td>4.30</td>
<td>0.68</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>−7.38</td>
<td>8.06</td>
<td>3.94</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>−5.80</td>
<td>8.59</td>
<td>3.67</td>
<td>0.31</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>−6.85</td>
<td>7.92</td>
<td>3.77</td>
<td>0.63</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>−8.68</td>
<td>6.44</td>
<td>3.86</td>
<td>0.70</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>−3.77</td>
<td>11.10</td>
<td>3.80</td>
<td>0.63</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>−7.13</td>
<td>8.28</td>
<td>3.93</td>
<td>0.64</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>−5.22</td>
<td>9.53</td>
<td>3.76</td>
<td>0.45</td>
</tr>
</tbody>
</table>

### Table 5. Limits of agreement of the Bland-Altman plots, Pearson correlation coefficient, and $P$ value for respiratory rate detection.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Respiratory rate</th>
<th>Limits of agreement</th>
<th>SD of difference</th>
<th>$r$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>−3.77</td>
<td>3.71</td>
<td>1.91</td>
<td>0.43</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>−3.87</td>
<td>3.43</td>
<td>1.86</td>
<td>0.58</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>−3.71</td>
<td>6.40</td>
<td>2.58</td>
<td>0.38</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>−5.34</td>
<td>5.50</td>
<td>2.77</td>
<td>0.46</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>−5.79</td>
<td>3.95</td>
<td>2.48</td>
<td>0.46</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>−5.28</td>
<td>4.95</td>
<td>2.61</td>
<td>0.43</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>−3.32</td>
<td>4.56</td>
<td>2.01</td>
<td>0.39</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>−4.22</td>
<td>5.26</td>
<td>2.42</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>−4.10</td>
<td>4.32</td>
<td>2.15</td>
<td>0.23</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>−5.57</td>
<td>4.21</td>
<td>2.49</td>
<td>0.36</td>
</tr>
</tbody>
</table>
Figure 9. Bland-Altman plots of the heart rates for patients 1, 2, 6, and 10 (ie, top left, top right, bottom left, and bottom right, respectively). ECG: electrocardiogram; HR: heart rate; MFOS: microbend fiber optic sensor; RR: respiratory rate.
Figure 10. Pearson correlation plots of the heart rates for patients 1, 2, 6, and 10 (ie, top left, top right, bottom left, and bottom right, respectively). The blue circles represent reference heart rate against the estimated heart rate, and the blue line represents the fitted line. ECG: electrocardiogram; MFOS: microbend fiber optic sensor.
Figure 11. Bland-Altman plots of the respiratory rates for patients 3, 4, 5, and 9 (ie, top left, top right, bottom left, and bottom right, respectively). ECG: electrocardiogram; HR: heart rate; MFOS: microbend fiber optic sensor; RR: respiratory rate; THO: thoracic belt.
Apneic Event Detection

The apneic events were detected from the derived respiratory signals via windowing with overlapping. The assessment was made against the manually scored apneic events. Each sliding window was classified as either an apneic breathing event or a normal breathing event. Apneic events consisted of obstructive apneas, hypopnea, central apneas, and mixed apneas. For detection, we tested a sliding time window of 2 different sizes, that is, a sliding time window of 60 seconds with an overlap of 30 seconds as well as a sliding time window of 30 seconds with an overlap of 15 seconds. For the former, if any 20-second slice satisfied the apneic threshold condition, we considered the entire 60-second window as an apneic event. Similarly, for the latter, if any 10-second slice satisfied the apneic threshold condition, we considered the complete 30-second window as an apneic condition.

As presented in Table 6, for the 60-second time window, on average, the proposed system achieved an accuracy of 49.96% (SD 6.39), a sensitivity of 57.07% (SD 12.63), and specificity of 45.26% (SD 9.51). In addition, for the 30-second time window, on average, the proposed system achieved an accuracy of 54.33% (SD 5.72), a sensitivity of 48.93% (SD 11.72), and a specificity of 53.76% (SD 9.12). Figure 13 displays bar charts with error bars for the reported accuracy, sensitivity, and specificity related to apneic events’ detection of the 60-second and 30-second time windows.
Table 6. Accuracy, sensitivity, specificity, and P value of apneic event detection; the two-tailed test was used to determine the P value.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td>Sliding time window of 60 seconds</td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>49.95</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>71.57</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>45.24</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sliding time window of 30 seconds</td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>55.18</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>56.64</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>54.86</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we aimed to estimate the potential of using a single-channel monitoring device (ie, a bed-embedded FOS) for contactless monitoring of vital signs (ie, HRs and RRss) and apneic breathing events during an overnight sleep study. For HR estimation, the devised method achieved reasonably accurate results compared with the reference ECG signals. For the first patient, the system achieved the lowest NMAE, NRMSE, and MAPE, such as 4.20%, 5.30%, and 4.16%, respectively, whereas the highest NMAE, NRMSE, and MAPE were 6.26%, 7.19%, and 6.20%, respectively, for the eighth patient (Figure 14). The signal coverage for patients with severe OSA (eg, patients 8 and 10) was small compared with patients with moderate OSA (eg, patients 5 and 6). The signal coverage was the lowest for the eighth patient (ie, 51.24%), and the error in beats per minute was the highest among other patients. It is not necessarily true that patients with higher signal coverage will have the lowest error; however, the signal quality is the main factor affecting the outcomes. For instance, the first patient did not have the highest signal coverage (79.79%) but had the lowest error. This situation occurred because this patient had a small number of apneas (ie, 14) and a large number of hypopneas (ie, 191). The fifth patient had the highest coverage (87.51%); however, the error was slightly larger compared with the first patient. This situation occurred because this patient had a large number of apneas (ie, 203) and a small number of hypopneas (ie, 20). Overall, it may be said that the error in beats per minute is likely to increase for patients with a large number of apneas. This is
because the amount of motion artifacts progresses for patients with severe apnea. In addition, the morphology of the BCG is significantly affected by cardiovascular complications of sleep apnea. It should also be recalled that the designated threshold value to eliminate motion artifacts had an effect on the estimation process. To explain, in our method, we rejected time windows that had an SD value 4 times greater than the MAD. Decreasing the threshold value would have allowed us to reject a large number of motion artifacts and consequently obtain lower errors. Nonetheless, the signal coverage could have been much lower. As a result, we balanced between achieving reasonable errors and retaining reasonable signal coverage. HR results were also supported by the Pearson correlation coefficients and LoA of the Bland-Altman plot. The system achieved the highest correlation coefficient for the fourth patient ($r=0.77; P<0.001$) and the lowest correlation for the fifth patient ($r=0.31; P<0.001$).

Figure 14. Bar plots of the normalized mean absolute error, normalized root mean square error, and mean absolute percentage error between reference device (electrocardiogram) and the microbend fiber optic sensor for heart rate estimation. HR: heart rate; MAPE: mean absolute percentage error; NMAE: normalized mean absolute error; NRMSE: normalized root mean square error.

RR findings, on the other hand, were slightly inferior to HR results. By way of illustration, the lowest NMAE, NRMSE, and MAPE were 8.20%, 10.28%, and 8.14%, respectively, for the seventh patient, whereas the highest NMAE, NRMSE, and MAPE were 14.69%, 17.64%, and 15.22%, respectively, for the sixth patient (Figure 15). In general, detecting RRs in healthy subjects is simpler than detecting HRs. This is because respiratory cycles, that is, inhalation and exhalation, can be located through a peak detector. However, the situation is more challenging for patients with sleep apnea for different reasons. To illustrate, in our approach, RRs represent the movement of the chest and abdominal wall; however, because of the recurrent decrease and increase in breathing effort, detecting respiratory cycles has become a challenging task. These variations in breathing efforts affected the accuracy of the peak detector and consequently contributed to increasing the error between the devised sensor and the reference thoracic belt. Compared with HR detection, the lowest correlation coefficient was ($r=0.23; P<0.001$) for the ninth patient, whereas the highest correlation was ($r=0.58; P<0.001$) for the second patient. In general, patients with very severe OSA (ie, patients 7, 8, and 10) presented slightly worse correlation coefficients than patients with less severe OSA (ie, patients 1, 2, 4, 5, and 6). The value of the correlation coefficient depended to no small extent on the types of apneas and also the duration of apneic events presented in each patient. These parameters significantly influenced the respiratory signal’s typical shape, and thus, the respiratory cycles were more difficult to detect.
This highest error occurred in the sixth patient, most likely because of poor contact between the sensor mat and patient. The structure of both BCG and respiratory signals was highly different compared with that of other patients. Furthermore, the amplitude of the acquired raw data was very low. These issues contributed to a large discrepancy between the true peaks and detected peaks, as presented in Figure 16. Sleep apnea detection, from a different angle, demands multiple sensors and wires fixed to the patient’s body throughout one night, including, for example, airflow, respiratory effort, and oximetry; notwithstanding, in this study, we only employed a single-channel BCG sensor. The conceived sensor delivered reasonably good results considering the fact that we were using a single-channel BCG sensor. The detection evaluation metrics (ie, accuracy, sensitivity, and specificity) were measured according to the overlapping between manually scored events and events obtained by the deployed sensor mat. Across all recruited patients, the 60-second sliding moving window slightly outperformed the 30-second moving window. As shown in Table 6, the average sensitivity of the former window was 57.07% (SD 12.63) compared with 48.93% (SD 11.72) for the second window. Although the accuracy and specificity of the 30-second window were slightly better than those of the 60-second window, the $P$ value of the last patient was .12. In contrast, the 60-second window reached a $P$ value of <.001 for all patients but the eighth patient ($P$=.03). In addition, the lowest sensitivity for the 30-second window was 31.39%; however, it was 34.72% for the 60-second window. Both time windows achieved the highest sensitivity for the seventh patient, such as 78.48% and 69.44% in a row. Figure 17 presents an example of an apneic event annotation related to the first patient throughout the night.

Figure 15. Bar plots of the normalized mean absolute error, normalized root mean square error, and mean absolute percentage error between reference device (thoracic belt) and the microbend fiber optic sensor for respiratory rate estimation. MAPE: mean absolute percentage error; NMAE: normalized mean absolute error; NRMSE: normalized root mean square error; RR: respiratory rate.
Owing to the reasons mentioned earlier, the 60-second window was selected for apneic event detection. As discussed in the Parameter Selection section, a threshold of 0.45 was selected because it contributed to a balanced result between sensitivity and specificity. Selecting a smaller threshold value (eg, 0.2) would have resulted in a very high sensitivity across all patients; however, the opposite would have happened for both specificity and accuracy. Regarding the 0.45 threshold, the sensitivity tended to increase exponentially for patients with less severe OSA (ie, patient 5: AHI=26; patient 3: AHI=32.8; patient 2: AHI=33.7; and patient 1: AHI=36.8) in the order of 46.55%, 51.94%, 62.02%, and 71.57%, respectively. Nonetheless, the sixth patient (AHI=29 and sensitivity=34.72%) did not follow this order because of the presence of central apnea events (ie, 13 events). These events were more challenging to detect. On the other hand, the sensitivity tended to decrease exponentially.
in patients with very severe OSA (ie, patient 7: AHI=76.6%; patient 8: AHI=78.2; and patient 10: AHI=93.2) in the order of 78.48%, 62.40%, and 51.61%, respectively. This particular behavior was because of the apnea/hypopnea ratio. In other words, patients with a large number of hypopneas tended to have higher sensitivity when compared with other patients (Table 7). The designated threshold undoubtedly contributed to this outcome, and we could say that the proposed system was more appropriate for patients with less severe OSA. Such a configuration can be helpful in detecting OSA early and avoiding further complications. Table 7 presents the number of apneic events (obstructive apneas, hypopneas, central apneas, and mixed apneas) for each patient versus the proposed system’s sensitivity and the manually scored AHI.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Obstructive apneas (n)</th>
<th>Hypopneas (n)</th>
<th>Central apneas</th>
<th>Mixed apneas</th>
<th>Sensitivity</th>
<th>Apnea-hypopnea index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12</td>
<td>189</td>
<td>0</td>
<td>0</td>
<td>71.57</td>
<td>36.8</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>168</td>
<td>13</td>
<td>0</td>
<td>62.02</td>
<td>33.7</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>92</td>
<td>0</td>
<td>0</td>
<td>51.94</td>
<td>32.8</td>
</tr>
<tr>
<td>4</td>
<td>201</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>45.6</td>
<td>58.3</td>
</tr>
<tr>
<td>5</td>
<td>47</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>46.55</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>64</td>
<td>13</td>
<td>0</td>
<td>34.72</td>
<td>29</td>
</tr>
<tr>
<td>7</td>
<td>499</td>
<td>47</td>
<td>1</td>
<td>9</td>
<td>78.48</td>
<td>76.6</td>
</tr>
<tr>
<td>8</td>
<td>394</td>
<td>21</td>
<td>3</td>
<td>34</td>
<td>62.4</td>
<td>78.2</td>
</tr>
<tr>
<td>9</td>
<td>132</td>
<td>127</td>
<td>1</td>
<td>0</td>
<td>65.82</td>
<td>54.8</td>
</tr>
<tr>
<td>10</td>
<td>577</td>
<td>24</td>
<td>2</td>
<td>0</td>
<td>51.61</td>
<td>93.2</td>
</tr>
</tbody>
</table>

**Limitations**

The limitation of this study is the small sample size; despite that, our ultimate goal was to quantify the predictive outcomes of the fiber optic mat for vital signs and sleep apnea detection in a real-life sleep study. For HR and RR, the findings of the study have shown that the proposed system can provide results close to those of reference devices used in the PSG study. For sleep apnea detection, the designed system provided favorable results for patients with less severe OSA compared with patients with very severe OSA. This issue can be investigated in the future by adding another sensor, for example, an accelerometer, as a noise reference to eliminate body movements [49]. It should be pointed out that the suggested method for apnea detection did not follow the supervised learning models, and hence, we avoided labeling sensor data. The manually scored apneic events could have been used as a guide to label sensor data; however, the labeling process will be a restricted property, given large-scale deployment at users’ homes. Another issue to consider is data availability; BCG signals are not benchmarked; as a result, a training model can only be limited to specific sensor data. This problem occurs because the outcome of BCG sensors is not necessarily similar, which restricts testing across different data sets. As stated by Inan et al [18] in a recent review article, there should be a comprehensive and open database of BCG signals. Such databases will allow researchers to employ them in their environments and improve the field into an accepted technique appropriate for clinical studies [18].

**Comparison With Prior Work**

We attempted to detect apneic events in a previous study [41], where the trial was performed during a drug-induced sleep endoscopy, and the optical fiber mat was compared with the ApneaLink device (ResMed). In a previous clinical study, the system delivered very low sensitivity because of the short evaluation period, that is, around 120 min per study. In addition, the ApneaLink device is not as accurate as the gold-standard PSG. Moreover, the employed algorithm did not consider the fact that there will always be a significant variation in the signal amplitude because of the chest movement. Therefore, a smaller threshold was selected to achieve realistic results. In this study, to mitigate these issues, the analysis was completed during a realistic overnight sleep study with the PSG as a gold standard for comparison. In addition, we improved the apneic detection algorithm to cope with real-life scenarios.

**Conclusions**

In this study, we evaluated a single-channel monitoring device for detecting vital signs, namely, HR and RR, as well as sleep apnea events. The monitoring device consisted of a mat embedded with a microbending multimode fiber. We consolidated data from 10 patients diagnosed with OSA, in which the devised sensor mat was placed underneath the patient’s mattress, and raw data were collected without altering any typical configuration for the overnight sleep study. A wavelet-based analysis method was implemented for HR estimation, and satisfactory results were obtained in comparison with the reference ECG. RRs were detected from the derived effort respiratory signal after removing the nonlinear trend. Furthermore, the proposed method delivered results close to those of the reference piezoelectric thoracic belt. Both HR and RR were computed via a sliding time window of 30 seconds with an overlap of 15 seconds. The apneic events were detected on a minute-by-minute basis through an adaptive histogram-based thresholding approach. The suggested method provided average results for the distinction between normal breathing and apneic breathing events. Nevertheless, the results are encouraging considering the relative complexity of
diagnosing sleep apnea via PSG. Indeed, the proposed sensor is not designed to substitute the gold-standard method. However, it can be seen as an assistive tool capable of providing longitudinal data without interfering with the subject’s everyday activities. Longitudinal data enable monitoring trends in vital signs that, in turn, can help to predict clinical deterioration in patients diagnosed with sleep-disordered breathing or cardiovascular diseases. In future work, we plan to integrate pulse oximetry with the proposed sensor mat to investigate the impact of adding another sensing modality for apneic event detection.
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Abstract

Background: Falls are common adverse events in hospitals, frequently leading to additional health costs due to prolonged stays and extra care. Therefore, reliable fall detection is vital to develop and test fall prevention strategies. However, conventional methods—voluntary incident reports and manual chart reviews—are error-prone and time consuming, respectively. Using a search algorithm to examine patients’ electronic health record data and flag fall indicators offers an inexpensive, sensitive, cost-effective alternative.

Objective: This study’s purpose was to develop a fall detection algorithm for use with electronic health record data, then to evaluate it alongside the Global Trigger Tool, incident reports, a manual chart review, and patient-reported falls.

Methods: Conducted on 2 campuses of a large hospital system in Switzerland, this retrospective diagnostic accuracy study consisted of 2 substudies: the first, targeting 240 patients, for algorithm development and the second, targeting 298 patients, for validation. In the development study, we compared the new algorithm’s in-hospital fall rates with those indicated by the Global Trigger Tool and incident reports; in the validation study, we compared the algorithm’s in-hospital fall rates with those from patient-reported falls and manual chart review. We compared the various methods by calculating sensitivity, specificity, and predictive values.

Results: Twenty in-hospital falls were discovered in the development study sample. Of these, the algorithm detected 19 (sensitivity 95%), the Global Trigger Tool detected 18 (90%), and incident reports detected 14 (67%). Of the 15 falls found in the validation sample, the algorithm identified all 15 (100%), the manual chart review identified 14 (93%), and the patient-reported fall measure identified 5 (33%). Owing to relatively high numbers of false positives based on falls present on admission, the algorithm’s positive predictive values were 50% (development sample) and 47% (validation sample). Instead of requiring 10 minutes per case for a full manual review or 20 minutes to apply the Global Trigger Tool, the algorithm requires only a few seconds, after which only the positive results (roughly 11% of the full case number) require review.

Conclusions: The newly developed electronic health record algorithm demonstrated very high sensitivity for fall detection. Applied in near real time, the algorithm can record in-hospital falls events effectively and help to develop and test fall prevention measures.
Introduction

Falls are among the most common adverse events in hospitals [1]. For example, US hospitals report fall rates per 1000 patient days ranging from 3.3 to 11.5 [1], while Swiss studies have reported rates between 2.2 and 8.9 [2,3]. A fall is defined as “an unexpected event in which the person comes to rest on the ground, floor or other lower level [4].” Approximately 25% of in-hospital falls lead to injuries, the most serious of which are fractures and intracranial hemorrhages [1]. Increasing disability-related dependence, length of stay, and care costs make falls a major burden, not only for the affected patients, but for the entire health care system [5].

Therefore, the development, evaluation, and improvement of interventions to prevent falls are a high-priority for health researchers. However, quick, accurate, and cost-effective fall detection methods are needed to provide reliable and robust fall data; currently, no such method is available.

The 3 most common fall detection methods are voluntary incident reporting, chart reviews, and patient self-reports [6]. Voluntary incident reports are provided by frontline staff directly, often nurses, involved in falls or in the action leading up to it [6-8]. Traditional chart reviews consist of reading the full patient records. The Global Trigger Tool is a retrospective chart review method developed by the Institute for Healthcare Improvement. It is widely used internationally for detecting adverse events and uses so-called triggers (ie, key elements that help reviewers to identify potential adverse events including falls) [9-12]. Finally, in Switzerland, prevalence data of patient-reported in-hospital falls are recorded based on the LPZ method (Landelijke Prevalentiemeting Zorgproblemen, National Prevalence Measurement of Quality of Care) [13]. Unlike incident reports, where staff fill forms when a fall occurs, this measure is based on a self-reported questionnaire or retrospective interview by hospital staff (30-day period). Since 2009, this measurement has been conducted annually on a single day by the ANQ (Swiss National Association for Quality Development in Hospitals and Clinics) in almost all Swiss acute care hospitals [14].

Each of these methods is limited in important ways. Nurse voluntary incident reports are prone to underreporting or nonreporting [8]. Chart review is time consuming and costly. And the LPZ/ANQ patient reports are affected both by underreporting and by the lack of flexibility regarding their timing. These limitations make a quick, accurate, and timely fall detection system highly desirable.

One very promising target for research is hospitals’ electronic health records. As digital databases, these offer the opportunity to develop automated detection algorithms. In addition to being inexpensive to use, such methods would potentially be both highly sensitive and fast enough to deliver real-time or near real-time data on adverse events [6,12,15]. Setting the technical advantages of electronic health record–based adverse event detection aside, research in this area is still relatively new and not systematically under study. In their review, Musy et al [16] found a broad interstudy variation in reported adverse event prevalence and positive predictive value, which led to difficulties regarding interpretation. To improve quality, they see the need for adequate reporting of future adverse event detection studies [16].

Because of these and other potential advantages, algorithms for adverse event detection are being developed more and more [17-20]. To our knowledge, only one—in Japan—has used electronic health record data for fall detection—with mixed results [21]. The algorithm, which used natural language processing to read medical professionals’ chart notes for a sample of 1204 patients, was highly sensitive regarding fall detection (100%); however, its positive predictive value was very low (6%) [21]. Therefore, this study’s goal was to develop and validate an electronic health record–based fall detection algorithm (using the given German-language electronic health record systems), then to test its diagnostic accuracy against manual chart review and patients’ reports of falls.

Methods

Design (Study 1 and Study 2)

This retrospective diagnostic accuracy study consisted of 2 parts: the first, for algorithm development and the second, for validation. For the development of the electronic health record fall detection algorithm, we used falls identified through the Global Trigger Tool in a previous study [22] along with incident reports for comparison. To validate the algorithm, we collected additional data to compare the algorithm against falls identified through the manual chart review of electronic health records (“Global Trigger Tool for falls only”) and patient-reported falls based on the LPZ/ANQ measure.

Setting (Study 1 and Study 2)

This study was conducted in one large Swiss university hospital and in one rural hospital belonging to the same hospital system in the German part of Switzerland. From the university hospital, 2 departments participated: Internal Medicine (110 beds, approximately 4600 admissions per year, average length of stay 6.5 days) and Orthopedics and Plastic Surgery (59 beds, approximately 2400 admissions per year, average length of stay 7.4 days). The rural hospital’s general medicine, general surgery, visceral surgery, traumatology, and orthopedics units participated (totaling 72 beds, approximately 5200 admissions per year, average length of stay 5.4 days). Because internal medicine and orthopedics departments treat older people with chronic diseases, which are risk factors for falls, these departments have relatively high fall rates. The university hospital introduced electronic health records in 2011, while the rural hospital introduced electronic health records in 2010. Until September 2017, the 2 facilities had separate electronic health records; currently, no such method is available.
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record systems but with similar internal databases. The algorithm development study occurred only in the university hospital’s Internal Medicine department; the validation was performed in the 2 university hospital departments and in all the participating departments of the rural hospital.

**Study 1: Algorithm Development**

**Sample and Sampling**

The algorithm was developed by one of the first authors (BS), using data from a previous Global Trigger Tool study [22]. That study’s [22] sample consisted of patients admitted to the Internal Medicine department between September 1, 2016 and August 31, 2017. Further inclusion criteria were (1) adult patients (aged ≥18 years), (2) closed and completed patient record, and (3) inpatients with a length of stay of at least 24 hours. From the eligible patients’ data sets, we randomly selected 240. The first 120 (the development data set) were used to develop the algorithm; the remaining 120 (the testing data set) were used to validate the algorithm. Because this was a diagnostic accuracy study, no formal power analysis for sample size was conducted. However, for the Global Trigger Tool study [22] and an expected overall adverse event rate of 12.3% as detected by Soop et al [23], a sample size of 240 gives a 95% confidence interval of 8.9%-16.7%. Electronic patient records (n=30) from hospitalized patients were randomly selected each month and checked for eligibility, including their general consent, by one reviewer. Of the 30 records, the first 20 that were eligible were used for chart review each month.

**Data Collection and Management**

Three health care professionals completed the Global Trigger Tool review: 2 nurses as primary reviewers (with 5 years of clinical experience and knowledge of the electronic health record) and a physician (with 10 years of clinical experience). As preparation, reviewers read the Health Care Improvement handbook for the Global Trigger Tool and underwent training provided on the website [9]. Furthermore, the primary reviewers practiced on 15 patient charts, 5 of which were discussed with the physician. The interrater reliability (Cohen κ) on the number of adverse events between the primary reviewers was 0.96 and between the primary reviewers and the physician was 0.98.

**Variables and Measurement**

In order to describe the sample, we also extracted basic patient characteristics, such as age, gender, length of stay, and primary diagnosis, from the electronic health records. All 4 variables were also considered risk factors for falls [3]. We focused on in-hospital fall rates recorded by our algorithm, the Global Trigger Tool, and voluntary incident reports (Table 1). For the in-hospital falls variable we used Hauer et al’s definition [4], which includes 3 categories: assisted falls (eg, when the patient begins to fall and is assisted to the ground by another person); unassisted falls; and falls resulting from syncopes, epileptic seizures, strokes, and hypoglycemia. All types of accidents (eg, sporting, road traffic, work-related) leading to falls as the cause for hospitalization were excluded. Electronic health record reviews using the Global Trigger Tool were limited to 20 minutes. Multimedia Appendix 1 presents details of these variables.

### Table 1. Variables of the algorithm development and validation study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Development: Method as data source</th>
<th>Validation: Method as data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Years at the time of admission</td>
<td>Global Trigger Tool</td>
<td>LPZ/ANQ² measure</td>
</tr>
<tr>
<td>Gender</td>
<td>Female or male sex</td>
<td>Global Trigger Tool</td>
<td>LPZ/ANQ measure</td>
</tr>
<tr>
<td>Length of stay</td>
<td>Number of days in the hospital</td>
<td>Global Trigger Tool</td>
<td>Manual chart review</td>
</tr>
<tr>
<td>Primary diagnose</td>
<td>Cardiac, musculoskeletal, endocrinologic, gastrointestinal, pulmonary, infectious, neurological, psychiatric, cancer, dementia</td>
<td>Global Trigger Tool</td>
<td>LPZ/ANQ measure</td>
</tr>
<tr>
<td>Presence of fall</td>
<td>Yes or no</td>
<td>Algorithm, Global Trigger Tool, voluntary incident reports</td>
<td>Algorithm, manual chart review, LPZ/ANQ-measure</td>
</tr>
<tr>
<td>Fall rates</td>
<td>Number of falls</td>
<td>Algorithm, Global Trigger Tool, voluntary incident reports</td>
<td>Algorithm, manual chart review, LPZ/ANQ measure</td>
</tr>
<tr>
<td>Time for data collection</td>
<td>Time for data collection in hours</td>
<td>Global Trigger Tool</td>
<td>Manual chart review</td>
</tr>
</tbody>
</table>

²LPZ/ANQ: Landelijke Prevalentiemeting Zorgproblemen/Swiss National Association For Quality Development in Hospitals and Clinics.

**Algorithm Development**

For the algorithm development, a positive test case was comprehensively analyzed to identify appropriate data sources within the electronic health record system (Figure 1). Nurses’ and physicians’ narrative progress notes proved the most promising data source. It was important to take both sets of progress notes into consideration, as fall events were not always mentioned by both physicians and nurses. We compiled a list of fall-related terms—fall, fell, slip, floor, etc, which would be used to describe an event. Common terms used in the record were *am Boden (on the floor)*, *ausgerutscht (slipped)*, *Sturz/Stürze (fall/falls)*, *Synkope/synkopiert (collapse/collapsed)*. After identifying the most fall-specific terms, we transformed the words into search strings to build the algorithm. Extraction was performed using the widely used structured query language (SQL) for Oracle Databases.
To distinguish true positives from false positives, algorithm results were compared to those of the manual Global Trigger Tool study in the development set. For false positives, a comprehensive investigation was performed to identify misleading terms. For instance, the German term Boden (floor) was used to report that a patient has been found on the floor. However, the term was also used in other contexts, notably Bodenbett (low-level bed used to reduce the risk of bed fall injuries). As this resulted in a large number of false positive cases, Bodenbett was added to the exclusion criterion in the query.

If an event identified by the manual Global Trigger Tool study was not found by the algorithm, progress notes were analyzed comprehensively to identify further search terms. Since first iterations revealed difficulties distinguishing inpatient falls from fall injuries present on admission, we used a text-mining approach. This identified terms related to emergency situations, for example, emergency or ambulance, or the term at home as indicators of preadmission events. Fall events could also result from critical events (eg, loss of consciousness) or accidents, either of which can lead to emergency hospital admissions on their own.

Through the process described above, selection criteria were defined for patient records (Multimedia Appendix 2). These were used in the algorithm. One of our first steps was to query records indicating the presence of fall events; in subsequent steps we excluded events present on admission. The algorithm’s accuracy was compared to the manual Global Trigger Tool results, then optimized by iteratively testing it with the development set of electronic health record medical charts (Figure 1).

**Study 2: Algorithm Validation Study**

**Sample and Sampling**

From each of the 2 university hospital departments and for the entire rural hospital, 100 patients were randomly selected, for a total sample of 300 patients. In order to have enough patients and the same number from every site, patients were selected based on participation in LPZ/ANQ data collection in 2015, 2016, or 2017. Of a total of 942 patients invited to participate, 705 accepted (75%) for the 3 years. Further inclusion criteria were (1) age ≥18 years, (2) closed and completed patient record, and (3) length of stay ≥24 hours (to avoid outpatients). No formal sample size estimation was conducted. Based on the paper of Schwendimann and colleagues [3], a sample size of 300 yielding a 95% confidence interval ranging of 4.65%-10.89% would be expected.

**Variables and Measurement**

Besides the demographic (age, gender) and diagnostic variables (length of stay, main diagnosis), we focused on the in-hospital fall rates recorded by the 3 methods (Table 1). We also registered the time each method required for data collection. For the fall occurrence variable, we used Hauer et al’s [4] definition and the same inclusion and exclusion criteria as those of our algorithm development study.

**Data Collection and Management**

We used data of patients who participated in the LPZ/ANQ survey, which looks retrospectively at the 30 days before the LPZ/ANQ measurement day. (“Did you fall in the previous 30 days?”) A manual chart review of electronic health records of the 300 patients was carried out using the various electronic health record systems. The electronic health records included patient demographics, diagnoses, clinical data, laboratory results, order entry, reports, and narrative notes. The manual chart review of the 300 electronic health records was performed by a researcher (ED, one of the first authors) with 5 years of clinical experience in internal medicine as well as knowledge of the hospital’s records. Physicians’ and nurses’ progress notes, physicians’ discharge summaries and nurses’ anamneses of every chart were reviewed. To explore the reliability of ED’s manual chart review, the electronic health records of 20 patients for each of the 3 samples from the 2
departments and the rural hospitals site (20% of the overall sample) were double-reviewed by a clinical nurse specialist with at least 5 years of experience in each respective setting. We obtained a Cohen κ of 0.87, indicating good intrarater reliability. Finally, the electronic health record fall detection algorithm was applied by the other first author (BS, informatics nurse) to the full 300-patient sample.

**Algorithm Development and Validation Studies (Study 1 and Study 2)**

**Ethical Considerations**

Ethical approval for this study was obtained from the regional Ethics Committee of Bern (development study: 2016-01720; validation study: 2018-01250). Participants of both studies gave informed consent. For data management in both studies, SharePoint (Microsoft Inc) was used. After the merging of the study sample, the patients’ identification numbers were removed and the patients were coded from 1 to 240 and from 1 to 300 for the development and validation studies, respectively. To minimize bias, ED and BS conducted their analyses independently.

**Data Analysis**

R statistical software was used in Windows for all analyses [24]. Version 3.2.4 of the tm package [25] was used for the text-mining part of the algorithm development; version 3.2.5 was used for all other analyses.

For both the development and validation studies, descriptive analyses with means and percentages were conducted for 5 variables: age, gender, length of stay, main diagnosis of the patients, and time for data collection. To gauge diagnostic accuracy, true positive, false positive, false negative, and true negative fall rates were determined. Furthermore, sensitivity, specificity, positive predictive value, and negative predictive value were calculated for each detection method.

Initially the Global Trigger Tool manual method was considered the gold standard for fall detection [10]. However, we recognized that our algorithm detected valid cases that the manual Global Trigger Tool method did not. For example, where patient records are more extensive due to longer hospitalization, reviewer fatigue can lead to inpatient fall events going unnoticed. Therefore, to test the accuracy in the first study, we created a pseudo gold standard by combining the results of the manual Global Trigger Tool study with those of incident reporting and the electronic health record algorithm in the first study and manual chart review, LPZ/ANQ patient reports, and the algorithm in the second study. For both studies, cases with differences between measures (ie, fall in one method versus nonfall in another) were discussed by ED and BS until an agreement was reached.

**Results**

**Study 1: Algorithm Development**

**Descriptive Analysis**

The mean patient age was 69.3 years (range 18-103). The mean length of stay for patients with fall events of 24.1 (SD 17.6 days) was longer that of the overall study population 13.8 (SD 11.6) days. The study population’s main diagnoses were neurological diseases (48/240, 20.0%), sepsis (37/240, 15.0%), infectious diseases (32/240, 13.3%), and neoplasms (28/240, 11.7%).

**Diagnostic Accuracy**

We report the overall results of the development and validation data sets together (n=240). Twenty fall events were identified by our first composite gold standard and 19 by the development algorithm (sensitivity 95%). The manual Global Trigger Tool method resulted in 18 true positives (90%), whereas incident reporting produced 14 (67%). The manual Global Trigger Tool method and incident reporting produced no false positives, whereas the algorithm resulted in 19 (negative predictive value 99%; positive predictive value 50%); however, most of these related to preadmission fall events: only 2 had no relation to fall events. As noted above, though, while 20 inpatient falls were detected by at least one of the commonly employed methods, the algorithm identified one more legitimate event than the manual Global Trigger Tool method; incident reporting missed 6. For more detailed information see Table 2.
Table 2. Diagnostic accuracy results of the comparison between algorithm and all other detection methods in the development and validation studies.

<table>
<thead>
<tr>
<th>Method</th>
<th>True positive, n</th>
<th>False positive, n</th>
<th>True negative, n</th>
<th>False negative, n</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
<th>Positive predictive value, %</th>
<th>Negative predictive value, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development study, development data set (n=120)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td>11</td>
<td>10</td>
<td>99</td>
<td>0</td>
<td>100</td>
<td>91</td>
<td>52</td>
<td>100</td>
</tr>
<tr>
<td>Manual GTT</td>
<td>9</td>
<td>0</td>
<td>109</td>
<td>2</td>
<td>82</td>
<td>100</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td>Incident reporting</td>
<td>7</td>
<td>0</td>
<td>109</td>
<td>4</td>
<td>64</td>
<td>100</td>
<td>100</td>
<td>96</td>
</tr>
<tr>
<td>Development study, testing data set (n=120)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td>8</td>
<td>9</td>
<td>101</td>
<td>2</td>
<td>80</td>
<td>92</td>
<td>47</td>
<td>98</td>
</tr>
<tr>
<td>Manual GTT</td>
<td>9</td>
<td>0</td>
<td>110</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Incident reporting</td>
<td>7</td>
<td>0</td>
<td>110</td>
<td>3</td>
<td>70</td>
<td>100</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td>Validation study (n=298)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithm</td>
<td>15</td>
<td>17</td>
<td>266</td>
<td>0</td>
<td>100</td>
<td>94</td>
<td>47</td>
<td>100</td>
</tr>
<tr>
<td>Manual chart review</td>
<td>14</td>
<td>0</td>
<td>283</td>
<td>1</td>
<td>93</td>
<td>100</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>ANQ measure</td>
<td>5</td>
<td>0</td>
<td>283</td>
<td>10</td>
<td>33</td>
<td>100</td>
<td>100</td>
<td>97</td>
</tr>
</tbody>
</table>

aGTT: Global Trigger Tool.
bANQ: Swiss National Association For Quality Development in Hospitals and Clinics.

Study 2: Algorithm Validation

Descriptive Analysis

Two patients were excluded because they were minors (<18 years), reducing the total sample to 298 adult inpatients (age: mean 65.3, SD 18.0 years; length of stay: mean 12.1, SD 13.2 days), of which 152 (51.0%) were female (153/298). The most common diagnoses were cardiac (170/298, 57.0%), musculoskeletal (165/298, 55.4%), and endocrine diseases (88/298, 29.5%). The demographics of patients with in-hospital falls versus those without falls did not show any significant differences; however, patients with falls stayed longer in hospital (mean 22.6, SD 19.0 days versus mean 11.5, SD 12.6; P=.03). For the manual chart review, ED spent roughly 54 hours (time per record: mean 10.8 minutes).

Diagnostic Accuracy

The pseudo gold standard detected 15 falls over the 3606 patient-days (4.16 falls per 1000 patient days) covered by the data period for our study sample (2015-2017). The algorithm recognized all 15 fall events (sensitivity 100%), and the manual chart review identified 14 fall events (93%), whereas the ANQ measure identified only 5 (33%). The algorithm produced no false negatives but 17 false positives, leading to a negative predictive value of 100% and a positive predictive value of 47%. For more detailed information see Table 2.

Discussion

Principal Findings

For this study, we first developed an electronic health record algorithm in a single-site sample of 240 patients (development study). We then validated the electronic health record algorithm in a 298-patient sample in 3 departments on 2 sites (validation study). From an epidemiological point of view, the fall rates of 8.3 (development study) and 4.2 (validation study) per 1000 patient-days fit within the range of 2.2-8.9 per 1000 patient-days for Switzerland reported elsewhere [2,3]. For both of our samples, the electronic health record algorithm showed very high sensitivity (95% and 100%), as confirmed by a pseudo gold standard combining the Global Trigger Tool, chart review, voluntary incident reporting, and patient reports of falls. Incident reporting achieved a sensitivity of 67%, the Global Trigger Tool achieved a sensitivity of 90%, manual chart review achieved a sensitivity of 93%, and the patient-reported method of the LPZ/ANQ achieved a sensitivity of only 33%. In the validation study, we found the algorithm’s specificity decreased to 94%, reflecting 17 false positives.

Although the Global Trigger Tool in the development study and manual chart review for falls in the validation study are viewed as the most sensitive methods to identify adverse events [6], our electronic health record algorithm performed slightly better than both, identifying one additional fall in our sample. Unlike manual chart review, the electronic health record algorithm automatically retrieves and evaluates fall cases and is not prone to the subjective weaknesses of manual review, including shortfalls of time, training, or stamina [17-21]. The algorithm’s main disadvantage is its tendency to flag false positive cases, which reduced its positive predictive value to 50% in the development study and 47% in the validation study. All other methods shared a positive predictive value of 100%, as they produced no false positives.

Looking more closely at our algorithm’s false positives, we found that all indicated actual falls, but that the falls had occurred before admission; in several cases, falls were even the reason for admission. While the presence of false positives necessitates further manual screening, the time and effort that this requires is far less than that required for full manual chart review or application of the Global Trigger Tool. For example,
while our validation study required 3218.4 minutes (298 patient records × 10.8 minutes) for full manual chart review, based on the mean time spent to review each case, identifying the 17 false positives took only 345.6 minutes ((17 patient records × 15 patient records) × 10.8 minutes)—roughly an 89% reduction.

Additionally, while we will continue to adjust the algorithm to distinguish between preadmission and inpatient falls, a history of falls is an extremely important fall risk indicator [26,27]: identifying any falls will contribute to fall prevention [3,28]. Nevertheless, the argument in favor of using our algorithm for inpatient fall detection is a matter of efficiency: instead of requiring 10 minutes per case for a full manual review or 20 to apply the Global Trigger Tool, the algorithm requires only a few seconds, after which only the positive results (roughly 11% of the full case number) require review. The algorithm can detect falls near real time and can be used on a daily or weekly basis while the patient is still in hospital. Detection during the patient stay is probably less relevant for the clinical management of individual patients but could provide a management tool to identify areas with unusually high fall incidence, which could be supported by additional resources.

Another vitally important value this study provides is the transferability of the electronic health record algorithm to other departments and institutions with a broad range of electronic health record systems. As data sources, electronic health records are rich but often somewhat chaotic, adding to the complexity of adverse event detection. Terms used to report fall events vary between settings, which could limit an algorithm’s performance [29]. However, in our validation study, the same unmodified version of our algorithm returned excellent results in 3 clinical departments on 2 sites (using 2 electronic health record systems) [30-32].

In contrast, the LPZ/ANQ measure identified only 5 of 15 confirmed fall events. Underreporting and nonreporting are possible and frequent with this method, as it depends on each patient’s capacity to remember and report fall events. It is well-established that retrospective reports depend on the cognitive, mental, and physical condition of the patient at the moment of the interview [33]. In addition, a patient might not know what qualifies as a fall (such as when the patient begins to fall and is assisted to the ground by another person). The low count of the LPZ/ANQ-measure is also explained by their 1-point prevalence measurement, which only captures falls from admission until the LPZ/ANQ measurement date. Because the prevalence measure can occur on any day of the hospital stay of the patients only half of the length of stay will be taken into account. If falls occur evenly distributed throughout the hospital stay the number of falls detected is also cut in half. As the LPZ/ANQ detected only about one-third or less of our sample’s in-hospital falls (5 versus 15), we can only conclude that it cannot provide robust prevalence rates. Although it is not unreasonable to assume that the described biases will be similar across hospitals [34], the extent of this method’s underreporting and the high cost of each primary data collection on a national scale raise doubts about its overall value.

The use of highly sensitive electronic health record algorithms to detect adverse events and small-scale validation studies such as ours opens up at least 2 productive pathways for future research. First, the current algorithm allows expanding data sets by manual screening of the cases identified by the algorithm. With the same resources (validation study 300 records), we are now able to screen 3000 records. Such a data set could then be used for refining the algorithm to improve the specificity but also allows for conducting substantive analysis (eg, on risk factors of falls). Second, the study design could serve as a template for developing additional electronic health record adverse event detection algorithms. This is particularly interesting when exploring the association of structural and process measures with quality of care outcomes in a causal inference data-fusion framework [35]. Data fusion in this context would allow using data from a validation study to overcome measurement error in routine electronic health record data.

**Limitations**

This study is subject to several notable limitations. First, the quality of any algorithm’s results cannot surpass that of the documentation upon which it is based, that is, the quality and the completeness of the documentation define the limits of the algorithm’s performance [17,29]. Therefore, heavy workloads, which influence documentation quality, also influence our algorithm’s capacity to detect falls. In case of acute situations, documentation is often done on paper and later transcribed to the electronic health record, which can lead to missing information [17]. While these limitations also apply to other fall detection methods [29], both the Global Trigger Tool and manual review draw their data from broader sources, which may increase the chances of detecting traces of an event. The small sample size for both the development and the validation studies, as well as the lack of a true gold standard represent other limitations.

Finally, we based our selection of patients on the LPZ/ANQ measure, which suffers from selection bias: patients who did not speak one of the Swiss national languages, had cognitive limitations (eg, dementia or delirium), were dying or in unstable states were excluded. For example, in our validation study, only 75% of the patients participated in the LPZ/ANQ data collection.

**Conclusions**

For this study, we successfully developed and evaluated a newly developed algorithm for fall detection, which we tested in the electronic health records of 3 different departments situated on 2 sites. Weighing the advantages and disadvantages of the different methods used in this study, our algorithm is extremely attractive: of all the methods employed in the tests, our fall detection algorithm offered the highest sensitivity with by far the smallest time investment. And although it produced false positives, thereby necessitating a manual chart review of all identified cases, the overall time investment and sensitivity were roughly 90% better than those for the other methods with comparable sensitivity. Applied in near real time, the algorithm can record in-hospital fall events at least as effectively as manual chart review or the Global Trigger Tool but requires a small fraction of the time or human resources demanded by either. Not only will this algorithm contribute to a better understanding of inpatient falls, it will also highlight fall-influencing factors, thereby helping identify the patients with the highest risk of
falls, all of which will promote development and targeting of preventive interventions. Each implementation of this algorithm will offer an opportunity to fine-tune it, particularly to distinguish between inpatient and preadmission falls (false positives). Further research on this algorithm using a larger data sample or using the algorithm on a weekly basis can generate further data and feedback in order to improve it.
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Abstract

Background: Interest in the measurement of the temporal dynamics of people’s emotional lives has risen substantially in psychological and medical research. Emotions fluctuate and change over time, and measuring the ebb and flow of people’s affective experiences promises enhanced insights into people’s health and functioning. Researchers have used a variety of intensive longitudinal assessment (ILA) methods to create measures of emotion dynamics, including ecological momentary assessments (EMAs), end-of-day (EOD) diaries, and the day reconstruction method (DRM). To date, it is unclear whether they can be used interchangeably or whether ostensibly similar emotion dynamics captured by the methods differ in meaningful ways.

Objective: This study aims to examine the extent to which different ILA methods yield comparable measures of intraindividual emotion dynamics.

Methods: Data from 90 participants aged 50 years or older were collected in a probability-based internet panel, the Understanding America Study, and analyzed. Participants provided positive and negative affect ratings using 3 ILA methods: (1) smartphone-based EMA, administered 6 times per day over 1 week, (2) web-based EOD diaries, administered daily over the same week, and (3) web-based DRM, administered once during that week. We calculated 11 measures of emotion dynamics (addressing mean levels, variability, instability, and inertia separately for positive and negative affect, as well as emotion network density, mixed emotions, and emotional dialecticism) from each ILA method. The analyses examined mean differences and correlations of scores addressing the same emotion dynamic across the ILA methods. We also compared the patterns of intercorrelations among the emotion dynamics and their relationships with health outcomes (general health, pain, and fatigue) across ILA methods.

Results: Emotion dynamics derived from EMAs and EOD diaries demonstrated moderate-to-high correspondence for measures of mean emotion levels (ρ≥0.95), variability (ρ≥0.68), instability (ρ≥0.51), mixed emotions (ρ=0.92), and emotional dialecticism (ρ=0.57), and low correspondence for measures of inertia (ρ≥0.17) and emotion network density (ρ=0.36). DRM-derived measures showed correlations with EMAs and EOD diaries that were high for mean emotion levels and mixed emotions (ρ≥0.74), moderate for variability (ρ=0.38-.054), and low to moderate for other measures (ρ=0.03-0.41). Intercorrelations among the emotion dynamics showed high convergence across EMAs and EOD diaries, and moderate convergence between the DRM and EMAs as well as EOD diaries. Emotion dynamics from all 3 ILA methods produced very similar patterns of relationships with health outcomes.

Conclusions: EMAs and EOD diaries provide corresponding information about individual differences in various emotion dynamics, whereas the DRM provides corresponding information about emotion levels and (to a lesser extent) variability, but not about more complex emotion dynamics. Our results caution researchers against viewing these ILA methods as universally interchangeable.

(J Med Internet Res 2020;22(9):e19201) doi:10.2196/19201
Introduction

The use of intensive longitudinal assessments (ILAs) in medical research has risen dramatically over the last few decades. In ILA studies, participants rate their experiences (eg, positive and negative affective states) repeatedly over time, often using electronic data collection via the internet or smartphones. The family of ILA methods encompasses real-time data collection as realized in ecological momentary assessments (EMAs) [1] and end-of-day (EOD) diaries [2] and the day reconstruction method (DRM) [3]. ILA methods offer several advantages compared with conventional types of assessment (eg, traditional questionnaires or clinical interviews). By inquiring about experiences that occurred over brief periods (eg, the past few minutes or the last day) in people’s natural environments, ILA methods reduce recall bias and reliance on memory heuristics and can provide self-reports with improved ecological validity. In addition, the fine-grained data resulting from densely repeated assessments can be used to examine short-term, within-person processes that cannot be captured with traditional cross-sectional study designs [4,5].

ILA methods offer many novel insights into people’s health and emotional functioning. For a long time, mental health research has predominantly focused on individuals’ average levels of emotions. However, many aspects of people’s emotional lives are not captured by how they feel on average. ILA adds a needed time dimension that allows assessment of the ebb and flow of subjective experiences and emotions. In many ways, ILA methods encourage a paradigm shift, changing the focus from emotions as static entities to studying them as dynamic processes [6]. For example, many mental health problems, including borderline personality disorder and bipolar disorder, are characterized by emotion dynamics, including increased intrapersonal variability or instability in affect [7-9].

Relatedly, the degree to which people’s feelings are self-predictive or linger over time (described as emotional inertia or emotion network density) has been viewed as an important indicator of problems with successful emotion regulation [9-11] and as an important feature of mental health. Emotion dynamics may also be associated with physical health. The dynamic interplay of positive and negative affective states (the ability to experience positive and negative affective states in concert, emotional dialecticism, or mixed emotions) has been proposed as an indicator of emotional complexity and has been shown to benefit health outcomes [12,13].

An important advantage of ILAs is the ability to capture individual differences in emotion dynamics directly from repeated assessments. Researchers have enthusiastically embraced this possibility and have constructed measures of emotion dynamics from a range of ILA data sources, including EMAs, EOD diaries, and the DRM. EMAs have often been regarded as a gold standard among ILA methods in that respondents describe their momentary experiences as they are happening in real time (or close to real time) [1]. However, EMAs are relatively expensive to implement and burdensome for participants. EOD diaries, wherein respondents complete a single rating at the end of each day (often using a 24-hour recall period), represent a less costly and more practical alternative that is frequently used for the study of emotion dynamics [9]. The DRM offers yet another alternative that affords a granular assessment of emotional experiences over the course of a day [3,14]. This method has respondents first revive memories of (ie, reinstatiate) the previous day by asking them to divide the day into episodes; for each episode of the day, respondents then provide information about what they were doing and rate their emotional experiences. Compared with EOD diaries and EMAs, the DRM has found less widespread attention in research on emotion dynamics [13]. However, the fact that respondents complete the DRM in a single session (eg, administered over the internet) makes it an attractive method for this purpose because it can be readily implemented with large samples to address population-level research questions [3].

It is often implicitly assumed that data from different ILA methods can be used interchangeably to construct measures of emotion dynamics, even though the specific emotion processes captured by the methods differ in possibly meaningful ways (Table 1). For instance, whereas EMA and the DRM collect information based on relatively brief time intervals between assessments (over periods of hours), EOD diaries provide 1 assessment per day. It is not at all clear that emotion regulation processes occur in similar ways across these different timescales [6]. In addition, whereas EMA protocols typically capture emotion fluctuations that occur both within and across days, EOD diaries target between-day variation, and the DRM is limited to within-day variation (given that the DRM is typically administered only for a single day). The reasons for day-to-day fluctuations in emotions may be conceptually quite different from those generating intraday fluctuations. Furthermore, compared with EMAs, both EOD diary and DRM ratings require retrospection, which can introduce recall bias. Memory heuristics in EOD diary recall (eg, reporting the most salient or peak experiences) have been shown to distort estimates of people’s average experience levels to some extent [15,16], and the assessment of dynamic aspects of emotions may be similarly (or even more) distorted by these memory processes. Another consideration is that a lower number of data points per person negatively impacts the reliability of measures of emotion dynamics [17]; administering the DRM for a single day (ie, the previous day) puts an upper limit on the number of episodes obtained per person, whereas the number of assessments in EMAs and EOD diaries is determined by the research design. In addition, in contrast to EMAs and EOD diaries, the DRM leaves the selection of the number and temporal spacing of episodes to the respondents. This self-selection of episodes may introduce potential selection biases if the experiences respondents choose to report systematically differ from those that are not reported.
Table 1. Comparison of ecological momentary assessments, end-of-day diaries, and day reconstruction method measurement features.

<table>
<thead>
<tr>
<th>Measurement characteristics</th>
<th>Intensive longitudinal assessment methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EMA&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Environmental or ecological context</strong></td>
<td></td>
</tr>
<tr>
<td>Temporal dynamics covered</td>
<td>Within-day and across multiple days</td>
</tr>
<tr>
<td>Spacing between targeted experiences</td>
<td>Several minutes to several hours</td>
</tr>
<tr>
<td>Timing of completion of assessments</td>
<td>Completed in succession over the course of each day</td>
</tr>
<tr>
<td><strong>Reliance on recall</strong></td>
<td></td>
</tr>
<tr>
<td>Targeted reporting period</td>
<td>Moments or very short time periods</td>
</tr>
<tr>
<td>Participant recall required</td>
<td>Moment (working memory)</td>
</tr>
<tr>
<td><strong>Potential for selection bias</strong></td>
<td></td>
</tr>
<tr>
<td>Selection of targeted experiences</td>
<td>Number and spacing of moments determined by prompting schedule</td>
</tr>
<tr>
<td><strong>Reliability of measures of emotion dynamics</strong></td>
<td></td>
</tr>
<tr>
<td>Targeted number of measurement occasions</td>
<td>Dependent on prompting schedule (total of 42 in this study)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMA: ecological momentary assessment.
<sup>b</sup>EOD: end-of-day.
<sup>c</sup>DRM: day reconstruction method.

Given that research on emotion dynamics derived from ILA is relatively new, researchers are using these measures without solid empirical knowledge about the impact that different ILA methods may have on their findings. To address this problem, this study aims to directly examine the extent to which common ILA methods produce comparable or dissimilar measures of intraindividual emotion dynamics. We used affect ratings collected using EMAs, EOD diaries, and DRM from the same individuals to derive many of the most commonly used measures of emotion dynamics from each method (including mean affect levels; affect variability, stability, and inertia; and emotion network density, emotional dialecticism, and mixed emotions) and examined the convergent validity of these measures across ILA methods. To address the question of whether the use of different ILA methods hampers the reproducibility of findings in health research, we further examined the extent to which measures of emotion dynamics constructed from each of the 3 methods demonstrate corresponding relationships with physical health outcomes (general health, pain, and fatigue). As the relationships between emotion dynamics and physical health are of particular interest in research on later points of the adult life span, this study focused on adults aged 50 years and older.

**Methods**

**Participants and Procedures**

The data for this study were collected as part of a larger project conducted in the Understanding America Study (UAS). The UAS is a probability-based internet panel maintained at the University of Southern California (USC) Center for Economic and Social Research [18]. It comprises about 8000 panel members, including about 3500 respondents aged 50 years or older. In contrast to convenience (opt-in) panels, where people self-select to participate, UAS panel members are recruited through nation-wide, address-based sampling. UAS respondents without previous internet access are equipped with a tablet and broadband internet. In 2017, the UAS started building a data collection environment to enable ILA research with a nationally representative sample [19]. As is typical for large-scale internet panels, UAS panelists answer various surveys on a regular basis, but their level of participation typically does not rise to the magnitude of involvement required for ILAs. The goal of the original study was to demonstrate the feasibility of implementing ILA methods in older participants in this national internet panel. The data for this study were collected between July 2017 and September 2018 during the pilot waves of this project.

The study was approved by the USC Institutional Review Board. UAS panelists aged 50 years or older who were using iOS or Android mobile devices were eligible to participate in the pilot waves. Respondents were screened for current smartphone usage for the purposes of EMA data collection (about 30% were deemed ineligible because they did not use iOS or Android mobile devices). Eligible respondents were provided with information about the project and asked if they were willing to participate. Participants were selected randomly among eligible respondents who consented to participate, with a consent rate...
EMAs

EMA data were collected on participants’ own mobile phones with an app programmed using NubiS software. NubiS is an open-source, secure data collection, storage, and dissemination system developed by the Center of Economic and Social Research at USC. On each study day, respondents were prompted through cell phone beeps to complete EMA questions 6 times per day. Participants could specify the first and last possible prompt time for each day in the app before data collection, where the first prompt could be selected to occur between 6 AM and 11 AM and the last prompt between 7 PM and 11 PM of each day. Prompts were delivered using a stratified random sampling scheme that generated consecutive random prompts within the user-specified time window with a uniform probability between 0.75×(time window/6) and 1.10×(time window/6) hours (approximately between 1 and 3 hours) after the previous prompt. Each time the respondents received the prompt, they had 8 min to start answering questions. A reminder prompt was sent halfway during the 8-min time window if a participant did not immediately respond to an incoming prompt. Respondents were instructed not to respond to any prompt when they were driving and answer questions only if they were in a safe, secure, and private place. Each EMA survey included questions about location, social environment, and physical symptoms that were not analyzed here. The questions examined in this study were “before the prompt, how happy were you feeling” (PA), and “before the prompt, how dejected/blue/downhearted were you feeling” (NA). Responses were given on a 0 to 100 horizontal visual analog scale with anchors that ranged from not at all to extreme.

EOD Diaries

Respondents were asked to complete a web-based EOD diary survey in the evening (after 6 PM) of each of the 7 study days. Respondents completed the daily diaries using their laptops or tablets in their UAS account. The EOD diary survey questions paralleled those used in the EMA reports. The PA question was, “please move the slider to represent how happy you felt today,” and the NA question was, “please move the slider to represent how dejected/blue/downhearted you felt today.” Responses were given on a 0 to 100 horizontal visual analog scale with anchors that ranged from not at all to extremely.

DRM

The DRM was administered on the web once between days 2 and 7 of the study after participants had completed the daily diary questions. Participants were first asked when they woke up on the previous day and for how many hours they were awake. Next, they were asked to “think of yesterday as a series of scenes in a movie” and to divide the day into episodes. Starting at the time they woke up, participants entered a label (using open-ended text entry) for the first episode that best described what they did during that time, specified an ending time for the episode, and clicked next to move to the next episode. This process was repeated for subsequent episodes until participants reached the end of the day. Participants were told that many people define episodes that last between 15 min and 2 hours, but they were encouraged to define as many episodes as made sense to them and could specify episodes of any duration. If participants were awake for more than 24 hours, they were asked to enter episodes for the first 24 hours they were awake. After the complete day had been reconstructed, participants completed questions about where they were, whom they interacted with, and how they felt during each episode. Consistent with the rating scale format used in the original DRM [3], emotions were rated on a 7-point scale from 0=not at all to 6=very much. Participants were asked to “please rate each feeling on the scale given,” and the emotions presented included happy (PA) and sad (NA). As the number of scale points used in the DRM differed from the number of scale points used in EMAs and EOD diaries, the DRM scores were transformed into a 0 to 100 scale using the following formula: transformed score=100×(original score+0.5)/7 [20].

Construction of Measures of Emotion Dynamics

The selection of measures of emotion dynamics was guided by previous reviews of the most commonly employed measures in applied research settings [9,11,21]. All measures were calculated in the same way for each ILA method based on each respondent’s PA and NA ratings across moments (EMAs), days (EOD diaries), or episodes (DRM). To be included in the analyses, we required that a participant provide at least 4 observations for each of the ILA methods, which was deemed the minimum number of observations required to reasonably compute the various measures.

Mean PA and NA Levels

Measures of an individual’s mean PA and NA levels represent the most well-known and prominent indicators of psychological well-being. For each ILA method, they were calculated by taking the average of each respondent’s ratings across assessment time points, separately for PA and NA.

Variability of PA and NA

Emotion variability captures the magnitude (or amplitude) of fluctuations of a person’s emotional states around the person’s average emotion level [22]. Measures of variability were created by calculating the within-person SD of each respondent’s PA and NA ratings across assessment time points.

Instability of PA and NA

Emotional instability measures differ from variability measures in that they explicitly consider the temporal ordering of affective states. Specifically, emotional instability refers to the magnitude of shifts in PA and NA levels across consecutive assessments [7]. The root mean square successive difference measure was used for this purpose, which was calculated by taking the
average of the squared differences between successive ratings and taking the square root of this average for each respondent.

**Inertia of PA and NA**

The concept of emotional inertia refers to the degree to which an individual’s emotions are resistant to change, such that levels of PA or NA persistently carry on over time. Inertia is commonly operationalized using the first-order autocorrelation of consecutive measurements in a time series to capture the temporal dependency of a person’s PA and NA ratings [10]. Correspondingly, we obtained measures of inertia in PA and NA as the person-specific autoregressive slope in regression models in which an affect rating at one time point predicts the rating of the same affect item at the subsequent measurement time point.

**Emotion Network Density**

The concept of emotion network density is an extension of the inertia concept to multiple affect items. It evaluates the degree to which multiple emotions predict each other over time, reflecting the extent to which a person’s overall system of PA and NA states is resistant to change. Whereas measures of inertia are calculated separately for each affect item, network density combines the temporal dependencies of multiple affect items in a single measure [23,24]. For 2 emotion items, it comprises the sum of the absolute value of 4 lagged parameters in a vector autoregressive model involving 2 autoregressive and 2 cross-lagged parameters of PA and NA. Specifically, we obtained the person-specific (autoregressive and cross-lagged) parameters of PA and NA (entered simultaneously as within-person centered predictors) in regression models in which either PA or NA served as the outcome variable. The network density measure was then created by taking the absolute value of the 4 regression parameters and calculating the sum of these absolute values separately for each person.

**Mixed Emotions**

The experience of mixed (or bittersweet) emotions has been conceptualized as the extent to which both PA and NA are felt together at the same point in time. The construct of mixed emotions involves the simultaneous activation (or co-occurrence) of both positive and negative experiences [13]. Simply knowing whether an individual has high average levels of PA or NA over time may tell us nothing about whether they experienced a blending of PA and NA at any given point in time [25]. Following previous research, a measure of mixed emotions was calculated using the MIN index [13,25,26]. The index is based on the ambivalence metric proposed by Kaplan [27], which is defined as total affect (the sum of ratings for PA and NA) minus polarity (the absolute difference between ratings for PA and NA) for a given time point. Arithmetically, this formula is equivalent to taking (2 times) the smaller value of the PA and NA ratings (ie, MIN [PA, NA]) at a given time point [28], such that the MIN index is high only if both emotions co-occur at high levels at that time point. The MIN index was calculated for each time point and averaged across the assessment time points of each respondent.

**Emotional Dialecticism**

The concept of emotional dialecticism (the reverse of the concept of affective bipolarity) refers to the degree to which individuals tend to experience PA and NA independently from each other rather than as bipolar opposites [29,30]. Although conceptually similar to mixed emotions, the measure is calculated as the within-subject correlation between PA and NA ratings of each respondent [29]. As the correlation between PA and NA is expected to be negative on average, more strongly negative values (ie, values approaching a correlation of −1.0) on the measure represent less dialecticism, and less strongly negative values (ie, values approaching or exceeding a correlation of 0) represent more dialecticism.

Several additional considerations regarding the calculation of the measures of emotion dynamics are noteworthy. First, measures that take the temporal ordering into account (ie, measures of emotional instability, inertia, and emotion network density) require that the time intervals between 2 consecutive measurements are approximately equal. For this reason, when calculating these measures from EMA data, time periods from the evening of one day to the morning of the next day were omitted, as were momentary ratings that occurred after a time gap of more than 10 hours. Similarly, consecutive DRM ratings that were more than 10 hours apart from each other (measured from the midpoint of one episode to the midpoint of the next episode) were omitted when calculating these measures. Second, measures of emotion dynamics that involve lagged within-person relationships (ie, measures of inertia and emotion network density) are prone to high imprecision because of sampling error unless the number of measurement occasions is very large [17]. As the number of occasions in this study was relatively modest (especially for daily diaries), we used multilevel models to obtain empirical Bayes estimates of the person-specific regression parameters for calculating the inertia and network density measures. Compared with parameters from regression models that are estimated separately per respondent, the multilevel approach yields more precise parameter estimates for individual respondents [31].

**Health Variables**

Self-reported general health, pain, and fatigue were measured at the end of each of the 7 study days as part of the EOD diary assessments. For each health variable, the 7 scores were averaged into a summary measure for each person. Self-reported health was measured with the question “How was your health today?” with response options from the Short Form 36 general health item (excellent, very good, good, fair, or poor) [32]. To assess pain severity and fatigue levels, participants were asked to rate the following statements, your average level of bodily pain (no pain at all to extreme pain) and how fatigued (ie, weary or tired) you were (no fatigue at all to extreme fatigue), using a 0 to 100 horizontal visual analog scale.

**Statistical Analysis**

Data analyses were performed in 3 broad steps. The first step of the analysis examined the extent to which the 3 ILA methods (ie, EMAs, EOD diaries, and DRM) yielded comparable scores for each emotion dynamic. To accomplish this, we compared
the same emotion dynamic across the ILA methods. Differences in mean scores were tested using analysis of variance (ANOVA) procedures with an ILA method as a within-person (ie, repeated measures) factor. An omnibus test of overall mean differences between the 3 methods was conducted first, followed by Bonferroni-adjusted pairwise tests of mean differences between the methods. For correlations of emotion dynamic measures between ILA methods, we roughly considered correlations of 0 to 0.35 as low, 0.36 to 0.67 as moderate, 0.68 to 0.89 as high, and 0.90 to 1.00 as indicating very high correspondence, following conventions [33]. To test whether the correlations differed between pairs of ILA methods (such that some ILA methods more highly correspond with each other than with other methods), we used Fisher r- to z-transformed correlation coefficients and conducted Wald tests for differences in dependent correlations as implemented in Mplus version 8.4 (Muthén & Muthén) [34].

Whereas the first analysis step considered each measure of emotion dynamics separately, the second set of analyses examined how the measures are interconnected within each ILA method. Different measures of emotion dynamics may positively or negatively relate with each other in complex ways, and these relationships can be viewed to form a system or network of interdependencies among different features of emotional experience. Thus, evidence that the pattern of associations among the various measures corresponds across ILA methods would support the convergent validity of the methods. To examine this, we first inspected the structure of interconnections graphically using network visualization in the R package qgraph [35]. This technique represents a correlation matrix as a network in which each measure of emotion dynamics is represented as a node, and their interconnections are shown as edges between the nodes, allowing for a visual comparison of the correlation networks between ILA methods. To quantify the similarity of the correlation networks across ILA methods, we capitalized on centrality indices used in network analysis. In centrality analysis, the emotion dynamics are ordered in terms of the degree to which they occupy a central place in the overall network and exhibit many strong associations. We focused on the simplest centrality metric, node strength, which was calculated for each emotion dynamic as the sum of its absolute correlations with all other emotion dynamics in the network [36]. The ordering of the emotion dynamics’ centralities was then descriptively compared across the ILA methods.

The third step examined the extent to which measures of emotion dynamics constructed from the different ILA methods demonstrate corresponding correlations with the health outcomes (general health, pain, and fatigue). To statistically compare the correlations of each emotion dynamic across the different ILA methods, we conducted Wald tests for differences in dependent Fisher r- to z-transformed correlation coefficients. In addition, effect sizes (Cohen $q$, where values of 0.1, 0.3, and 0.5 can be interpreted as small, medium, and large effects, respectively) were calculated to quantify the magnitude of differences in the correlations between ILA methods. $P$ values <.05 were considered significant for all analyses.

Results

Descriptive Characteristics

A total of 100 participants completed assessments using all 3 ILA methods, with 10 participants being excluded from the analyses because they provided less than 4 observations for at least one of the ILA methods (1 participant had fewer than 4 observations for all ILA methods, 3 for EMA, and 6 for the DRM), resulting in an analysis sample of 90 participants. The mean age of the analyzed sample was 62.4 years (SD 7.7; range 51-87 years), 57% (51/90) were female, and 63% (57/90) were married. The sample was predominantly White (72/90, 80%) and non-Hispanic (83/90, 92%). The median household income was in the category between US $60,000 and US $74,999, and 57% (51/90) had a college degree. About half (42/90, 47%) were currently working, and about one-third (32/90, 36%) indicated that they were retired. Participants who were excluded from the analyses were less likely to hold a college degree ($P$=.04) but otherwise did not differ from the analysis sample on these demographics.

In terms of participants’ compliance with the ILA protocol, the mean number of completed EMA prompts per person in the analyzed sample was 29.9 (SD 11.2; median 34) out of 42 possible ratings (6 per day across 7 days), yielding an average EMA completion rate of 71.2% (29.9/42). EOD diaries were, on average, completed on 6.9 (SD 0.5; median 7) out of the 7 days, yielding an average completion rate of 99.0% (6.9/7). For the DRM, the mean number of episodes provided per person was 11.8 (SD 5.7; median 11.0), which is roughly comparable with previous research using the DRM [3].

As the expected values of emotion dynamics that involve lagged within-person associations depend on the length of the lag (ie, autocorrelations are expected to be, on average, lower, the longer the lag time is), descriptive statistics for the time distances between ratings for each ILA method were also examined. For EMA prompts, the average distance between assessments (after elimination of overnight gaps and gaps >10 hours) was 2.13 hours (SD 0.89; median 1.94), with an IQR of 1.70 to 2.18 hours. The average time distance between consecutive EOD diaries was 24.01 hours (SD 2.16; median 24.05; IQR 23.32-24.76 hours). For the DRM, the average distance between the midpoints of consecutive episodes was 1.68 hours (SD 1.25; median 1.25; IQR 0.58-2.25 hours).

To evaluate the proportion of the total variance in affect that was accounted for by stable, trait-like differences as opposed to within-person fluctuations, intraclass correlations of PA and NA ratings were calculated for each ILA method, computed as the ratio of between-person variance to total (sum of within- and between-person) variance in ratings. The intraclass correlations were 0.63 (PA) and 0.54 (NA) for EMA reports; 0.57 (PA) and 0.53 (NA) for EOD reports; and 0.60 (PA) and 0.51 (NA) for DRM reports. Thus, between 37% (151.4/403.8) and 43% (175.6/410.9) of the variance in PA was within-person, and between 46% (142.6/311.2) and 49% (121.2/249.2) of the variance in NA was within-person, with consistency across the 3 ILA methods.
Correspondence of Measures of Emotion Dynamics Across the ILA Methods

ANOVA models yielded no significant differences between the ILA methods for measures capturing mean levels in PA and NA, PA variability, and PA instability, whereas significant method differences were evident for the remaining measures of emotion dynamics (Table 2). In pairwise comparisons between the ILA methods, the averages of measures from EMAs and EOD diaries did not significantly differ from each other, with one exception: the average inertia for NA was smaller for EOD diaries than for EMAs. This difference is consistent with expectations, given a longer lag time between EOD diary assessments compared with the lag times between EMAs. For DRM-derived measures, the averages were less comparable with those from the other ILA methods. The DRM yielded higher averages of inertia for PA and NA, and a higher emotion network density, compared with both EMAs and EOD diaries (consistent with the shorter time lags of the DRM). In addition, the DRM yielded lower average scores for NA variability and NA instability and higher scores for mixed emotions and emotional dialecticism compared with both EMAs and EOD diaries (Table 2).

The correlations between measures derived from EMAs and EOD diaries suggested very high correspondence (ρ>0.90) between these 2 methods for individuals’ mean PA levels, mean NA levels, and mixed emotions, and high correspondence (ρ=0.68 and 0.80) for measures of PA and NA variability (Table 3). EMA- and EOD diary–derived measures further showed moderate-to-high correspondence (ρ ranging between 0.51 and 0.70) for PA and NA instability and emotional dialecticism measures, and low-to-moderate correspondence (ρ ranging between 0.17 and 0.57) for measures of PA and NA inertia and emotion network density. For most of the measures derived from the DRM, the correlations with both EMAs and EOD diaries were significantly weaker by comparison (Table 3). Specifically, the DRM showed high correspondence with EMAs and EOD diaries (ρ ranging between 0.74 and 0.80) for individuals’ mean PA levels, mean NA levels, and mixed emotions, moderate correspondence (ρ between 0.38 and 0.54) for PA and NA variability measures, low-to-moderate correspondence (ρ between 0.19 and 0.41) for PA and NA instability measures, and low correspondence (ρ between 0.03 and 0.32) for the remaining measures (PA and NA inertia, emotion network density, and emotional dialecticism).

Table 2. Mean (SD) of measures of emotion dynamics for each assessment method.

<table>
<thead>
<tr>
<th>Emotion dynamic</th>
<th>Assessment method, mean (SD)</th>
<th>ANOVAa of mean differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EMAb</td>
<td>EODc diary</td>
</tr>
<tr>
<td>PA mean level</td>
<td>66.24 (16.1)</td>
<td>68.40 (16.1)</td>
</tr>
<tr>
<td>NA mean level</td>
<td>12.60 (13.3)</td>
<td>12.12 (14.7)</td>
</tr>
<tr>
<td>PA variability</td>
<td>11.29 (4.6)</td>
<td>11.65 (6.7)</td>
</tr>
<tr>
<td>NA variability</td>
<td>9.05 (7.3)</td>
<td>9.02 (9.3)</td>
</tr>
<tr>
<td>PA instability</td>
<td>12.92 (6.3)</td>
<td>14.51 (9.1)</td>
</tr>
<tr>
<td>NA instability</td>
<td>10.41 (8.8)</td>
<td>11.08 (11.6)</td>
</tr>
<tr>
<td>PA inertia</td>
<td>0.41 (0.1)</td>
<td>0.38 (0.1)</td>
</tr>
<tr>
<td>NA inertia</td>
<td>0.34 (0.1)</td>
<td>0.26b (0.1)</td>
</tr>
<tr>
<td>Network density</td>
<td>0.86 (0.2)</td>
<td>0.91 (0.2)</td>
</tr>
<tr>
<td>Mixed emotions</td>
<td>10.90 (10.6)</td>
<td>10.03 (11.6)</td>
</tr>
<tr>
<td>Dialecticism</td>
<td>−0.34 (0.3)</td>
<td>−0.36 (0.2)</td>
</tr>
</tbody>
</table>

aANOVA: analysis of variance.
bEMA: ecological momentary assessment.
cEOD: end-of-day.
dDRM: day reconstruction method.
ePA: positive affect.
fNA: negative affect.
g,h,iMeans in the same row with different superscripts differ significantly from each other using Bonferroni-adjusted pairwise comparisons and means in the same row without superscripts or that share the same superscript do not differ.
Table 3. Correlations of emotion dynamics across assessment methods.

<table>
<thead>
<tr>
<th>Emotion dynamic</th>
<th>Correlation coefficients</th>
<th>Difference between correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EMA&lt;sup&gt;a&lt;/sup&gt;EOD&lt;sup&gt;b&lt;/sup&gt; diary</td>
<td>EMA-DRM&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>PA&lt;sup&gt;d&lt;/sup&gt; mean level</td>
<td>0.95&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.80&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>NA&lt;sup&gt;g&lt;/sup&gt; mean level</td>
<td>0.95&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.78&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>PA variability</td>
<td>0.68&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.54</td>
</tr>
<tr>
<td>NA variability</td>
<td>0.80&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.47&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>PA instability</td>
<td>0.51&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.33</td>
</tr>
<tr>
<td>NA instability</td>
<td>0.70&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.37&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>PA inertia</td>
<td>0.46&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.18</td>
</tr>
<tr>
<td>NA inertia</td>
<td>0.17</td>
<td>0.26</td>
</tr>
<tr>
<td>Network density</td>
<td>0.36</td>
<td>0.32</td>
</tr>
<tr>
<td>Mixed emotions</td>
<td>0.92&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.76&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Dialecticism</td>
<td>0.57&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.17&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMA: ecological momentary assessment.
<sup>b</sup>EOD: end-of-day.
<sup>c</sup>DRM: day reconstruction method.
<sup>d</sup>PA: positive affect.
<sup>e,f</sup>Correlations in the same row with different superscripts differ significantly from each other using Bonferroni-adjusted pairwise comparisons and means in the same row without superscripts or that share the same superscript do not differ. Correlations >0.21 are significant at P<.05, correlations >0.28 are significant at P<.01, and correlations >0.35 are significant at P<.001.
<sup>g</sup>NA: negative affect.

The goal of the primary analyses was to examine the comparability of measures that were computed in the way they would most likely be computed in applied research, that is, based on all available data for each ILA method. However, given that the DRM captures only 1 single day, an interesting question is whether the correspondence between EMA-based and DRM-based measures increases when measures of emotion dynamics are derived from EMAs for the exact day before the DRM was completed (ie, the exact day respondents were asked to rate in the DRM). Secondary analyses were conducted to address this question (based on 71 participants who had at least 3 EMA reports for the day before the DRM). The pattern of correlations with DRM-based measures was highly similar when measures of emotion dynamics were derived from all EMA data versus same-day EMA data (the median Cohen q for the difference in correlations was ~0.014).

Patterns of Associations Among Emotion Dynamics Within Each ILA Method

The network of pairwise associations among the various emotion dynamics is illustrated in Figure 1 for each ILA method. Examining the network of EMA-derived measures, several patterns are noteworthy. First, moderate-to-strong positive connections were evident among all variability and instability measures (ρ≥0.67, indicated by thick green lines). Second, the measure of mean NA levels showed positive connections with NA variability and NA instability and mixed emotions (ρ>0.67). Third, although measures of mean PA levels and emotional dialecticism were weakly correlated with each other (ρ=0.33), both showed moderate-to-strong negative connections with mean NA levels, NA variability, and NA instability (ρ<−0.54, indicated by thick red lines). Finally, emotion network density was positively associated with PA inertia and NA inertia (ρ≥0.59), whereas all 3 measures showed otherwise few connections in the network. Visual comparison of the correlation networks suggests that the patterns of association were similar for measures derived from EMAs and EOD diaries. However, DRM-derived measures generally showed fewer and weaker interconnections (Figure 1).
Figure 1. The network of pairwise correlations among emotion dynamics for each assessment method. Green lines represent positive relations, and red dashed lines represent negative relations. The thickness and transparency of the lines correspond with the magnitude of correlations. For clarity, lines are shown only for correlations that surpass the $P<.05$ significance threshold (above an absolute value of 0.21). EMA: ecological momentary assessment; EOD: end-of-day; DRM: day reconstruction method; PA: positive affect; NA: negative affect.

The magnitude of the interconnections is quantified in the node strength centralities of the measures (Figure 2). For emotion measures derived from EMA, those tapping emotion levels, variability, and instability occupied the most central places within the strongest interconnections; measures for NA showed consistently greater centralities than corresponding measures for PA. As can be seen in Figure 2, the ordering of node strengths corresponded very closely between EMA measures and those derived from EOD diaries, with a correlation of $\rho=0.92$ between these 2 ILA methods. The node strength centralities of DRM-derived measures were generally lower (corresponding with weaker interconnections among DRM-derived measures), and the ordering of node strengths showed moderate-to-high correspondence with those from EMAs ($\rho=0.75$) and EOD diaries ($\rho=0.70$).

Figure 2. Centrality (node strength) of emotion dynamics for each assessment method. EMA: ecological momentary assessment; EOD: end-of-day; DRM: day reconstruction method; PA: positive affect; NA: negative affect.

**Relationships With Health Outcomes**

Finally, relationships between the measures of emotion dynamics and health outcome variables were examined. Overall, the emotion dynamics showed small- to medium-sized correlations with self-reports of general health and fatigue, and somewhat less pronounced correlations with pain (Figure 3). Comparisons of the correlation coefficients between ILA methods yielded very few differences: out of 33 Wald tests (for 11 emotion dynamics and 3 health outcomes), only 1 indicated a significant difference between the ILA methods (Wald
χ² = 6.19, P = .04 for the correlations between PA inertia and fatigue; post hoc pairwise comparisons showed that the correlation was significantly more negative for EMA than for EOD diary reports, z = −2.38, P = .02). Average effect sizes (absolute values of Cohen q) for the differences in correlations between the ILA methods were very small for EMAs versus EOD diaries (general health, mean absolute q = 0.04; pain, mean absolute q = 0.08; and fatigue, mean absolute q = 0.09), EMAs versus DRM (general health, mean absolute q = 0.07; pain, mean absolute q = 0.10; and fatigue mean absolute q = 0.08), and for EOD diaries versus DRM (general health, mean absolute q = 0.07; pain, mean absolute q = 0.09; and fatigue, mean absolute q = 0.08).

As shown in Figure 3, for all ILA methods, the most pronounced relationships with health outcomes were evident for mean emotion levels, variability, and instability measures in expected directions. Higher mean PA levels were consistently correlated with better general health, less pain, and less fatigue, whereas higher mean NA, variability (PA and NA), and instability (PA and NA) correlated with poorer general health, more pain, and more fatigue. Higher values of emotional dialecticism were associated with better health outcomes, whereas, contrary to theoretical expectations [37], more mixed emotions were associated with worse health outcomes. Finally, inertia (PA and NA) and emotion network density measures showed almost no relationship with the health outcomes.

We also explored whether measures of emotion dynamics demonstrated incremental validity in predicting the health outcomes above and beyond average emotion levels. To examine this, a series of multiple regression analyses were conducted in which the health outcomes were regressed on a measure of emotion dynamics after controlling for PA and NA mean levels separately for each ILA method. In these models, the only significant predictor of general health was the mean level of NA, consistently for each ILA method (P < .05 in all instances). For pain as an outcome variable, no emotion measure (including mean PA and NA) was a significant predictor in the multiple regressions; the exception was that PA variability uniquely predicted pain in the DRM (P = .02). For fatigue, the only significant predictor was the mean level of NA, again consistently for each ILA method (P < .05 in all instances). In addition, PA variability uniquely predicted fatigue in the DRM (P = .03).

Figure 3. Correlations of measures of emotion dynamics with self-reports of general health, pain, and fatigue for each assessment method. Horizontal bars represent the magnitude and direction of correlation coefficients. Correlations exceeding a value of 0.21 (indicated by vertical dashed lines) are significant at P < .05. EMA: ecological momentary assessment; EOD: end-of-day; DRM: day reconstruction method; PA: positive affect; NA: negative affect.

Discussion

Emotions fluctuate and change over time, and ILA methods are uniquely suited to quantify the temporal dynamics of people’s emotional lives. There has been a surge of interest in creating measures that tap a variety of emotion dynamics from ILA. To our knowledge, this is the first study to directly compare EMA, EOD diary, and DRM ILA methods in the measurement of intraindividual emotion dynamics. If different ILA methods produce noncorresponding measures of emotion dynamics, this would have important research implications in that it would question the validity of the measures and threaten the reproducibility of empirical research results.

EMAs and EOD diaries are arguably the 2 most commonly used ILA methods [4]. Previous research has documented that individual differences in mean levels of positive and negative experiences are highly correlated between these methods [38,39]. This finding was confirmed in this study. Expanding on previous research, we found that several measures of emotion dynamics derived from EOD diaries also reproduced those derived from EMAs very well. Specifically, measures of emotion variability, instability, mixed emotions, and emotional dialecticism showed substantial correspondence between the 2 methods, with comparable mean levels and moderate-to-high correlations. Considering the argument that momentary and daily fluctuations in emotions may be quite different conceptually, the level of agreement between the methods is perhaps somewhat surprising. For example, given that EMAs encompass the sum of within-day and between-day sources of intraindividual variation, whereas EOD diary ratings are limited to between-day variation, one might expect the average
variability to be higher in EMAs than in EOD diaries, which we did not find. Our results suggest that differences in the time scale and frequency of measurement inherent in EMA and EOD diary ratings do not dramatically impact measures of emotion variability, instability, mixed emotions, and emotional dialecticism.

However, this does not mean that EMA and EOD diary measures can be viewed as universally interchangeable. Measures of inertia and emotion network density were correlated at levels below 0.50 between the methods. In contrast to the other measures of emotion dynamics, inertia and emotion network density measures are specifically focused on temporal dependencies between successive self-report ratings; that is, they capture the rate (or speed) of changes rather than the magnitude of changes. This suggests that the measurement of how emotions evolve over time and at what rate may not be captured in the same way by EOD diaries and EMAs.

The DRM was originally developed as an alternative to EMAs for use in large and population-representative samples, yet few previous studies have directly compared the information obtained from the DRM with that obtained from EMAs [40-42] or EOD diaries [43,44]. In this study, the DRM demonstrated high correspondence with other ILA methods for measures of average emotion levels and mixed emotions and moderate correspondence for emotion variability. For more complex emotion dynamics, the DRM showed low correlations with EMAs and EOD diaries. Similarly, the networks of pairwise associations among the various emotion dynamics were only moderately concordant between the DRM and the other ILA methods. This suggests that the DRM may adequately capture people’s average emotion levels (and, to some extent, their emotion variability) but may not serve as a direct replacement of other ILA methods in research on more intricate emotion dynamics.

Interestingly, all ILA methods produced very similar patterns of relationships with health outcomes. Higher mean PA and lower mean NA levels were associated with better physical health outcomes with medium (general health and fatigue) and small-to-medium (pain) effect sizes, replicating previous research on these mind-body relationships [45-47]. The consistency of these results across ILA methods suggests that each of them can equally contribute to understanding the linkages between people’s general emotion levels and health outcomes in older adulthood.

Measures of emotion variability and more emotional instability derived from each ILA method were also consistently related to health outcomes in expected directions. These results are noteworthy considering that even though the last decades have witnessed a surge in research linking emotion variability with maladaptive outcomes, most of this research has focused on psychological well-being and measures of emotion variability (ρ=0.18) and instability (ρ=0.21). Our results suggest effect sizes of similar magnitude for physical health outcomes. Measures of mixed emotions (MIN index) and emotional dialecticism (within-person correlation of PA and NA) were moderately negatively correlated with each other and showed opposite relationships with the health outcomes within each of the ILA methods. This finding would appear counterintuitive, given that the 2 measures aim at capturing conceptually similar concepts. However, previous studies have found a generally weak correspondence between these indices of mixed emotions and emotional dialecticism [13,26], suggesting that they measure different aspects of emotional experience. Consistent with our results, higher emotional dialecticism scores have previously been shown to predict fewer health symptoms [12], whereas mixed emotions assessed with the MIN index were associated with more physical disability across adulthood [13].

Measures that focus on temporal dependencies of emotional states (emotional inertia and emotion network density) were practically uncorrelated with the physical health outcomes in this study, contrary to previous meta-analytic findings that higher emotional inertia relates to worse psychological well-being, albeit with overall small effect sizes [9]. It is possible that temporal dependency measures play a lesser role in understanding physical health compared with mental health. However, previous simulation studies have also demonstrated that measures of inertia derived from ILAs tend to have very low reliability, and this may have attenuated the observed correlations with health outcomes. A recent Monte Carlo simulation by Du and Wang [17] suggests that even if the emotional states themselves are assessed with near-perfect reliability, up to 100 measurement occasions per person may be necessary to obtain reliabilities >0.70 for inertia measures, whereas individual differences in mean levels, variability, and instability measurement required substantially fewer measurement occasions to be reliably measured in the simulation study. Future research would benefit from implementing ILA methods across multiple waves (eg, using measurement bursts) as a means to estimate the test-retest reliability of measures of emotion dynamics and to correct their correlations with health outcomes for unreliability in empirical samples.

It is also noteworthy that once the explanatory power of mean levels of PA and NA was taken into account, measures of emotion dynamics showed little to no added value in the prediction of the health outcomes, regardless of the ILA method. This finding corresponds with recent findings by Dejonckheere et al [21], suggesting that more complex emotion dynamics add little to the prediction of psychological well-being and emotion disorders after controlling for mean affect levels. Our findings suggest that caution is similarly warranted when assuming that measures of complex emotion dynamics have unique predictive utility for understanding physical health parameters, even though this would need to be confirmed in larger studies.

Several limitations of this study need to be considered. First, the study was restricted to older individuals aged 50 years and above, and the results may not be generalizable to younger adults. However, evidence for convergent validity across ILA methods in this age group may be particularly important given that older people may have more problems with electronic ILA data collection and that potential cognitive problems in this age group may interfere with accurate self-reports [48]. Second, the
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sample size of 90 respondents was relatively modest, although it was comparable with previous studies examining the correspondence of EMAs with EOD diaries [38] or the DRM [40,41]. A third limitation is that whereas EMAs and EOD diaries used the same wording of affect items (ie, happy, dejected/blue/downhearted) and the same response scale (a 0-100 visual analog scale), the DRM used a partially different wording (ie, happy, sad) and different response scale (a 7-point numeric response scale) to collect affect ratings. This may have artificially deflated the correspondence between measures of emotion dynamics derived from the DRM and the other ILA methods. Holding the items and response scales constant across ILA methods in future studies would enhance the rigor of comparisons by minimizing the potential impact of such extraneous factors. Fourth, it is also possible that completing multiple EMA ratings throughout the day impacted participants’ EOD diary and DRM affect ratings, which may have artificially inflated the correspondence between the different measures. Previous literature found little evidence that recall ratings are impacted by momentary reporting [49], but we did not specifically examine this possibility here. Finally, even though we examined a variety of measures of emotion dynamics, the study was limited to measures that can be derived from 2 affect questions. Additional measures of emotion dynamics that have been proposed in the literature were not considered here because they require administration of multiple PA or NA items at each measurement occasion (examples are emotional granularity, which captures the extent to which individuals differentiate between multiple emotions of the same valence [50], and emodiversity, which captures the extent to which individuals experience a narrow or wide range of different emotions [51]).

In summary, EMAs and EOD diaries correspond moderately to highly with each other in the information they provide about individual differences in various emotion dynamics. Compared with these ILA methods, the DRM provides corresponding information about emotion levels and (to a lesser extent) variability, but not about more complex emotion dynamics. Our results caution researchers against viewing these ILA methods as universally interchangeable. Although measures of emotion dynamics derived from all ILA methods showed small-to-moderate relationships with physical health outcomes, the unique predictive ability of more complex emotion dynamics for understanding health outcomes remains to be established.

Acknowledgments
This study was supported by grants from the National Institute on Aging (R21 AG061364 and U01 AG054580) and the Social Security Administration. The sponsors were not involved in the conduct of this study or the preparation of this paper.

Conflicts of Interest
AS is a senior scientist with the Gallup Organization and a consultant with Adelphi Values. All other authors declare no conflicts of interest.

References


Abbreviations

ANOVA: analysis of variance
DRM: day reconstruction method
EMA: ecological momentary assessment
EOD: end-of-day
ILA: intensive longitudinal assessment
NA: negative affect
PA: positive affect
UAS: Understanding America Study
USC: University of Southern California
Exploring Types of Information Sources Used When Choosing Doctors: Observational Study in an Online Health Care Community

Shuang Zhang¹*, PhD; Jying-Nan Wang¹,²*, PhD; Ya-Ling Chiu²,³*, PhD; Yuan-Teng Hsu⁴*, PhD

¹College of International Finance and Trade, Zhejiang Yuexiu University of Foreign Languages, Zhejiang, China
²Research Institute for Modern Economics and Management, Zhejiang Yuexiu University of Foreign Languages, Zhejiang, China
³College of International Business, Zhejiang Yuexiu University of Foreign Languages, Zhejiang, China
⁴Research Center of Finance, Shanghai Business School, Shanghai, China

*all authors contributed equally

Corresponding Author:
Yuan-Teng Hsu, PhD
Research Center of Finance
Shanghai Business School
No 2271 West Zhong Shan Rd
Shanghai, 200235
China
Phone: 86 21 64870020 ext 1404
Email: yuanteng.hsu@gmail.com

Abstract

Background: Patients attempt to make appropriate decisions based on their own knowledge when choosing a doctor. In this process, the first question usually faced is that of how to obtain useful and relevant information. This study investigated the types of information sources that are used widely by patients in choosing a doctor and identified ways in which the preferred sources differ in various situations.

Objective: This study aims to address the following questions: (1) What is the proportion in which each of the various information sources is used? (2) How does the information source preferred by patients in choosing a doctor change when there is a difference in the difficulty of medical decision making, in the level of the hospital, or in a rural versus urban situation? (3) How do information sources used by patients differ when they choose doctors with different specialties?

Methods: This study overcomes a major limitation in the use of the survey technique by employing data from the Good Doctor website, which is now China's leading online health care community, data which are objective and can be obtained relatively easily and frequently. Multinomial logistic regression models were applied to examine whether the proportion of use of these information sources changes in different situations. We then used visual analysis to explore the question of which type of information source patients prefer to use when they seek medical assistance from doctors with different specialties.

Results: The 3 main information sources were online reviews (OR), family and friend recommendations (FR), and doctor recommendations (DR), with proportions of use of 32.93% (559,345/1,698,666), 23.68% (402,322/1,698,666), and 17.48% (296,912/1,698,666), respectively. Difficulty in medical decision making, the hospital level, and rural-urban differences were significantly associated with patients' preferred information sources for choosing doctors. Further, the sources of information that patients prefer to use were found to vary when they looked for doctors with different medical specialties.

Conclusions: Patients are less likely to use online reviews when medical decisions are more difficult or when the provider is not a tertiary hospital, the former situation leading to a greater use of online reviews and the latter to a greater use of family and friend recommendations. In addition, patients in large cities are more likely to use information from online reviews than family and friend recommendations. Among different medical specialties, for those in which personal privacy is a concern, online reviews are the most common source. For those related to children, patients are more likely to refer to family and friend recommendations, and for those related to surgery, they value doctor recommendations more highly. Our results can not only contribute to aiding government efforts to further promote the dissemination of health care information but may also help health care industry managers develop better marketing strategies.

(J Med Internet Res 2020;22(9):e20910) doi:10.2196/20910
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Introduction

Background

Promoting patient choice can encourage competition among health care providers, which is likely to make health care more responsive to patient needs, enhance equity in care, and improve efficiency or quality as a result of effects such as reductions in wait times and costs [1-3]. Some studies have pointed out that consumer-directed health care does not always control costs better than other systems and that it has no significant effect on quality improvement [4,5]. The focus of this study is not on exploring the question of whether consumer-directed health care policies should be implemented but rather on understanding more fully the types of information sources consumers use when choosing a doctor. When they are able to make a rational choice, patients themselves can find a quality provider by weighing information from different sources. In practice, however, it is difficult for most patients to make fully rational choices [6-10], a difficulty which may result from certain individual characteristics. One of the most important characteristics is the patient’s health literacy (ie, the capacity to access, process, and understand basic health information) [8,11-13]. Whether patients intend to actively use health care information when they choose between providers is another relevant question [14-16]. Furthermore, if patients encounter barriers to accessing information, such as short times for making decisions, geographical barriers [15], distrust of information [17], and information overload [18,19], this can also lead to bias in the decision-making process. Therefore, understanding which types of information sources are used widely for choosing doctors and how patients' preferences for information sources change under various circumstances will be useful for mitigating the barriers to information dissemination and for improving the decision-making process for patients.

The information sources that patients can use when choosing a doctor or health care provider are diverse. The mainstream literature has explored how the patient's choice is affected by public reports that compare the quality of health care providers. Although patients generally agree that such comparative reports are important, relatively few can understand or use them [15,19-21]. In order to take into account the widest possible variety of information sources for choosing doctors, this study divided information sources into 6 categories: online reviews (OR), family and friend recommendations (FR), doctor recommendations (DR), random registration (RR), multiple reasons (MR), and others (OTS). The first 3 types of information sources require further explanation.

First, with the growth of mature online health care communities (OHC) [22-26], many people can use online reviews in the OHC to share their opinions on the quality of their doctors. The function of the online health care community is now more than merely providing people with opportunities to share their ideas on the experience of seeing a doctor. The OHC now provides nontraditional channels and approaches to health care services, such as the use of electronic communication to query or improve a patient’s clinical condition [27,28]. Since this type of information is usually free to the public, patients can refer to it easily when choosing a doctor. However, some potential complications make online reviews less credible. For example, doctors with lower qualifications are less likely to be rated online, and doctors' online scores are often exaggerated at the upper end of the quality spectrum [29]. In addition, avoiding shilling attacks remains a major challenge for all online review platforms [30]. Thus, relying entirely on online reviews for choosing a doctor is not an optimal solution, and the patient's decision-making process sometimes requires additional reference to other, more reliable information sources.

Second, while online reviews provided by mere acquaintances or by individuals who do not know the patient at all can be considered weak-tie recommendation sources, recommendations from friends or family numbers are strong-tie sources [31]. The main advantage of strong-tie sources is that they allow for an evaluation of alternatives based on the individual’s situation. Specifically, compared with online reviews, family and friend recommendations are more likely to be a good source of information regarding affective cues rather than instrumental cues [32]. Another advantage is that patients usually do not have to worry about the deliberate falsification of information from friend recommendations. Nevertheless, family and friend recommendations are usually based on personal experience rather than on professional advice, which is based on professional medical knowledge. If a patient needs professional advice to choose the right doctor, the most common practice is to refer to a specialist, chosen with the assistance of a general physician. In addition, with the development of information communication technology, online medical consultations are becoming more and more popular [27,33], allowing doctors to answer patients' questions online. It should be noted that since the doctor-patient relationship is one of the most complex among all interpersonal relationships [34], it is not straightforward to determine whether doctor recommendations should be categorized as strong-tie or weak-tie sources.

Taken together, since these 3 types of information sources (ie, online reviews, family and friend recommendations, and doctor recommendations) do not have the same characteristics, understanding patients' preference to use one or another of them in different situations can be useful for facilitating the transfer of information in the health care system.

Finally, we briefly introduce the 3 information sources that have not been fully explained. First, random registration means that patients do not deliberately choose a doctor by referring to any particular information. Second, the multiple reasons designation refers to a situation in which a patient uses multiple information sources for choosing a doctor; for example, patients may look up doctor reviews online and then ask friends which doctor is better. Third, we refer to situations that cannot be categorized in terms of the first 5 information sources as others, a step which ensures that our classification criteria cover all possibilities.
The Research Problem

Understanding how patients choose doctors in different situations is important. However, due to considerations of cost, research conducted in the form of traditional questionnaires is often limited in terms of sample size, regional representativeness, and the diversity of specialties represented in the sample. This study overcomes this difficulty by collecting a large amount of data from an online health care community. Specifically, we address 3 main research questions. First, while some studies have discussed the impact of online physician evaluations or hospital evaluations on patient decision making [8,11,35,36], there are no studies, to the best of our knowledge, that specifically address the proportions in which different information sources are used in selecting doctors. Thus, our first research objective is to determine the proportions of use of the various information sources used to select physicians. This will give us a fuller picture of the current state of public access to medical information.

Second, there are a number of factors that can affect the decision-making process of patients seeking medical care. From a decision-making difficulty perspective [32], if surgical treatment is involved, patients need to give more careful consideration to choosing a doctor. From the perspective of the patient’s external environment, urban-rural differences may contribute to differences in information accessibility or correspond to differences in the patient's medical knowledge [28]. From the point of view of the reputation of medical institutions, an official announcement of the hospital ratings can influence the perception of reliability that patients have toward doctors [11,35]. Thus, the second research objective is to explore how the information source used in the patient’s choice of doctor is affected by the treatment method, the size of the city where the hospital is located, and the hospital level.

Third, regarding most medical management or decision-making issues, the impact of the particular medical specialty area is clear. For example, compared with other specialties, physicians in the gynecology/obstetrics and pediatrics specialty areas are more willing to contribute to online health care communities [26]. This study employed a large amount of data collected from the online medical community, so the sample included data related to a wide variety of specialties. This facilitated our exploration of the third research question: how does the information source that patients use change when patients choose a doctor with a different specialty?

Methods

Data Collection and Processing

We collected a large amount of public data from the Good Doctor website to explore our research questions. Founded in 2006, the Good Doctor website is now China’s leading OHC. As of December 2019, this website contains the online review profiles of 610,000 doctors. Of these, about 220,000 doctors who have been certified by this website are able to create their own pages and interact directly with patients online. Moreover, we chose this OHC for two reasons. First, the Good Doctor website has provided standard options for replying to the question “Why did you choose this doctor?” since October 2016, and this allowed us to directly observe the information source used in the patient’s choice of doctor. Second, since it is one of the most popular OHCs in China, many recent studies have used data sources from this website for exploring various research questions [24,26,33,34], which implies that the data collected from the site are reliable and representative. Our data collection procedure is described in detail below.

As with most OHCs, patients can provide online reviews on the Good Doctor website to share their experiences of seeing doctors. Figure 1 represents a typical example of a review; each review contains textual content, the patient name after deidentification, a time stamp, the name of the disease, the treatment received, and the information source used for choosing that particular doctor. As the time stamps of online reviews are removed by the system after 2 years, we collected data in 2 phases for the purpose of making use of a longer sample period. First, in October 2017, we started to collect all reviews posted on the Good Doctor website from October 1, 2016, to September 30, 2017. In this phase, 664,491 reviews were added to our sample. Two years later, we repeated the same data collection procedure and obtained 1,059,300 reviews posted from October 1, 2017, to September 30, 2019. In addition to these reviews, we also collected data about the hospitals and departments to which the doctors belonged. The address and the level of each hospital can be obtained from other pages of the Good Doctor website. After online reviews were merged with the hospital information in our sample, 25,125 reviews were excluded due to the corresponding address of the hospital being missing in the data. Finally, we retained 1,698,666 reviews in our sample, including reviews with information on 111,042 doctors from various specialty areas, 4747 different hospitals, 1095 observed days, and 31 provinces or municipalities in China. The data collection process is displayed in Figure 2. It is important to note that since all patients have been deidentified in the data and only aggregated results are reported in this manuscript, this work meets the ethical requirements for academic research.
In light of the kinds of data collected from the Good Doctor website, several variables involved in this study can be defined formally. First, when patients are filling out reviews, the Good Doctor website provides 4 defined options that can be indicated as the information source used to choose the doctor: online reviews, doctor recommendations, family and friend recommendations, and others.

**Measures**

In light of the kinds of data collected from the Good Doctor website, several variables involved in this study can be defined.
recommendations, and random registration. In addition to these 4 options, the system allows patients to write any other information source, and patients can select more than one type of information source. For convenience, we denote the former option as others and the latter as multiple reasons. With this setup, we were able to ensure that each item in the sample was clearly categorized in terms of using a particular information source. It is also worth noting that we looked carefully at the actual content written in the OTS option, and we found most of the indicated sources were very similar in nature to the RR option. This study focuses on discussing the 3 most common information sources, OR, FR, and DR. The related results from reviews that indicate the other sources are included for the reader’s reference only.

In order to investigate factors that may affect patients' decisions about using the information sources to choose doctors, this study considers 3 other variables that can also be observed from the website. First, the patient can indicate the way their condition was treated, such as medication, counseling, surgery, or other means, in their review. Because surgical treatment is usually a decision involving greater deliberation for members of the general public, a patient’s consideration of whether to undergo surgery may result in a tendency to use certain information sources in choosing a doctor. Hence, we defined a dummy variable for treatment. When the treatment involved surgery, treatment=1; otherwise, treatment=0. Table 1 shows that up to 45.15% (766,933/1,698,666) of the patients in our sample were treated in a surgery-related manner. Second, we defined a dummy variable to indicate the hospital level, set to 1 if the doctor who was reviewed by the patient was from a tertiary hospital and set to 0 otherwise. Table 1 indicates that approximately 92.73% (1,575,216/1,698,666) of patients chose doctors from hospitals in the tertiary category, which is the official certification for the highest-quality hospitals. Third, because we want to understand how the degree of regional development affects the patients’ use of information sources in choosing doctors, we further defined a dummy variable for city, denoting the level of the city. Specifically, city was set to 1 if the doctor was from Beijing, Shanghai, Shenzhen, or Guangzhou, and otherwise it was set to 0. Table 1 shows that 45.35% (770,384/1,698,666) of the doctors in our sample were in first-tier cities in China.

Table 1. Descriptive statistics of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observation, n</th>
<th>Proportion, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information source for choosing the doctor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online Reviews (OR)</td>
<td>559,345</td>
<td>32.93 (32.86-33.00)</td>
</tr>
<tr>
<td>Family and friend recommendations (FR)</td>
<td>402,322</td>
<td>23.68 (23.62-23.75)</td>
</tr>
<tr>
<td>Doctor recommendations (DR)</td>
<td>296,912</td>
<td>17.48 (17.42-17.54)</td>
</tr>
<tr>
<td>Multiple reasons (MR)</td>
<td>131,648</td>
<td>7.75 (7.71-7.79)</td>
</tr>
<tr>
<td>Random registration (RR)</td>
<td>111,800</td>
<td>6.58 (6.54-6.62)</td>
</tr>
<tr>
<td>Others (OTS)</td>
<td>196,639</td>
<td>11.58 (11.53-11.62)</td>
</tr>
<tr>
<td><strong>Does the treatment include surgery? (TREATMENT)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (1)</td>
<td>766,933</td>
<td>45.15 (45.07-45.22)</td>
</tr>
<tr>
<td>No (0)</td>
<td>931,733</td>
<td>54.85 (54.78-54.93)</td>
</tr>
<tr>
<td><strong>Is this doctor from a tertiary hospital? (HOSPITAL)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (1)</td>
<td>1,575,216</td>
<td>92.73 (92.69-92.77)</td>
</tr>
<tr>
<td>No (0)</td>
<td>123,450</td>
<td>7.27 (7.23-7.31)</td>
</tr>
<tr>
<td><strong>Is this doctor from a big city? (CITY)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (1)</td>
<td>770,384</td>
<td>45.35 (45.28-45.43)</td>
</tr>
<tr>
<td>No (0)</td>
<td>928,282</td>
<td>54.65 (54.57-54.72)</td>
</tr>
<tr>
<td>Total</td>
<td>1,698,666</td>
<td>100.00</td>
</tr>
</tbody>
</table>

**Statistical Analysis**

To investigate the research question about which factors affect the selection of an information source when choosing a doctor, we looked at the impact of the above 3 dummy variables (ie, treatment, hospital, and city) on the choice of the information source. We used data visualization techniques to facilitate an understanding of the main findings of this research. Moreover, we formally adopted multinomial logistic regression to examine whether these findings were statistically significant. Multinomial logistic regression is an extension of binary logistic regression that allows the nominal dependent variable to belong to more than two categories and uses maximum likelihood estimation to evaluate the log odds of the outcomes. In practice, to deal with a multinomial logistic regression model with K possible outcomes, it is usual to estimate K-1 independent binary logistic regression models, in which one outcome is chosen as a baseline and then the other K-1 outcomes are compared to this baseline. In this study, we consider 3 models with different baselines. To simplify the expression model, we denote IS<sub>i</sub>, IS<sub>2</sub>, ..., IS<sub>K</sub> as OR, FR, DR, MR, RR, and OTS, respectively. Then, given OR
(one outcome of the dependent variable) as the baseline, we construct model 1 with the following form:

\[
\text{In the above equation, } j = 2, 3, 4, 5, \text{ or } 6. \text{ Note that this model introduces 5 separate sets of regression coefficients for each possible outcome. For example, } j = 2 \text{ means the regression coefficients for the outcome are for FR. Hence, } \beta_{1,j}, \beta_{2,j}, \text{ and } \beta_{3,j} \text{ represent how the log odds ratio of FR versus OR will change if 3 independent variables (i.e., TREATMENT, HOSPITAL, and CITY) move from 0 to 1, respectively. Similar to model 1, we also define model 2 as having the following form:}

\[
\text{In the above equation, } j = 1, 3, 4, 5, \text{ or } 6. \text{ Similarly, we define model 3 as having the following form:}

\[
\text{In model } 3, j = 1, 2, 4, 5, \text{ or } 6.

\]

All of these models will be further discussed in future empirical studies.

**Results**

**Descriptive Statistics**

As shown in Table 1, patients relied primarily on the 3 main information sources, OR, FR, and DR, which accounted for 32.93% (95% CI 32.86%–33.00%; 559,345/1,698,666), 23.68% (95% CI 23.62%–23.75%; 402,322/1,698,666), and 17.48% (95% CI 17.42%–17.54%; 296,912/1,698,666), respectively, when choosing a doctor. To check whether these results were robust, we further divided the sample for the entire 3-year period into 36 subsamples of 1 month. We then similarly examined the proportions of the 3 information sources, OR, FR, and DR, in each subsample. Figure 3 displays the time-varying proportions of these 3 information sources in each month. The results showed proportion values between 31.59% (11,836/37,553) and 34.40% (13,676/39,760) for OR, between 22.04% (8762/39,760) and 25.02% (12,483/49,890) for FR, and between 14.32% (5547/38,723) and 19.61% (8001/40,797) for DR. These results indicate that the proportions of these 3 sources did not change much over time during the sample period.

**Figure 3.** The proportions of the 3 main information sources in each month. DR: doctor recommendations; FR: family and friend recommendations; OR: online reviews.

In order to clarify the effect of treatment, city, and hospital on proportions in which information sources were used, we first provide visualizations of the results for each of these factors. We take treatment as an example to illustrate how relevant graphics were generated. First, all 1,698,666 samples were divided into 2 subsamples based on treatment, with sample sizes of 766,933 (treatment=1) and 931,733 (treatment=0). We then calculated the weight of different information sources in each subsample (these outcomes are presented in Figure 4). This figure indicates that when patients’ treatments included surgery compared with not involving surgery, patients showed greater preference for finding a suitable doctor by using DR (20.58%
vs 14.93%; 157,808/766,933 vs 139,104/931,733), FR (24.02% vs 23.41%; 184,293/766,933 vs 218,083/931,733), or MR (8.72% vs 6.95%; 66,859/766,933 vs 64,789/931,733) rather than OR (31.70% vs 33.94%; 243,096/766,933 vs 316,249/931,733), OTS (8.65% vs 13.99%; 66,322/766,933 vs 130,317/931,733), or RR (6.34% vs 6.78%; 48,609/766,933 vs 63,191/931,733). Similarly, Figure 5 shows that when doctors chosen by patients were from a large city compared with not being from a large city, patients showed greater preference for making a decision through OR (37.82% vs 28.87%; 291,332/770,384 vs 268,013/928,282) rather than other sources, especially FR (21.23% vs 25.72%; 163,536/770,384 vs 238,786/928,282). Finally, Figure 6 shows that when doctors chosen by patients were from a tertiary hospital compared with not being from the tertiary hospital, patients showed a strong preference for using OR (33.63% vs 23.95%; 529,779/1,575,216 vs 29,566/123,450) rather than FR (23.23% vs 29.46%; 365,956/1,575,216 vs 36,366/123,450) as their main information source.

While the visual graphs allow us to easily grasp the main findings, we still need to verify the findings’ statistical significance using the multinomial logistic regression model.

Figure 4. The influence of treatment on reasons for choosing doctors. DR: doctor recommendations; FR: family and friend recommendations; MR: multiple reasons; OR: online reviews; OTS: others; RR: random registration.
Figure 5. The influence of city on reasons for choosing doctors. DR: doctor recommendations; FR: family and friend recommendations; MR: multiple reasons; OR: online reviews; OTS: others; RR: random registration.

Figure 6. The influence of hospital on reasons for choosing doctors. DR: doctor recommendations; FR: family and friend recommendations; MR: multiple reasons; OR: online reviews; OTS: others; RR: random registration.
Multinomial Logistic Regressions

Table 2 presents the multinomial logistic regression estimation for model 1, model 2, and model 3 with the 1,698,666 samples. Since the outcome measure in this kind of analysis is the odds ratio, we briefly introduce that concept as follows. An odds ratio greater than 1 indicates that the possibility of the patient using the comparison information source relative to the possibility of the patient using the baseline information source increases as the dummy variable changes from 0 to 1. In other words, the comparison information source is more likely to be used by patients in that case. For example, in model 1, where OR is set as the baseline information source, if we consider FR as the comparison information source, we can observe that the odds ratios of the 3 dummy variables, treatment, city, and hospital, are 1.16, 0.63, and 0.58, respectively. This means that when treatment changes from 0 to 1, patients are more likely to use FR than OR, but when city or hospital changes from 0 to 1, patients are less likely to use FR than OR.

Table 2. Multinomial logistic regression results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Treatment (yes), odds ratio (95% CI)</th>
<th>City (yes), odds ratio (95% CI)</th>
<th>Hospital (yes), odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: Using online reviews as the baseline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family and friend recommendations</td>
<td>1.16 (1.15-1.17)</td>
<td>0.63 (0.62-0.63)</td>
<td>0.58 (0.57-0.59)</td>
</tr>
<tr>
<td>Doctor recommendations</td>
<td>1.54 (1.53-1.56)</td>
<td>0.69 (0.68-0.69)</td>
<td>0.69 (0.68-0.70)</td>
</tr>
<tr>
<td>Multiple reasons</td>
<td>1.39 (1.37-1.41)</td>
<td>0.74 (0.73-0.75)</td>
<td>0.69 (0.68-0.71)</td>
</tr>
<tr>
<td>Random registration</td>
<td>1.04 (1.03-1.05)</td>
<td>0.70 (0.69-0.71)</td>
<td>0.82 (0.79-0.84)</td>
</tr>
<tr>
<td>Others</td>
<td>0.70 (0.69-0.71)</td>
<td>0.63 (0.63-0.64)</td>
<td>0.59 (0.58-0.60)</td>
</tr>
<tr>
<td>Model 2: Using family and friend recommenda-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tions as the baseline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online reviews</td>
<td>0.86 (0.85-0.87)</td>
<td>1.59 (1.58-1.61)</td>
<td>1.73 (1.71-1.76)</td>
</tr>
<tr>
<td>Doctor recommendations</td>
<td>1.33 (1.31-1.34)</td>
<td>1.09 (1.08-1.10)</td>
<td>1.19 (1.17-1.21)</td>
</tr>
<tr>
<td>Multiple reasons</td>
<td>1.20 (1.18-1.21)</td>
<td>1.18 (1.17-1.20)</td>
<td>1.20 (1.17-1.23)</td>
</tr>
<tr>
<td>Random registration</td>
<td>0.89 (0.88-0.91)</td>
<td>1.12 (1.11-1.14)</td>
<td>1.41 (1.38-1.45)</td>
</tr>
<tr>
<td>Others</td>
<td>0.60 (0.59-0.61)</td>
<td>1.01 (1.00-1.02)</td>
<td>1.02 (1.00-1.04)</td>
</tr>
<tr>
<td>Model 3: Using doctor recommendations as the baseline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online reviews</td>
<td>0.65 (0.64-0.65)</td>
<td>1.46 (1.45-1.47)</td>
<td>1.45 (1.43-1.48)</td>
</tr>
<tr>
<td>Family and friend recommendations</td>
<td>0.75 (0.75-0.76)</td>
<td>0.92 (0.91-0.93)</td>
<td>0.84 (0.82-0.85)</td>
</tr>
<tr>
<td>Multiple reasons</td>
<td>0.90 (0.89-0.91)</td>
<td>1.08 (1.07-1.10)</td>
<td>1.01 (0.98-1.03)</td>
</tr>
<tr>
<td>Random registration</td>
<td>0.67 (0.66-0.68)</td>
<td>1.03 (1.01-1.04)</td>
<td>1.19 (1.15-1.22)</td>
</tr>
<tr>
<td>Others</td>
<td>0.45 (0.45-0.46)</td>
<td>0.93 (0.91-0.94)</td>
<td>0.85 (0.84-0.87)</td>
</tr>
</tbody>
</table>

Based on the above interpretation, the significance of the odds ratio representations in different situations is clear, so we will not provide additional explanation for each number in Table 2. Nevertheless, there are two points that deserve further elaboration. First, for testing of the statistical significance of each odds ratio, the corresponding 95% confidence interval is also presented in the table. The absence of 1 in the confidence interval for a variable's odds ratio indicates that this variable is significantly associated with the patient's preference for using the comparison or baseline information sources. In Table 2, all odds ratios are significant, except for those in model 3, which has 1 odds ratio that is not significant. Second, we should note that the results in Table 2 are consistent with the findings in Figures 4-6. For example, Figure 4 shows that patients prefer to use OR if the doctor is in a big city. Likewise, in model 1 of Table 2, all odds ratios associated with the city variable are less than 1, meaning that relative to any other information source, patients are more likely to use OR when city changes from 0 to 1. Next, we explore the relationship between different medical specialties and the patients' preference for particular information sources.

Impacts of Different Medical Specialties

In order to investigate the impact of different medical specialties on patient preferences for using particular information sources to choose doctors, we grouped doctors based on the Chinese names of their departments as listed on the Good Doctor website. Because the total number of categories into which medical specialties can be subdivided is very high, and because even almost identical medical specialties may have differences in Chinese terminology, the number of groups was greater than 2000. While we could try to determine which specialties might be placed in the same category, objectively setting the criteria for such consolidation is a challenge. Hence, we decided not to perform a subjective consolidation process, but instead kept only the 36 medical specialties that had more than 10,000 records for the following analysis. A Chinese and English comparison table of these 36 medical specialty names is
available in Multimedia Appendix 1 for readers' reference. This method of categorization can bring several benefits. First, this method does not include any subjective interpretations and retains the full names of medical specialties. It retains complete information about specialties and allows users to explore more possible issues. Second, these medical specialties have a large enough sample size to ensure statistical analytical reliability, and this also shows that these specialties are the most common in China. Third, the current results allow users to build a new category according to their requirements and find the relevant proportions of information sources.

For example, if we combine neurosurgery and neurology as a new specialty category and measure the proportion of OR for this specialty, according to the outcomes in Table 3, we can easily find that the proportion of OR is 33.45%, which is calculated with $(61,199 \times 0.3071 + 37,711 \times 0.3789) \div (61,199 + 37,711)$. For each medical specialty, we calculated the proportion of each information source and the corresponding 95% confidence interval. The relevant results are presented in Table 3. For example, 90,693 patients saw a urologist, and the proportion of those using OR, FR, DR, MR, OTS, and RR to select a doctor was 34.72% (31,489/90,693), 19.86% (18,012/90,693), 19.14% (17,359/90,693), 8.03% (7283/90,693), 10.07% (9133/90,693), and 8.18% (7419/90,693), respectively.

We summarized the proportion of the 36 medical specialties for which the selection of a doctor was made using the 3 most important information sources (ie, OR, FR, and DR) in Figure 7, and we gave the names of the medical specialties with the top 5 highest proportions for selection using each information source. Specifically, in terms of OR, the top 5 medical specialties that showed the highest percentage were reconstructive surgery (9241/16,657, 55.48%), plastic surgery (6209/11,214, 55.37%), andrology (7099/13,680, 51.89%), skin–sexually transmitted disease (7632/18,834, 40.52%), and oral and maxillofacial surgery (5105/12,834, 39.78%). In terms of FR, the order was traditional Chinese medicine (5451/14,282, 38.17%), reproductive medicine center (5048/14,187, 35.58%), reproductive center (4321/12,301, 35.13%), pediatrics (10,370/32,723, 31.69%), and obstetrics (5029/16,425, 30.62%). In terms of DR, the order was pediatric surgery (4818/19,626, 24.55%), cardiac surgery (2742/11,184, 24.52%), general surgery 2 (4043/17,210, 23.49%), neurosurgery (13,197/61,199, 22.74%), and general surgery 1 (6657/31,489, 21.14%). From the above results, it is clear that when patients choose a doctor with a different specialty, they may use different sources of information. A related discussion is included in the next section.
<table>
<thead>
<tr>
<th>Specialty</th>
<th>Observation</th>
<th>OR, % (95% CI)</th>
<th>FR, % (95% CI)</th>
<th>DR, % (95% CI)</th>
<th>MR, % (95% CI)</th>
<th>OTS, % (95% CI)</th>
<th>RR, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urology</td>
<td>90,693</td>
<td>34.72 (34.41-35.03)</td>
<td>19.86 (19.60-20.12)</td>
<td>19.14 (18.89-19.40)</td>
<td>8.03 (7.85-8.20)</td>
<td>10.07 (9.87-10.26)</td>
<td>8.18 (8.01-8.36)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>61,199</td>
<td>30.71 (30.35-31.08)</td>
<td>25.31 (24.96-25.65)</td>
<td>22.74 (22.41-23.07)</td>
<td>8.84 (8.61-9.06)</td>
<td>7.71 (7.50-7.92)</td>
<td>4.70 (4.53-4.87)</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>51,074</td>
<td>33.31 (32.90-33.72)</td>
<td>21.21 (20.86-21.57)</td>
<td>15.99 (15.93-20.63)</td>
<td>7.90 (7.67-8.13)</td>
<td>10.81 (10.54-11.08)</td>
<td>4.69 (4.58-4.80)</td>
</tr>
<tr>
<td>Neurology</td>
<td>37,711</td>
<td>37.89 (37.40-38.38)</td>
<td>21.00 (20.59-21.42)</td>
<td>15.06 (14.70-15.42)</td>
<td>7.05 (6.80-7.31)</td>
<td>12.02 (11.69-12.35)</td>
<td>6.98 (6.72-7.24)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>29,641</td>
<td>23.94 (23.46-24.43)</td>
<td>30.11 (29.59-30.64)</td>
<td>16.39 (15.96-16.81)</td>
<td>7.40 (7.10-7.70)</td>
<td>15.85 (15.43-16.26)</td>
<td>6.31 (6.03-6.59)</td>
</tr>
<tr>
<td>Thoracic surgery</td>
<td>29,563</td>
<td>33.43 (32.89-33.96)</td>
<td>25.58 (25.08-26.07)</td>
<td>18.89 (18.44-19.33)</td>
<td>9.10 (8.77-9.42)</td>
<td>7.81 (7.51-8.12)</td>
<td>5.20 (4.95-5.46)</td>
</tr>
<tr>
<td>Hepatobiliary surgery</td>
<td>20,382</td>
<td>35.55 (34.89-36.20)</td>
<td>24.53 (23.94-25.12)</td>
<td>16.58 (16.07-17.09)</td>
<td>8.48 (8.10-8.86)</td>
<td>8.50 (8.11-8.88)</td>
<td>6.37 (6.03-6.70)</td>
</tr>
<tr>
<td>Skin-STD#</td>
<td>18,834</td>
<td>40.52 (39.82-41.22)</td>
<td>16.49 (15.96-17.02)</td>
<td>12.69 (12.21-13.17)</td>
<td>6.95 (6.59-7.31)</td>
<td>15.48 (14.96-15.99)</td>
<td>7.87 (7.49-8.26)</td>
</tr>
<tr>
<td>Otohinolaryngology – head and neck surgery</td>
<td>18,595</td>
<td>37.96 (37.26-38.65)</td>
<td>18.98 (18.41-19.54)</td>
<td>16.85 (16.32-17.39)</td>
<td>7.36 (6.99-7.74)</td>
<td>11.22 (10.77-11.68)</td>
<td>7.63 (7.24-8.01)</td>
</tr>
<tr>
<td>Division of rheumatology</td>
<td>17,420</td>
<td>29.25 (28.57-29.92)</td>
<td>25.55 (24.90-26.19)</td>
<td>18.23 (17.66-18.81)</td>
<td>7.63 (7.24-8.03)</td>
<td>13.94 (13.42-14.45)</td>
<td>5.40 (5.07-5.74)</td>
</tr>
<tr>
<td>Specialty</td>
<td>Observation</td>
<td>OR&lt;sup&gt;a&lt;/sup&gt;, % (95% CI)</td>
<td>FR&lt;sup&gt;b&lt;/sup&gt;, % (95% CI)</td>
<td>DR&lt;sup&gt;c&lt;/sup&gt;, % (95% CI)</td>
<td>MR&lt;sup&gt;d&lt;/sup&gt;, % (95% CI)</td>
<td>OTS&lt;sup&gt;e&lt;/sup&gt;, % (95% CI)</td>
<td>RR&lt;sup&gt;f&lt;/sup&gt;, % (95% CI)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>----------------------------</td>
<td>------------------------------</td>
<td>----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Reconstructive surgery</td>
<td>16,657</td>
<td>55.48 (54.73-56.24)</td>
<td>15.78 (15.23-16.34)</td>
<td>9.52 (9.08-9.97)</td>
<td>8.62 (8.19-9.05)</td>
<td>6.79 (6.41-7.17)</td>
<td>3.80 (3.51-4.09)</td>
</tr>
<tr>
<td>Stomatology</td>
<td>14,541</td>
<td>29.94 (29.20-30.69)</td>
<td>20.32 (19.67-20.98)</td>
<td>16.80 (16.19-17.41)</td>
<td>7.31 (6.89-7.73)</td>
<td>16.68 (16.07-17.28)</td>
<td>8.95 (8.48-9.41)</td>
</tr>
<tr>
<td>Spine surgery</td>
<td>14,534</td>
<td>33.38 (32.61-34.14)</td>
<td>26.60 (25.88-27.32)</td>
<td>15.46 (14.87-16.05)</td>
<td>8.72 (8.26-9.18)</td>
<td>8.54 (8.08-8.99)</td>
<td>7.31 (6.88-7.73)</td>
</tr>
<tr>
<td>Reproductive medicine center</td>
<td>14,187</td>
<td>23.18 (22.49-23.88)</td>
<td>35.58 (34.79-36.37)</td>
<td>15.44 (14.84-16.03)</td>
<td>8.26 (7.81-8.71)</td>
<td>12.77 (12.22-13.31)</td>
<td>4.77 (4.42-5.12)</td>
</tr>
<tr>
<td>Andrology</td>
<td>13,680</td>
<td>51.89 (51.06-52.73)</td>
<td>13.03 (12.46-13.59)</td>
<td>10.18 (9.67-10.68)</td>
<td>8.93 (8.45-9.40)</td>
<td>10.00 (9.50-10.50)</td>
<td>5.98 (5.58-6.38)</td>
</tr>
<tr>
<td>Otolaryngology</td>
<td>12,661</td>
<td>37.15 (36.31-38.00)</td>
<td>24.30 (23.56-25.05)</td>
<td>13.40 (12.81-14.00)</td>
<td>7.94 (7.47-8.41)</td>
<td>10.12 (9.59-10.64)</td>
<td>7.08 (6.64-7.53)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>11,980</td>
<td>38.10 (37.23-38.97)</td>
<td>22.71 (21.96-23.46)</td>
<td>13.01 (12.41-13.62)</td>
<td>5.97 (5.54-6.39)</td>
<td>14.14 (13.52-14.76)</td>
<td>6.07 (5.64-6.50)</td>
</tr>
<tr>
<td>Plastic surgery</td>
<td>11,214</td>
<td>55.37 (54.45-56.29)</td>
<td>19.23 (18.51-19.96)</td>
<td>8.94 (8.41-9.46)</td>
<td>7.45 (6.97-7.94)</td>
<td>6.40 (5.95-6.86)</td>
<td>2.60 (2.31-2.90)</td>
</tr>
<tr>
<td>Cardiac surgery</td>
<td>11,184</td>
<td>29.17 (28.32-30.01)</td>
<td>20.71 (19.96-21.46)</td>
<td>24.52 (23.72-25.31)</td>
<td>8.95 (8.42-9.48)</td>
<td>10.39 (9.82-10.96)</td>
<td>6.27 (5.82-6.72)</td>
</tr>
<tr>
<td>Anorectal</td>
<td>10,872</td>
<td>34.57 (33.67-35.46)</td>
<td>23.52 (22.72-24.32)</td>
<td>15.06 (14.38-15.73)</td>
<td>8.31 (7.80-8.83)</td>
<td>11.40 (10.8-11.99)</td>
<td>7.15 (6.66-7.63)</td>
</tr>
</tbody>
</table>

<sup>a</sup> OR: online reviews.
<sup>b</sup> FR: family and friend recommendations.
<sup>c</sup> DR: doctor recommendations.
<sup>d</sup> MR: multiple reasons.
<sup>e</sup> OTS: others.
<sup>f</sup> RR: random registration.
Discussion

Principal Results

The current study used 1,698,666 samples collected from the Good Doctor Website, including information related to 111,042 doctors, 4747 different hospitals, 1095 observation days, and 31 provinces or municipalities in China; the diversity of these data ensures the empirical results are representative. The main findings can be summarized in three points. First, our results showed that the 3 primary sources of information used by Chinese patients were OR, FR, and DR, accounting for 74.09% (1,258,579/1,698,666) of all usage of sources. Surprisingly, the proportion of use of DR is very low, at only 17.48% (296,912/1,698,666), which may be related to the development of the family doctor service system. In many countries, initial consultations are made through the family doctor service system, followed by referrals to specialists, with the expectation that health resources will be used effectively to control health costs and improve health outcomes [37,38]. Indeed, the Chinese government is also improving the family doctor service system [39,40], but it will not be easy to change the general public's perceptions regarding medical care in a short time. In 2009, China started a new round of health care system reform, in which the development of community health service centers (CHSCs) is a key measure. In the following years, CHSCs had become significantly more functional, but residents did not have sufficient confidence in the primary health care system, and therefore the tiered diagnosis and treatment system was not established as expected. In 2011, the government began to establish a system of family doctors in a number of developed cities based on the existing CHSC service model. Local residents are encouraged to contract with family doctors and use
CHSC-based initial consultations for referral services. More information on the Chinese health care system can be found in a recent World Health Organization report [41]. Since our results show that 32.93% (559,345/1,698,666) of patients refer to OR in their visits on the OHC, which means that most of these patients have the ability to use the internet. Thus, our sample selection may have automatically excluded patients who did not have access to medical information or may reflect differences in individuals’ ability to interpret medical knowledge, but people in nonmetropolitan areas make less frequent use of online information when choosing a doctor. The government should continue to strengthen the information infrastructure in rural areas and actively promote health literacy locally. Fourth, people’s trust in nontertiary hospitals remains low, so most patients rely primarily on the experience of family and friends when they need to choose a doctor in a nontertiary hospital. The fact that doctors in nontertiary hospitals are also fully capable of treating patients if the disease is not particularly serious is perhaps because traditional Chinese medicine is very popular in the Chinese world [43], and therefore it is easy to get useful information from friends and family. In addition, in most cases, patients seeking a traditional Chinese medicine doctor usually do not have an urgent medical condition, so they usually have sufficient time to gather information from family or friends to make a choice.

In summary, based on the study’s findings, we make 4 specific recommendations for hospital administrators or policymakers in the government health care sector. First, avoiding disruption of the health care system with rumors or untrue advertisements on the internet is an important task because online reviews are currently the main source of information for the general public when they go to the clinic, especially for some medical specialties that are related to personal privacy. Second, the rate of referrals by family doctors still appears to be low, and consideration could be given to the internet habits of the population in conjunction with the family doctor system when the effort is made to change the general public’s medical habits, thereby mitigating overcrowding in hospitals. Third, the gap between urban and rural residents in obtaining health information persists. This may be due to differences in ease of access to medical information or may reflect differences in individuals’ ability to interpret medical knowledge, but people in nonmetropolitan areas make less frequent use of online information when choosing a doctor. The government should continue to strengthen the information infrastructure in rural areas and actively promote health literacy locally. Fourth, people’s trust in nontertiary hospitals remains low, so most patients rely primarily on the experience of family and friends when they need to choose a doctor in a nontertiary hospital. The fact that doctors in nontertiary hospitals are also fully capable of treating patients if the disease is not particularly serious is something that administrators must make people aware of.

Limitations and Future Work

This study has some limitations and points to possible future research questions. First, our sample was drawn from patients or their families who have shared thoughts about their medical visits on the OHC, which means that most of these patients have the ability to use the internet. Thus, our sample selection may have automatically excluded patients who did not have access to the internet, which may have led to the outcomes overestimating the proportion in which patients used online reviews as their information source and underestimating the impact of urban-rural differences. Second, because of ethical
considerations, this study did not use any variables related to patients’ personal information. If some personal information about patients can be included in the research model (with prior permission), further insight into the behavioral characteristics involved in the choice of doctor will be gained. Third, because the sample used in this study is entirely from China, differences in culture or social environment may result in the findings of the study not being applicable to other countries or regions. We believe that the difficulty of medical decision making, hospital level, and rural-urban differences are still significantly associated with patients’ preferred information source in most cases. However, the impacts of medical specialties may be significantly different in other countries and regions, a possibility which requires further investigation in the future.

Finally, this study examines which information sources patients use to choose their doctors, but it does not attempt to determine how good the decisions are. Specifically, we used a large amount of actual data to explore which information sources patients preferred to use to help them make decisions in different situations. Whether or not those decisions actually led them to the right doctors was a question beyond the scope of our study. Future research could employ textual analysis of the online review content to provide insight into which information sources are used to help patients make better decisions in different contexts.

Conclusions

Patients’ abilities to make appropriate decisions when seeking a doctor often depend on their own knowledge or characteristic ability to compile relevant information, and the way that they obtain useful information is the first question they must face before a decision can be made. This study investigated the types of information sources that are currently widely used in choosing doctors and showed how the preferred sources vary from situation to situation, thus contributing to an understanding of how to help patients obtain the information they will need in the future. This study makes several specific contributions. First, we know based on a large amount of data that patients currently use online reviews, family and friend recommendations, and doctor recommendations to get the information they need when choosing a doctor. Second, different circumstances correspond to differences in patients’ preferences for information sources. Specifically, when medical decisions become more difficult, as when surgery is required, or when a medical facility is not rated as tertiary, patients are less likely to refer to online evaluations, referring more often in the former case to recommendations given by doctors and in the latter case asking more often for recommendations from family and friends. In addition, rural-urban differences are also associated with differences in patient preferences. Patients in large cities are more likely to use information from online reviews rather than recommendations from family and friends. Third, we explored differences in patient preference for information sources in relation to a variety of medical specialties. For specialties related to personal privacy, online reviews were the most common source of information; for specialties related to children, patients were more likely to refer to the opinions of their family and friends, and for specialties related to surgery, they sought out the advice of doctors more often. Of particular interest is that most traditional Chinese medicine patients chose doctors on the recommendations of their family and friends. These results may not only help the government to further promote the dissemination of medical information but may also aid managers in the health care industry in developing better marketing strategies.
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Abstract

Background: Person-centered care is critical for delivering high-quality diabetes care. Shared decision making (SDM) is central to person-centered care, and in diabetes care, it can improve decision quality, patient knowledge, and patient risk perception. Delivery of person-centered care can be facilitated with the use of patient decision aids (PtDAs). We developed MyDiabetesPlan, an interactive SDM and goal-setting PtDA designed to help individualize care priorities and support an interprofessional approach to SDM.

Objective: This study aims to assess the impact of MyDiabetesPlan on decisional conflict, diabetes distress, health-related quality of life, and patient assessment of chronic illness care at the individual patient level.
Methods: A two-step, parallel, 10-site cluster randomized controlled trial (first step: provider-directed implementation only; second step: both provider- and patient-directed implementation 6 months later) was conducted. Participants were adults 18 years and older with diabetes and 2 other comorbidities at 10 family health teams (FHTs) in Southwestern Ontario. FHTs were randomly assigned to MyDiabetesPlan (n=5) or control (n=5) through a computer-generated algorithm. MyDiabetesPlan was integrated into intervention practices, and clinicians (first step) followed by patients (second step) were trained on its use. Control participants received static generic Diabetes Canada resources. Patients were not blinded. Participants completed validated questionnaires at baseline, 6 months, and 12 months. The primary outcome at the individual patient level was decisional conflict; secondary outcomes were diabetes distress, health-related quality of life, chronic illness care, and clinician intention to practice interprofessional SDM. Multilevel hierarchical regression models were used.

Results: At the end of the study, the intervention group (5 clusters, n=111) had a modest reduction in total decisional conflicts compared with the control group (5 clusters, n=102; −3.5, 95% CI −7.4 to 0.42). Although there was no difference in diabetes distress or health-related quality of life, there was an increase in patient assessment of chronic illness care (0.7, 95% CI 0.4 to 1.0).

Conclusions: Use of goal-setting decision aids modestly improved decision quality and chronic illness care but not quality of life. Our findings may be due to a gap between goal setting and attainment, suggesting a role for optimizing patient engagement and behavioral support. The next steps include clarifying the mechanisms by which decision aids impact outcomes and revising MyDiabetesPlan and its delivery.

Trial Registration: ClinicalTrials.gov NCT02379078; https://clinicaltrials.gov/ct2/show/NCT02379078

(J Med Internet Res 2020;22(9):e16984) doi:10.2196/16984
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shared decision making; goals of care; decision aid; diabetes mellitus; decisional conflict; quality of life; patient assessment of chronic illness care; diabetes distress; randomized clinical trials

Introduction

Person-centered care, whereby health care providers are encouraged to partner with patients to co-design and deliver personalized care [1], is critical to delivering high-quality diabetes care [2]. Shared decision making (SDM) is central to person-centered care [3] and can be facilitated with the use of patient decision aids (PtDAs), such as Diabetes Medication Choice [4] or patient activation programs [5]. A meta-analysis of 16 studies using SDM in diabetes care found an association with improved decision quality, patient knowledge, and patient risk perception [6]. Decisional conflict is a measure of decision quality and reflection of the individual’s uncertainty in choosing an option [7]. Decisions with low decisional conflict have been associated with less regret [8] and less emotional and psychological distress [9]. Thus, engagement of the person in the decision-making process to make a high-quality decision is an important step in delivering person-centered care.

Other markers of person-centered care in diabetes management include health-related quality of life [10], diabetes distress [11], and perception of chronic illness care [12]. Health-related quality of life reflects the combined impact of an individual’s physical, psychological, and social well-being on health-related quality of life, and in patients living with diabetes, lower quality of life is associated with poorer clinical outcomes such as glycemic control [13]. Decisional conflict is a reflection of an individual’s uncertainty in choosing an option, whereas diabetes distress refers to an individual’s emotional state as a result of the burden of self-care tasks related to diabetes self-management and is associated with reduced self-care, reduced quality of life, and poor glycemic control [11,14]. Similarly, an individual’s positive perception of chronic illness care is associated with improved self-management behaviors and glycemic control [12]. Thus, these outcomes reflect person-centered care.

Decision Aids to Support Person-Centered Care

Delivery of person-centered care and optimization of these outcomes can be facilitated with the use of PtDAs. A systematic review of 105 studies found that PtDAs improved decision quality and process and reduced decisional conflict but had no impact on quality of life [15]. For trials evaluating PtDAs for diabetes decisions, patients were more likely to change their medication. With the evolution of technology, PtDAs have expanded from static pamphlets, booklets, or videos to include interactive video- and computer-based programs; the latter enable individualized content tailored to the patient’s characteristics and needs [16,17].

Given the complexity of diabetes care and multiple competing priorities, decision aids that support goal setting are particularly relevant. To date, one randomized controlled trial (RCT) of a goal-setting and SDM aid (which offered individually tailored risk information and treatment options for multiple risk factors to help patients prioritize between clinical issues) in 344 patients with uncomplicated type 2 diabetes found no difference in patient empowerment for setting and achieving goals [18]. However, this intervention neither addressed patient-important priorities and preferences specifically nor used a provider-specific point-of-care tool at the time of consultation.

Objectives

To address this gap, we developed MyDiabetesPlan and a multicomponent PtDA toolkit, which includes patient-directed, provider-directed, and point-of-care tools. MyDiabetesPlan is an interactive SDM and goal-setting PtDA designed to help individualize care priorities and support an interprofessional
approach to SDM, in the context of complex guideline recommendations for patients with type 1 or type 2 diabetes and other comorbidities. The overall aim of this study was to assess the impact of MyDiabetesPlan on decisional conflict, diabetes distress, health-related quality of life, and patient assessment of chronic illness care in individual patients in primary care practice groups randomized to MyDiabetesPlan.

**Methods**

**Research Program Overview**

We previously reported on how the development and refinement of MyDiabetesPlan, an interprofessional shared decision-making (IPSDM) toolkit, following the principles of user-centered design [19,20]. In this paper, we describe our assessment of the effectiveness of MyDiabetesPlan through a two-step cluster RCT followed by individual interviews. We used the Consolidated Standards of Reporting Trials (CONSORT) checklist (CONSORT-eHealth [21] and CONSORT extension for cluster trials [22]) to report this paper (Multimedia Appendix 1).

**Study Design**

The study protocol and methods are described in previous studies [19,23]. We conducted a two-step, parallel, cluster RCT with a 1:1 allocation ratio. We selected a clustered design and randomized at the level of primary care practice groups to avoid contamination (eg, clinicians using an IPSDM approach with control patients). In brief, the first step was provider-directed (MyDiabetesPlan was delivered to physicians, nurses, dietitians, or pharmacists), whereas the second step (occurring 6 months later) was patient-directed (patients were asked to use MyDiabetesPlan by themselves before the appointment; this was then reviewed by the provider team). We chose a two-step approach because a prior feasibility study [20] identified that patients required clinician assistance for completing their initial MyDiabetesPlan. Outcome measures were administered at the first step (baseline), second step (6 months later), and follow-up (12 months later).

**Setting and Participants**

All primary care practice groups in Southern Ontario that had interprofessional staff (eg, nurse, dietitian, or pharmacist) and electronic medical records (EMRs, to identify patients with diabetes) were invited to participate via email, telephone, and in-person or virtual presentation to the executive or medical director; groups without interprofessional staff or EMRs were excluded. All primary care physicians in these group practices were invited to participate. A research coordinator identified patients required clinician assistance for completing their initial MyDiabetesPlan. Outcome measures were administered at the first step (baseline), second step (6 months later), and follow-up (12 months later).

**Intervention**

MyDiabetesPlan was described previously [19]. It is a web-based PtDA in which patients populate their cardiometabolic and psychosocial profiles and general care priorities; MyDiabetesPlan provides a diabetes-specific action plan that can predict diabetes-specific goals and strategies based on these inputs that the patients then select, resulting in an action plan. After randomization, at study onset, clinicians at intervention sites underwent a one-on-one 60-min tutorial in their clinic room by the research coordinator, with access to a one-page how-to guide and 2-min video. During subsequent clinical encounters, a member of the interprofessional team (nurse or dietitian) logged into MyDiabetesPlan and completed it with the patient; the physician subsequently reviewed the resultant action plan with the patient. At 6 months, patients at intervention sites were provided with a patient-directed how-to guide and video and directed to update MyDiabetesPlan according to their progress before the appointment. The research coordinator followed up with participants by email and telephone at study onset, followed by quarterly debriefing sessions, in both individual and group formats.

**Control**

Clinicians in the control sites received paper copies of the executive summary of the Diabetes Canada clinical practice guidelines [24] and a postcard outlining web-based clinical information resources. After 6 months, patients in the control sites received a Diabetes Canada patient education pamphlet [25] regarding diabetes self-management and a postcard outlining web-based additional patient resources.

**Outcome Measures**

The primary outcome was decisional conflict [26]; secondary outcomes were diabetes distress [27], health-related quality of life [28], chronic illness care [29], and intention to engage in IPSDM [30] (Table 1). Decisional conflict was measured using the Decisional Conflict Scale (DCS), which can predict individuals’ intentions and subsequent behavior. It has a test-retest coefficient of 0.81 and internal consistency coefficients ranging from 0.78 to 0.92 [7]. These outcomes were assessed at the individual participant level, at baseline, and at 6 months and 12 months (after an appointment) through a web-based survey or by mail.
Therefore, accounting for clustering, 56 patients living with diabetes clustered within primary care physicians. On the basis of a previous study using the rate, and an anticipated patient attrition rate of 25% [38], we selected a standardized effect size of 0.4 with an SD of 0.6, $\rho_{SD}$ of 0.56) and self-care behaviors including lower adherence to eating recommendations ($r=0.30$) and lower levels of physical activity ($r=0.20$).

### Sample Size Calculation

With at least 40 patients per physician, 50% patient participation rate, and an anticipated patient attrition rate of 25% [38], we estimated that approximately 15 patients per practice would be able to participate. On the basis of a previous study using the DCS [7], we selected a standardized effect size of 0.4 with an SD of 0.6, $\alpha$ of .05, and $\beta$ of .10. Previous data have shown that $\rho$ (intraclass coefficient) for decisional conflict for patients living with diabetes clustered within primary care physicians is 0.013 [39]. Therefore, accounting for clustering, 56 patients per intervention/control group, or 4 sites per intervention/control group would be required.

### Randomization

Practices were simultaneously randomized and allocated by a biostatistician to either intervention or control using computer-generated randomization in a 1:1 ratio. Each practice was given a code, and the biostatistician was blinded to the allocation status. After assignment, investigators, research coordinators, and trial participants were no longer blinded to group allocation owing to the nature of the intervention. The list of all eligible patients from each cluster was randomly generated in a 1:1 ratio. Each practice was given a code, and the biostatistician was blinded to the allocation status.

### Table 1. Outcome measures and validated scales.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Scale</th>
<th>Description and psychometric properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decisional conflict</td>
<td>DCS$^a$ (16-item, 5 subscales; O’Connor, 1995) [7]</td>
<td>This scale consists of 16 items with 5 response categories (0=strongly agree, 4=strongly disagree), where higher scores indicate greater decisional conflict. The scale includes subscales for uncertainty, informed, values clarity, support, and effective decision. Test-retest correlation and Cronbach alpha exceed .78. It correlated with related constructs of knowledge, regret, and discontinuance and had excellent predictive validity. A clinically significant effect size is 0.30 to 0.40; scores lower than 25 are associated with implementing decision; scores exceeding 37.5 are associated with decision delay or feeling unsure about implementation. The primary outcome decisional conflict has been demonstrated to be responsive to change over time and thus will yield meaningful results when measured at baseline and throughout the study intervention.</td>
</tr>
<tr>
<td>Diabetes distress</td>
<td>DDS$^b$ (Polonsky et al, 2005) [27]</td>
<td>The DDS is a 17-item instrument that assesses emotional distress and functioning specific to living with diabetes. Responses are scored on a 6-point Likert-type scale from 1=no problem to 6=serious problem. Scores can range from 17 to 102, with higher scores indicating poorer diabetes-related quality of life and lower scores indicating better diabetes-related quality of life. This instrument has been found to have high internal reliability with a Cronbach alpha of .93, good convergent validity with the CESD$^f$ ($r=0.56$) and self-care behaviors including lower adherence to eating recommendations ($r=0.30$) and lower levels of physical activity ($r=0.20$).</td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td>SF$^{d,12}$ (Ware, 1996) [31]</td>
<td>The SF-12 is a 12-item version of the SF-36. The SF-12 is a widely used and validated generic measure of health-related quality of life. It is a multidimensional measure of perceived health, assessing physical functioning, physical role, bodily pain, general health, vitality, social functioning, emotional role, and mental health. Scores range from 0 to 100, with higher scores reflecting better health. Its validity was demonstrated in studies of patients with various chronic conditions [32,33].</td>
</tr>
<tr>
<td>Chronic illness care</td>
<td>PACIC$^e$ Scale (Glasgow et al, 2005) [29]</td>
<td>The PACIC Scale assesses the degree to which care is congruent with the Chronic Care Model from the perspective of the patient. Specifically, it was designed to measure patient activation, goal setting, problem solving/contextual counseling, delivery system design/decision support, and follow-up/coordination. The PACIC Scale has been used to evaluate a variety of chronic health conditions, including type 2 diabetes [29,34,35]. It has moderate test-retest reliability ($r=0.58$ during the course of 3 months) and correlates moderately with measures of primary care and patient activation ($r=0.32-0.60$, median=0.50, $P&lt;0.001$).</td>
</tr>
<tr>
<td>Intention to engage in IPSDM$^f$</td>
<td>CPD$^f$ Reaction Questionnaire (Legare et al, 2014) [36]</td>
<td>This 11-item questionnaire is based on the Theory of Planned Behavior, encompassing instrumental attitude, affective attitude, subjective norm, and perceived behavioral control. It has a reliability that ranges from 0.67 to 0.93 [37].</td>
</tr>
</tbody>
</table>

$^a$DCS: Decisional Conflict Scale.
$^b$DDS: Diabetes Distress Scale.
$^c$CESDS: Center for Epidemiological Studies Depression Scale.
$^d$SF: Short Form.
$^e$PACIC: Patient Assessment of Chronic Illness Care.
$^f$IPSDM: interprofessional shared decision-making.
$^g$CPD: Continuing Professional Development.
ordered; patients were recruited from this list until the target sample size was met.

**Data Collection**

The practice and sociodemographic characteristics of clinicians and patients were obtained at baseline. Outcome data were collected using participant questionnaires [23] distributed through web or by mail according to patient preference for pragmatic reasons at baseline, 6 months, and 12 months.

**Analysis**

A modified intent-to-treat analysis was conducted. For the primary and secondary outcomes, a linear mixed effect model was used to analyze the total score for each scale where site was the random effect with adjustment for baseline value. To account for missing data, we conducted a fully adjusted mixed effect model using repeated measurements [40-42]. The baseline variables we adjusted for were baseline DCS score, age, sex, ethnicity, educational attainment, employment, and living arrangements as well as a history of cancer and heart, musculoskeletal, respiratory, mental health, kidney, eye, and nerve disease.

The impact of sociodemographic variables on these outcomes (decisional conflict, diabetes distress, health-related quality of life, and chronic illness care) was assessed. Specifically, we fit a main effects model that adjusted for age, sex, ethnicity, education, employment status, and living arrangements as well as a fully adjusted model that included all interactions between treatment and the preceding variables. As these subgroup analyses were explorative, these were performed on the complete case data because the use of repeated measure data would necessitate the need for interactions with time as well. P values for the treatment effect in the baseline adjusted models used Satterthwaite approximation for the denominator degrees of freedom, whereas the tests of interactions (subgroup effects) used likelihood ratio tests from a full maximum likelihood estimation [43]. Irrespective of the test result on subgroups, the treatment effects were then shown by subgroup, estimated from the second model specified above, along with 95% CI and a P value that tested each interaction in this fully adjusted model. Descriptive statistics were used to describe the intervention effect by MyDiabetesPlan use. Analysis of variance was used to assess differences in the clinician’s intention to practice IPSDM scores between the intervention and control groups at baseline, 6 months, and 12 months. Analysis was performed in R version 3.5.2 [44], and the packages lme4 (version 1.1-21) and lmerTest (version 3.1-0) [43] were used to fit and report the mixed effect models.
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**Results**

**Setting and Participants**

A total of 10 primary care practice groups were recruited from December 2014 to November 2015; patients were recruited from December 2015 to September 2016, followed by October 2016 to September 2017. Recruitment metrics and the CONSORT flow diagram are shown in Figure 1. The practice and sociodemographic characteristics of clinicians and patients are shown in Table 2. In the intervention group, 50.0% (51/102) and 46% (33/72) of participants completed the questionnaire via web-based platform for time points 1 and 3, respectively. In the control group, 47.7% (53/111) and 51% (40/79) of participants completed the questionnaire via web-based platform for time points 1 and 3, respectively (Multimedia Appendix 1).
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow diagram. DM: diabetes mellitus; FHT: family health team.
Table 2. Clinician and patient characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control, n (%)</th>
<th>Intervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinician</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex at birth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (46)</td>
<td>21 (72)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (42)</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>3 (12)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Duration in practice (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>7 (29)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>6-10</td>
<td>5 (21)</td>
<td>8 (28)</td>
</tr>
<tr>
<td>≥11</td>
<td>12 (50)</td>
<td>16 (55)</td>
</tr>
<tr>
<td>Number of patients with diabetes seen per week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>12 (50)</td>
<td>17 (59)</td>
</tr>
<tr>
<td>≥10</td>
<td>12 (50)</td>
<td>10 (34)</td>
</tr>
<tr>
<td>Unsure</td>
<td>0 (0)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Type of health team</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community</td>
<td>20 (83)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Academic</td>
<td>4 (17)</td>
<td>24 (83)</td>
</tr>
<tr>
<td>Patients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-44</td>
<td>7 (6.3)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>45-54</td>
<td>9 (8.1)</td>
<td>11 (11.0)</td>
</tr>
<tr>
<td>55-64</td>
<td>28 (25.2)</td>
<td>20 (20.0)</td>
</tr>
<tr>
<td>65-74</td>
<td>38 (34.2)</td>
<td>47 (47.0)</td>
</tr>
<tr>
<td>75-84</td>
<td>24 (21.6)</td>
<td>16 (16.0)</td>
</tr>
<tr>
<td>≥85</td>
<td>5 (4.5)</td>
<td>4 (4.0)</td>
</tr>
<tr>
<td>Sex at birth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>46 (41.4)</td>
<td>56 (54.9)</td>
</tr>
<tr>
<td>Male</td>
<td>65 (58.6)</td>
<td>46 (45.1)</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>103 (92.8)</td>
<td>81 (81.0)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (7.2)</td>
<td>19 (19.0)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>75 (67.6)</td>
<td>62 (63.3)</td>
</tr>
<tr>
<td>Black</td>
<td>8 (7.2)</td>
<td>5 (5.1)</td>
</tr>
<tr>
<td>Asian</td>
<td>8 (7.2)</td>
<td>19 (18.6)</td>
</tr>
<tr>
<td>Indigenous</td>
<td>3 (2.7)</td>
<td>4 (4.1)</td>
</tr>
<tr>
<td>Latin American</td>
<td>2 (1.8)</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (13.5)</td>
<td>7 (7.1)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s</td>
<td>17 (16.0)</td>
<td>23 (23.2)</td>
</tr>
<tr>
<td>Below bachelor</td>
<td>5 (4.7)</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>College</td>
<td>26 (24.5)</td>
<td>30 (30.3)</td>
</tr>
<tr>
<td>High school</td>
<td>31 (29.2)</td>
<td>19 (19.2)</td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control, n (%)</th>
<th>Intervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postgraduation</td>
<td>12 (11.5)</td>
<td>13 (13.1)</td>
</tr>
<tr>
<td>Below high school</td>
<td>15 (1.2)</td>
<td>11 (11.1)</td>
</tr>
</tbody>
</table>

### Employment

<table>
<thead>
<tr>
<th>Employment</th>
<th>Control, n (%)</th>
<th>Intervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retired</td>
<td>63 (58.3)</td>
<td>54 (55.1)</td>
</tr>
<tr>
<td>Full time with employee health benefits</td>
<td>15 (13.9)</td>
<td>22 (22.4)</td>
</tr>
<tr>
<td>Full time/part time without employee health benefits</td>
<td>8 (7.4)</td>
<td>8 (8.2)</td>
</tr>
<tr>
<td>Government assistance/disability</td>
<td>6 (5.6)</td>
<td>3 (3.1)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>5 (4.6)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Stay-at-home parent, student, volunteer</td>
<td>5 (4.6)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (3.7)</td>
<td>7 (7.1)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (1.9)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

### Income, Can $ (US $)

<table>
<thead>
<tr>
<th>Income, Can $ (US $)</th>
<th>Control, n (%)</th>
<th>Intervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;10,000 (7603)</td>
<td>9 (8.7)</td>
<td>6 (7.6)</td>
</tr>
<tr>
<td>10,000-19,000 (7603-14,446)</td>
<td>18 (17.5)</td>
<td>6 (7.6)</td>
</tr>
<tr>
<td>20,000-29,000 (15,206-22,048)</td>
<td>8 (7.8)</td>
<td>5 (6.3)</td>
</tr>
<tr>
<td>30,000-39,000 (22,809-29,651)</td>
<td>13 (12.6)</td>
<td>7 (8.9)</td>
</tr>
<tr>
<td>40,000-49,000 (22,543-37,254)</td>
<td>10 (9.7)</td>
<td>7 (8.9)</td>
</tr>
<tr>
<td>50,000-59,000 (38,015-44,857)</td>
<td>8 (7.8)</td>
<td>5 (6.3)</td>
</tr>
<tr>
<td>60,000-69,000 (45,617-52,460)</td>
<td>3 (2.9)</td>
<td>6 (7.6)</td>
</tr>
<tr>
<td>70,000-79,000 (53,220-60,063)</td>
<td>6 (5.8)</td>
<td>6 (7.6)</td>
</tr>
<tr>
<td>80,000-89,000 (60,823-67,666)</td>
<td>2 (1.9)</td>
<td>6 (7.6)</td>
</tr>
<tr>
<td>90,000-99,000 (68,426-75,269)</td>
<td>8 (7.8)</td>
<td>6 (7.6)</td>
</tr>
<tr>
<td>100,000-149,000 (76,029-113,283)</td>
<td>7 (6.8)</td>
<td>8 (10.1)</td>
</tr>
<tr>
<td>≥150,000 (114,044)</td>
<td>11 (10.7)</td>
<td>11 (13.9)</td>
</tr>
</tbody>
</table>

### Living arrangements

<table>
<thead>
<tr>
<th>Living arrangements</th>
<th>Control, n (%)</th>
<th>Intervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alone</td>
<td>30 (27.3)</td>
<td>26 (25.7)</td>
</tr>
<tr>
<td>With family members</td>
<td>24 (21.8)</td>
<td>28 (27.7)</td>
</tr>
<tr>
<td>With partner/spouse</td>
<td>46 (41.8)</td>
<td>38 (37.6)</td>
</tr>
<tr>
<td>With roommates</td>
<td>2 (1.8)</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (7.3)</td>
<td>6 (5.9)</td>
</tr>
</tbody>
</table>

### Attrition Analysis

A total of 62 patients withdrew or were lost to follow-up. Of these patients, we had demographic data on 34 patients (control, n=10; intervention, n=24; Multimedia Appendix 1). There were proportionately more non–English-speaking patients (9/34, 26%) with high school education (11/34, 32%) who withdrew, compared with those who remained in the study.

### Primary Outcome: Decisional Conflict

Total decisional conflict was modestly reduced in the intervention group at 12 months compared with the control group (−3.5 of a total score of 100, 95% CI −7.4 to 0.4,  P=.08; Table 3). At 12 months, the Uninformed subscale was reduced in the intervention group (−3.9, 95% CI −8.8 to −1.02,  P=.11). Similarly, at 12 months, the Unclear Values subscale was reduced in the intervention group (−3.6, 95% CI −9.6 to 2.28,  P=.21).

### Secondary Outcomes

**Patient Chronic Care, Diabetes Distress, and Quality of Life**

Patient assessment of chronic illness care increased in the intervention group compared with the control group (0.7 of a total score of 5, 95% CI 0.4 to 1.0,  P<.001). There was a small difference in diabetes distress (−0.2, 95% CI −0.4 to 0.05,  P=.12) and quality of life (1.2, 95% CI −3.2 to 5.5,  P=.57; Table 3).
Table 3. Scores at baseline, 6 and 12 months, and treatment effect at 6 and 12 months for decisional conflict, patient assessment of chronic illness care, diabetes distress, and quality of life.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Control Score, mean (SD)</th>
<th>Intervention Score, mean (SD)</th>
<th>Treatment effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>6 months</td>
<td>12 months</td>
</tr>
<tr>
<td>DCS² (out of 100; higher score represents more decisional conflict)</td>
<td>23.56 (15.00)</td>
<td>21.10 (12.79)</td>
<td>19.58 (9.11)</td>
</tr>
<tr>
<td>PACICb (out of 5)</td>
<td>3.16 (0.95)</td>
<td>3.41 (1.05)</td>
<td>3.22 (1.08)</td>
</tr>
<tr>
<td>DDS² (out of 6)</td>
<td>1.93 (0.83)</td>
<td>1.88 (0.78)</td>
<td>1.90 (0.75)</td>
</tr>
<tr>
<td>Quality of Life (SF-d-12; out of 100)</td>
<td>89.69 (12.48)</td>
<td>87.77 (12.87)</td>
<td>86.99 (10.69)</td>
</tr>
</tbody>
</table>

²DCS: Decisional Conflict Scale.
bPACIC: Patient Assessment of Chronic Illness Care.
²DDS: Diabetes Distress Scale.
dSF: Short Form.

**Intervention Effect of MyDiabetesPlan**

A total of 52 patients completed (eg, generated a complete plan) MyDiabetesPlan two or more times during the study period.

Table 4. Change in decisional conflict over 12 months in the intervention group using MyDiabetesPlan by number of completed plans.

<table>
<thead>
<tr>
<th>Completed plans, n</th>
<th>Participants, n (N=68)</th>
<th>Decisional conflict score, mean (SD)</th>
<th>Change in score</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1</td>
<td>6</td>
<td>23.4 (22.7) 14.9 (11.8) −8.5 (22.4)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>23.2 (12.9) 13.9 (11.6) −9.3 (10.6)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>26.9 (10.9) 21.2 (11.5) −5.7 (12.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;2</td>
<td>13</td>
<td>32.1 (22.5) 19.8 (14.6) −12.3 (20.9)</td>
<td></td>
</tr>
</tbody>
</table>

**Subgroup Analyses**

For decisional conflict, we found weak evidence for any interaction (P=.07) that appeared to be driven by age>65 years (P=.01; Multimedia Appendix 1). We found stronger evidence when we examined the “uninformed” subscale (P=.03), driven by age>65 years (P=.003), and income>Can $50,000 (US $379,000; P=.04). Similarly, for diabetes distress, there was weak evidence for interaction (P=.14) driven by age>65 years (P=.01) and unemployment status (P=.03). There was weak evidence for interactions for PACIC (P=.01; lives alone: P=.11). There was little evidence of discernible interactions for the Short Form-12.

**Intention to Engage in IPSDM**

There was little evidence of differences between the 2 groups of clinicians in intention to practice SDM (Multimedia Appendix 1).

**Harms**

There were no harms associated with participation in this study.

**Discussion**

**Principal Findings**

We found that MyDiabetesPlan, an interprofessional goal-setting decision aid for people living with diabetes, resulted in a modest reduction in decisional conflict (specifically the uninformed subscale) and increased patient assessment of chronic illness care but had no impact on diabetes distress or health-related quality of life. MyDiabetesPlan reduced decisional conflict and diabetes distress most prominently in participants older than 65 years. There was no impact of MyDiabetesPlan use on clinicians’ intention to practice SDM.

Our finding regarding the impact of MyDiabetesPlan on decisional conflict is generally consistent with the literature, although our results did not meet statistical significance. A 2017
systematic review found that decision aids reduced decisional conflict related to uncertainty caused by unclear values (−8.81/100; 95% CI −11.99 to −5.63; 23 studies; n=5068; high-quality evidence) and feeling uninformed (−9.28/100; 95% CI −12.20 to −6.36; 27 studies; n=5707; high-quality evidence) [45]. In our study, we found smaller reductions: a 3.5-point reduction in the total scale, a 3.9-point reduction in the uninform subscale, and a 3.7-point reduction in the uninformed subscale. This discrepancy may be due to the goal-setting nature of MyDiabetesPlan: rather than offering risks and benefits of a single discrete decision, it offered risks and benefits of multiple potential strategies. Thus, answering a question in this context, such as “I am clear about which benefits matter most to me” may be more challenging.

Comparison With Previous Work

Consistent with a previous review [45], we also found no impact of MyDiabetesPlan on general or condition-specific health-related quality of life such as diabetes distress (though there was a signal for an effect in participants older than 65 years). Authors have postulated that this may be owing to the fact that decision aids are often used in situations where the options have no clear health outcome advantage [45]. A subanalysis of this review identified 11 studies involving 2684 patients that examined the impact of PtDA on health-related quality of life [46]. Of the 11 trials, 6 trials neither reported difference in health-related quality of life between PtDA and control nor over time. This confirmed the lack of impact, suggesting that health-related quality of life may be an uninformative end point unless a specific hypothesis for its impact can be made [46]. Another potential reason for this is that the outcome is too distant from the act of using MyDiabetesPlan: patients may select a goal (such as increasing physical activity) but may not enact the goal (ie, actually increasing their physical activity), and thus may not experience any change in health-related quality of life. Although MyDiabetesPlan may have reduced decisional conflict and increased patient activation and thus increased goal setting, there may be a gap between goal setting and goal attainment; bridging this gap with additional behavioral supports to optimize goal attainment may then result in improvements in health-related quality of life.

Our finding that MyDiabetesPlan reduced decisional conflict and diabetes distress, particularly in participants older than 65 years, is consistent with the literature [47]. This systematic review of 22 studies examining the impact of PtDA in adults aged 65 years and older found that people exposed to a decision aid had greater knowledge (5 studies; mean difference 6.5, 95% CI 0.76 to 12.25) and reduced decisional conflict (11 studies; mean difference −3.17 out of 100, 95% CI −4.44 to 1.90). These findings are reassuring, particularly in light of concerns of social inequities and the digital health divide [48], and provide support that a digital health innovation such as MyDiabetesPlan is appropriate for a complex older population with multiple comorbidities.

The strengths of this study include rigorous adherence to RCT methodology (including central randomization, similar intervention and control groups at baseline, appropriate length of follow-up, use of validated scales, intention-to-treat analysis), its finding of reducing decisional conflict and improving chronic care delivery, especially in those older than 65 years, and its generalizability. We designed this study to assess the feasibility of implementing MyDiabetesPlan in interprofessional primary care settings; as such, it is primarily a pragmatic trial along the explanatory-pragmatic continuum [49]. Thus, our study results mainly reflect what would happen if MyDiabetesPlan would be implemented in the usual clinical practice of interprofessional primary care.

Limitations

Study limitations include the lack of blinding of participants (patients and clinicians) owing to the nature of the intervention, use of both paper- and web-based data collection methods, attrition rate of 29%, and less-than-anticipated MyDiabetesPlan use, resulting in potential bias, and its lack of clinical outcome measures. Although different data collection methods may introduce respondent bias, recent literature has shown that response rates do not differ between paper- and web-based respondents [50] and that there was no difference in socioeconomic characteristics between paper- and web-based respondents [51]. Our attrition rate and reduced MyDiabetesPlan use were amplified by our complex study population, many of whom either withdrew owing to competing health concerns or were lost to follow-up, presumably for similar reasons. Challenges to conducting research in this population are well documented, and solutions for future studies include providing transportation compensation, conducting home visits, and encouraging greater engagement of family members [52]. Although we did not assess clinical outcome measures, we assessed proximal patient-reported outcomes appropriate for a decision-aid intervention, outcomes that have typically been underused in the literature [53], and outcomes that have been associated with clinical outcomes such as A1c [12-14].

Assessment of researcher-selected clinical outcomes such as A1c in a trial where patients are encouraged to select their own personalized goals is incongruent with the principles of person-centered outcomes research [54]. Future studies may consider the use of goal attainment scaling (which has some demonstrated validity evidence in the geriatric care setting) [55] or composite clinical outcomes, though this is not without its limitations [56].

Conclusions

MyDiabetesPlan modestly reduced decisional conflict and increased patient assessment of chronic illness care but had no impact on diabetes distress or health-related quality of life. The next steps in this research program are to engage with knowledge users (patients and their caregivers, clinicians, managers, and policy makers) to discuss the implications of these findings, modify MyDiabetesPlan and its mode of delivery, and consideration of clinical, organizational, and health care system contexts to plan scale-up to an implementation trial.
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Abstract

Background: Past studies examining barriers to patient portal adoption have been conducted with a small number of patients and health care settings, limiting generalizability.

Objective: This study had the following two objectives: (1) to assess the prevalence of barriers to patient portal adoption among nonadopters and (2) to examine the association between nonadopter characteristics and reported barriers in a nationally representative sample.

Methods: Data from this study were obtained from the 2019 Health Information National Trends Survey. We calculated descriptive statistics to determine the most prevalent barriers and conducted multiple variable logistic regression analysis to examine which characteristics were associated with the reported barriers.

Results: The sample included 4815 individuals. Among these, 2828 individuals (58.73%) had not adopted a patient portal. Among the nonadopters (n=2828), the most prevalent barriers were patient preference for in-person communication (1810/2828, 64.00%), no perceived need for the patient portal (1385/2828, 48.97%), and lack of comfort and experience with computers (735/2828, 25.99%). Less commonly, individuals reported having no patient portal (650/2828, 22.98%), no internet access (650/2828, 22.98%), privacy concerns (594/2828, 21.00%), difficulty logging on (537/2828, 18.99%), and multiple patient portals (255/2828, 9.02%) as barriers. Men had significantly lower odds of indicating a preference for speaking directly to a provider compared with women (odds ratio [OR] 0.75, 95% CI 0.60-0.94; P=.01). Older age (OR 1.01, 95% CI 1.00-1.02; P<.001), having a chronic condition (OR 1.83, 95% CI 1.44-2.33; P<.001), and having an income lower than US $20,000 (OR 1.61, 95% CI 1.11-2.34; P=.01) were positively associated with indicating a preference for speaking directly to a provider. Hispanic individuals had significantly higher odds of indicating that they had no need for a patient portal (OR 1.59, 95% CI 1.24-2.05; P<.001) compared with non-Hispanic individuals. Older individuals (OR 1.05, 95% CI 1.04-1.06; P<.001), individuals with less than a high school diploma (OR 3.15, 95% CI 1.79-5.53; P<.001), and individuals with a household income of less than US $20,000 (OR 2.78, 95% CI 1.88-4.11; P<.001) had significantly higher odds of indicating that they were uncomfortable with a computer.

Conclusions: The most common barriers to patient portal adoption are preference for in-person communication, not having a need for the patient portal, and feeling uncomfortable with computers, which are barriers that are modifiable and can be intervened
upon. Patient characteristics can help predict which patients are most likely to experience certain barriers to patient portal adoption. Further research is needed to tailor implementation approaches based on patients’ needs and preferences.

(J Med Internet Res 2020;22(9):e18870) doi:10.2196/18870
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**Introduction**

Patient portals have demonstrated promise in improving patient engagement and outcomes [1-7] but remain underutilized [8-13]. Patient portals (web applications tethered to the electronic health record [EHR]) offer patients numerous ways to better engage in their own care, such as viewing and downloading health information and securely messaging their health care providers [14-16]. To encourage patient portal use among patients and providers, the US government has taken steps to promote patient portal adoption [17,18]. Stage 2 of the Meaningful Use EHR Incentive Program, which is now part of the Merit-based Incentive Payment Program, requires eligible providers to ensure that a certain percentage of patients are downloading and viewing health information and securely messaging their care team [17,19]. Eligible hospitals are also required to ensure that patients download and view health information under the Promoting Interoperability for Hospitals Program. Additionally, the 21st Century Cures Act encourages providers to offer access to patient portals through digital health applications in order to enhance a patient’s ability to maintain a longitudinal health record (ie, integrate portal data from multiple providers) and to share the record with other health care providers [18]. Despite these policy initiatives, patient portal adoption has been slow.

Studies have consistently shown that patient portal usage has increased over time but remains low overall [10,20,21]. A recent nationally representative study (weighted n=254,183 individuals) found a significant increase in the adoption of patient portals in the United States, from 12.5% in 2011 to 25.0% in 2017 (P<.001) [10]. However, an overall adoption rate of 25% is modest and means that many patients are still not using patient portals. To increase adoption, some health care systems have started offering access to patient portals through smartphone apps [22]. Smartphone app access allows patients to integrate data from multiple patient portals and may increase access for patients who do not have access to a home computer. However, a recent study examining patient portal access through a smartphone app found that the rate of new users did not significantly change over time (P=.18) and that the proportion of patient portal adopters who logged into the smartphone app was low (population mean [0.7%, SD 0.2%-2.1%] [23]. This finding suggests that there are other barriers that are affecting patient portal adoption and that additional implementation strategies, beyond accessibility through smartphone apps, may be needed to enhance adoption.

Several studies have identified patient- and provider-level barriers that are associated with low adoption of patient portals. Studies have consistently shown that lower socioeconomic status, older age, rural residence, male gender, black race, Hispanic ethnicity, and public or no insurance are associated with lower adoption of patient portals [8,24-30]. On the other hand, patients with a usual source of care, those having better patient-provider communication, and those with multiple chronic conditions are more likely to adopt patient portals [29,31,32]. Studies have also enumerated many barriers to adoption, such as computer literacy, lack of internet access, privacy concerns, difficulty logging in, and presence of different portals for different providers [33-43]. Many of these studies, however, involved small samples, limiting the ability to discern which barriers are most prominent and which patient subgroups are most likely to experience a specific barrier.

To address this gap, this study had the following two objectives: (1) to assess the prevalence of barriers to patient portal adoption among nonadopters and (2) to examine the association between nonadopter characteristics and reported barriers in a nationally representative sample. By clarifying which barriers are most common and which patient subgroups are most affected by these barriers, future studies can develop targeted implementation approaches to advance patient portal adoption.

**Methods**

**Study Design**

This was a cross-sectional observational study conducted in 2019. The unit of analysis was the individual.

**Data**

Data for this study were obtained from the Health Information National Trends Survey (HINTS), which is administered by the National Cancer Institute (NCI). The HINTS collects data on individuals’ use of and access to health-related information, and health-related knowledge, awareness, and behaviors. The sampling frame included all civilian noninstitutionalized adults (aged over 18 years) living in the United States, and it was considered a nationally representative sample. The sampling strategy was two-staged. First, a stratified sample was selected based on a file of residential addresses maintained by the NCI, and then, one adult within each selected household was sampled. The HINTS 5, Cycle 3 survey, which was used for this study, was administered from January through April 2019 via a paper-based survey and an experimental web survey. The overall response rate was 30.3%.

**Study Population**

The HINTS 5, Cycle 3 sample included 5438 individuals. We removed individuals with missing data for key variables (eg, complete case analysis) since the rate of missingness was less than 7% for study variables. We examined whether individuals with missing data were more likely to report nonadoption of patient portals and did not find a relationship; therefore, we concluded that the data were missing at random. We excluded...
individuals who reported not visiting a health care provider in the past 12 months (n=542). After removing individuals with missing data and individuals who had not visited a provider in the past 12 months, the analytic sample included 4815 individuals (weighted n=227,463,350).

Measures

Adoption of Patient Portals

We divided the sample based on adoption and nonadoption of patient portals according to a survey question (“How many times did you access your online medical record in the last 12 months?”). Individuals selecting zero times were categorized as “nonadopters” and individuals selecting one or more times were categorized as “adopters.”

Barriers to Patient Portal Adoption

The survey asked a series of yes/no questions eliciting reasons why patients have not adopted patient portals, including patient preference to speak to a health care provider directly, lack of internet access, concerns about privacy, lack of patient portals, trouble remembering passwords, lack of experience with computers, and having more than one patient portal. Participants were allowed to select more than one barrier. Each of these barriers was categorized as a binary variable.

Individual Characteristics

The survey captured several measures of patient characteristics. We included characteristics associated with patient portal adoption that have been reported in previous studies [8,24-30], including binary measures of gender, black race, Hispanic ethnicity, marital status, insurance status, rural residence, presence of a chronic condition (eg, diabetes, hypertension, and heart disease), and having a regular provider. We included age as a continuously measured variable. We also included three categorical variables, including income (eg, less than US $20,000, US $20,000-$34,999, US $35,000-$49,999, US $50,000-$74,999, and US $75,000 or more), education (eg, less than high school diploma, high school diploma, college degree, and postgraduate degree), and satisfaction with care (eg, excellent, very good, good, fair, and poor). Each of these variables has been shown to be a predictor of patient portal adoption in previous research [8,24-30].

Analytic Approach

First, we described the characteristics of the study population, conducting bivariate analyses to compare the characteristics of the adopters and nonadopters of patient portals. Second, we adopted a series of multiple logistic regression models to examine which characteristics were associated with barriers that were experienced by at least 10% of participants. We chose 10% as a cutoff to ensure that we had an adequate sample size for each logistic regression. We present the results for the three most common barriers in the Results section and provide the results for the less common barriers in Multimedia Appendix 1 and Multimedia Appendix 2. The statistical analyses were conducted using Stata (version 16; StataCorp). We used jackknife replicate weights to account for the complex survey design (ie, stratified cluster sample) in the variance calculations. We also applied sampling weights to develop nationally representative estimates. We adhered to the guidelines for weighting and variance estimation from the NCI [44]. To ensure adequate reporting of our study, we followed the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statement [45]. This study was exempted by the Advarra Institutional Review Board owing to the use of publicly available data.

Results

Sample Characteristics

The sample included 4815 individuals (weighted n=227,463,350). The majority of participants were female (2746/4815, 57.03%), white (3755/4815, 77.99%), and non-Hispanic (4024/4815, 83.57%) (Table 1). The mean age was 56.3 years (SD 16.7 years). Less than half of the participants had a college degree (1307/4815, 27.14%) or postgraduate degree (963/4815, 20.00%) and a household income of US $75,000 or more per year (1719/4815, 35.70%).

There were more individuals who had not adopted a patient portal (ie, nonadopters; 2828/4815, 58.73%) than individuals who had adopted a patient portal (ie, adopters; 1987/4815, 41.27%) (Table 1). Nonadopters were significantly more likely to be male (P<.001), be of black race (P=.001), have Hispanic ethnicity (P=.001), have lower education attainment (P<.001), and have lower income (P<.001). Nonadopters were also significantly more likely to live in a rural area (P=.002), be unmarried (P=.001), be uninsured (P=.001), not have a usual source of care (P<.001), and rate their quality of care lower (P<.001) compared with adopters. Age and having a chronic condition did not significantly impact the decision to adopt a patient portal.
## Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total population (N=4815; weighted: 227,463,350)</th>
<th>Adopters (N=1987; weighted: 90,644,145)</th>
<th>Nonadopters (N=2828; weighted: 136,800,000)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>2069 (42.97%)</td>
<td>781 (39.31%)</td>
<td>1288 (45.54%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2746 (57.03%)</td>
<td>1206 (60.69%)</td>
<td>1540 (54.46%)</td>
<td></td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Black</td>
<td>772 (16.03%)</td>
<td>255 (12.83%)</td>
<td>517 (18.28%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>3755 (77.99%)</td>
<td>1649 (82.99%)</td>
<td>2106 (74.47%)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Hispanic</td>
<td>791 (16.43%)</td>
<td>265 (13.34%)</td>
<td>526 (18.60%)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>4024 (83.57%)</td>
<td>1722 (86.66%)</td>
<td>3755 (81.40%)</td>
<td></td>
</tr>
<tr>
<td><strong>Age, µa (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than HSb</td>
<td>280 (5.82%)</td>
<td>28 (1.41%)</td>
<td>252 (8.91%)</td>
<td></td>
</tr>
<tr>
<td>HS diploma</td>
<td>2265 (47.04%)</td>
<td>739 (37.19%)</td>
<td>1526 (53.96%)</td>
<td></td>
</tr>
<tr>
<td>College degree</td>
<td>1307 (27.14%)</td>
<td>651 (32.76%)</td>
<td>656 (23.20%)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>963 (20.00%)</td>
<td>569 (28.64%)</td>
<td>394 (13.93%)</td>
<td></td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than US $20,000</td>
<td>762 (15.83%)</td>
<td>154 (7.75%)</td>
<td>608 (21.50%)</td>
<td></td>
</tr>
<tr>
<td>US $20,000 to $34,999</td>
<td>547 (11.36%)</td>
<td>164 (8.25%)</td>
<td>383 (13.54%)</td>
<td></td>
</tr>
<tr>
<td>US $35,000 to $49,999</td>
<td>575 (11.94%)</td>
<td>233 (11.73%)</td>
<td>342 (12.09%)</td>
<td></td>
</tr>
<tr>
<td>US $50,000 to $74,999</td>
<td>786 (16.32%)</td>
<td>363 (18.27%)</td>
<td>423 (14.96%)</td>
<td></td>
</tr>
<tr>
<td>US $75,000 or more</td>
<td>1719 (35.70%)</td>
<td>929 (46.75%)</td>
<td>790 (27.93%)</td>
<td></td>
</tr>
<tr>
<td><strong>Rural, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Yes</td>
<td>521 (10.82%)</td>
<td>169 (8.51%)</td>
<td>352 (12.48%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4294 (89.18%)</td>
<td>1818 (91.49%)</td>
<td>2476 (87.55%)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Married</td>
<td>2656 (55.16%)</td>
<td>1258 (63.31%)</td>
<td>1398 (49.43%)</td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>2159 (44.84%)</td>
<td>729 (36.69%)</td>
<td>1430 (50.57%)</td>
<td></td>
</tr>
<tr>
<td><strong>Chronic condition, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Yes</td>
<td>2633 (54.68%)</td>
<td>1051 (52.89%)</td>
<td>1582 (55.94%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2182 (45.32%)</td>
<td>936 (47.11%)</td>
<td>1246 (44.06%)</td>
<td></td>
</tr>
<tr>
<td><strong>Insurance status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Insured</td>
<td>4559 (94.68%)</td>
<td>1941 (97.68%)</td>
<td>2618 (92.57%)</td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>256 (5.32%)</td>
<td>46 (2.32%)</td>
<td>210 (7.42%)</td>
<td></td>
</tr>
<tr>
<td><strong>Regular provider, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>3392 (70.45%)</td>
<td>1614 (81.23%)</td>
<td>1778 (62.87%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1423 (29.55%)</td>
<td>373 (18.77)</td>
<td>1050 (37.13%)</td>
<td></td>
</tr>
<tr>
<td><strong>Quality of care, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Excellent</td>
<td>1829 (37.99%)</td>
<td>764 (38.45%)</td>
<td>1065 (37.66%)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>1806 (37.51%)</td>
<td>797 (40.11%)</td>
<td>1009 (35.68%)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>862 (17.90%)</td>
<td>344 (17.31%)</td>
<td>518 (18.32%)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>197 (4.91%)</td>
<td>70 (3.52%)</td>
<td>127 (4.49%)</td>
<td></td>
</tr>
</tbody>
</table>
Prevalence of Barriers to Patient Portal Adoption Among Nonadopters

Among nonadopters (n=2828), the most prevalent barrier to patient portal adoption was patient preference for in-person communication (1810/2828, 64.00%) (Table 2). The second most common barrier was lack of comfort and experience with computers (735/2828, 25.99%). Less commonly, individuals reported having no patient portal (650/2828, 22.98%), no internet access (650/2828, 22.98%), privacy concerns (594/2828, 21.00%), difficulty logging on (537/2828, 18.99%), and multiple patient portals (255/2828, 9.02%) (Multimedia Appendix 1 and Multimedia Appendix 2).

Nonadopter Characteristics and Barriers to Patient Portal Adoption

For the first barrier, men had significantly lower odds of indicating a preference for speaking directly to a provider compared with women (odds ratio [OR] 0.75, 95% CI 0.60-0.94; P=.01) (Table 2). Conversely, older age (OR 1.01, 95% CI 1.00-1.02; P<.001), having a chronic condition (OR 1.83, 95% CI 1.44-2.33; P<.001), having a regular provider (OR 1.45, 95% CI 1.14-1.84; P=.003), and having an income lower than US $20,000 (OR 1.61, 95% CI 1.11-2.34; P=.01) were positively associated with indicating a preference for speaking directly to a provider. In terms of education, individuals with less than a high school diploma (OR 3.15, 95% CI 1.79-5.53; P<.001) had significantly higher odds of indicating that they were uncomfortable with a computer (Table 2). Individuals with less than a high school education (OR 2.03, 95% CI 1.17-3.50; P=.01), a high school diploma (OR 2.16, 95% CI 1.57-2.97; P<.001), and a college degree (OR 1.40, 95% CI 1.01-1.94; P=.04) had significantly higher odds of preferring to speak directly to a provider compared with individuals having a postgraduate degree. Individuals who rated their quality of care as “very good” (OR 0.58, 95% CI 0.36-0.95; P=.03) or “good” (OR 0.64, 95% CI 0.47-0.87; P=.004) had significantly lower odds of preferring to speak directly to a provider compared with individuals who rated their quality of care as “poor.”

For the second barrier, Hispanic individuals had significantly higher odds of indicating that they had no need for a patient portal (OR 1.59, 95% CI 1.24-2.05; P<.001) compared with non-Hispanic individuals (Table 2). In contrast, older individuals (OR 0.99, 95% CI 0.99-1.00; P=.04), individuals who rated their quality of care as “excellent” (OR 0.33, 95% CI 0.12-0.88; P=.03), and individuals with a household income of US $20,000 to $34,999 (OR 0.61, 95% CI 0.44-0.85; P=.003) or less than US $20,000 (OR 0.68, 95% CI 0.50-0.93; P=.02) had significantly lower odds of indicating that they had no need for a patient portal.

For the third barrier, older individuals (OR 1.05, 95% CI 1.04-1.06; P<.001), individuals with a chronic condition (OR 1.42, 95% CI 1.08-1.86; P=.01), and individuals who rated their quality of care as “good” (OR 1.55, 95% CI 1.11-2.15; P=.009) had significantly higher odds of indicating that they were uncomfortable with a computer (Table 2). Individuals with less than a high school diploma (OR 3.15, 95% CI 1.79-5.53; P<.001) and a high school diploma (OR 2.79, 95% CI 1.80-4.33; P<.001) had significantly higher odds of indicating that they were uncomfortable with a computer. Individuals with a household income of less than US $20,000 (OR 2.78, 95% CI 1.88-4.11; P<.001), US $20,000 to $34,999 (OR 2.17, 95% CI 1.45-3.27; P<.001), US $35,000 to $49,999 (OR 1.94, 95% CI 1.30-2.90; P<.001), and US $50,000 to $74,999 (OR 1.57, 95% CI 1.10-2.10; P<.001) had significantly higher odds of indicating that they were uncomfortable with a computer compared with individuals having a household income of US $75,000 or more. Black individuals (OR 0.93, 95% CI 0.89-0.98; P=.007) were less likely to indicate that they were uncomfortable with a computer compared with white individuals.
Table 2. Nonadopter characteristics and the three most common barriers to patient portal adoption.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>95% CI</td>
<td>P value</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.75</td>
<td>0.60-0.94</td>
<td>.01</td>
</tr>
<tr>
<td>Female (ref&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>1.01</td>
<td>0.96-1.06</td>
<td>.73</td>
</tr>
<tr>
<td>White (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.90</td>
<td>0.67-1.21</td>
<td>.48</td>
</tr>
<tr>
<td>Non-Hispanic (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>1.01</td>
<td>1.00-1.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than HS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.03</td>
<td>1.17-3.50</td>
<td>.01</td>
</tr>
<tr>
<td>HS diploma</td>
<td>2.16</td>
<td>1.57-2.97</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>College degree</td>
<td>1.40</td>
<td>1.01-1.94</td>
<td>.04</td>
</tr>
<tr>
<td>Postgraduate (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than US $20,000</td>
<td>1.61</td>
<td>1.11-2.34</td>
<td>.01</td>
</tr>
<tr>
<td>US $20,000 to $34,999</td>
<td>1.32</td>
<td>0.90-1.94</td>
<td>.16</td>
</tr>
<tr>
<td>US $35,000 to $49,999</td>
<td>0.97</td>
<td>0.68-1.38</td>
<td>.86</td>
</tr>
<tr>
<td>US $50,000 to $74,999</td>
<td>1.19</td>
<td>0.86-1.64</td>
<td>.29</td>
</tr>
<tr>
<td>US $75,000 or more (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Rural</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.05</td>
<td>0.74-1.49</td>
<td>.78</td>
</tr>
<tr>
<td>No (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>1.04</td>
<td>0.82-1.32</td>
<td>.74</td>
</tr>
<tr>
<td>Unmarried (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Chronic condition</td>
<td>1.83</td>
<td>1.44-2.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Insurance status</td>
<td>0.88</td>
<td>0.53-1.47</td>
<td>.63</td>
</tr>
<tr>
<td>Uninsured (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Regular provider</td>
<td>1.45</td>
<td>1.14-1.84</td>
<td>.003</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Quality of care</td>
<td>0.52</td>
<td>0.19-1.42</td>
<td>.20</td>
</tr>
</tbody>
</table>
Having a need for a patient portal was a barrier to adoption, almost half of the individuals in our study indicated that not having a need for a patient portal to facilitate advanced care planning discussions through the portal, and using the portal for patient-reported outcomes was successful in collecting and displaying patient-physician communication during visits. There have been practices for using the patient portal as a means to bolster patient-provider communication [33-35,37,64-66]. Consistent with prior work, we found that certain patient demographics are associated with lack of comfort with computers, such as older individuals and individuals with lower income and education [33-35,37,64-66]. Consistent with prior work, we found that certain patient demographics are associated with lack of comfort with computers, such as older individuals and individuals with lower income and education [33-35,37,64-66]. Consistent with prior work, we found that certain patient demographics are associated with lack of comfort with computers, such as older individuals and individuals with lower income and education [33-35,37,64-66]. Consistent with prior work, we found that certain patient demographics are associated with lack of comfort with computers, such as older individuals and individuals with lower income and education [33-35,37,64-66]. Consistent with prior work, we found that certain patient demographics are associated with lack of comfort with computers, such as older individuals and individuals with lower income and education [33-35,37,64-66]. Our study found that having a need for a patient portal was a barrier to adoption.

### Discussion

#### Principal Findings

The goal of this study was to assess the prevalence of barriers to patient portal adoption in a nationally representative sample and to understand which patient subgroups are most likely to experience a given barrier. Our study found that the most common barriers to patient portal adoption are an individual’s preference to speak to a provider in person, not having a need for the patient portal, and feeling uncomfortable with computers, which are barriers that are modifiable and can be intervened upon. Less frequently, patients reported concerns with privacy, internet access, difficulty logging on, and having multiple patient portals. Our study identified that patient characteristics can help predict which patients are most likely to experience certain barriers to patient portal adoption. Older adults and women, for example, commonly reported preference for in-person communication as a barrier to patient portals. We discuss implications for policy and practice below.

Consistent with previous studies, our study indicated that patient preference for in-person communication with providers serves as a barrier to patient portal adoption [38,46-49]. This study extends prior studies by demonstrating that this barrier may be more common (1810/2828, 64.00%) than previously thought and that certain patient demographics are associated with preferring in-person communication (eg, women, older patients, and patients with lower income and education). Dissemination strategies, which target information to a specific audience, may be needed to demonstrate that patient portals are meant to complement rather than replace in-person communication with providers [50]. For developing better messaging, however, there is a need for more implementation studies identifying effective practices for using the patient portal as a means to bolster patient-physician communication during visits. There have been successful examples of this, including collecting and displaying patient-reported outcomes through the portal, and using the portal to facilitate advanced care planning discussions [12,38,51-53]. These strategies should be replicated in additional settings.

Almost half of the individuals in our study indicated that not having a need for a patient portal was a barrier to adoption, which has emerged as a barrier in past research [33,34,36,37]. Our study found that Hispanic and younger individuals were more likely to not see a need for the patient portal. A prior study recommended using real-life patient stories that demonstrate how a patient portal can be used to make the case for why a patient portal might be valuable [54]. There also remains a need to do more usability testing with patient portals and apply user-centered design approaches to better understand what features within the patient portal would be valuable to patients [55-57]. Studies have identified a number of usability issues, including not having information presented in multiple languages, lack of educational resources, poor data visualization and lack of contextualization for laboratory values, and lack of personalization [58-60]. In response, some systems have tested creative strategies, such as offering tailored patient education, and have used motivational strategies (eg, social comparisons and gamification) to enhance the relevance of the patient portal and ensure that the portal is meeting user needs [55,61]. Future studies are needed to test strategies that align the patient portal with patients’ information needs. Some systems have also trained providers on the portal and created time within clinic workflow to show patients what the portal is and how to use it, and these strategies may enhance patients’ perceived need for the portal [62,63]. Further testing is needed to see whether this is an effective implementation approach.

Our study also found that lack of comfort with computers (735/2828, 25.99%) was a common barrier to patient portal adoption, a finding similar to that in past studies [33-35,37,64-66]. Consistent with prior work, we found that older individuals and individuals with lower income and education attainment were more likely to report lack of comfort with computers as a barrier to patient portal adoption. Several studies have tested strategies, such as having health care systems offer patient portal demonstrations to patients, as means to increase comfort with computers and ultimately patient portal adoption [2,62,67]. Researchers have also recommended providing additional support to older individuals who may lack comfort with computers, such as printed handouts and an option to call a toll free line for additional technical assistance [67,68]. Past studies have found that in-person training can improve eHealth literacy among older adults [69-71]; however, few studies have been performed in clinical settings or have included

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>95% CI</td>
<td>P value</td>
<td>OR</td>
</tr>
<tr>
<td>Very good</td>
<td>0.58</td>
<td>0.36-0.95</td>
<td>.03</td>
</tr>
<tr>
<td>Good</td>
<td>0.64</td>
<td>0.47-0.87</td>
<td>.004</td>
</tr>
<tr>
<td>Fair</td>
<td>0.93</td>
<td>0.71-1.22</td>
<td>.60</td>
</tr>
<tr>
<td>Poor (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Constant</td>
<td>0.66</td>
<td>0.32-1.36</td>
<td>.26</td>
</tr>
</tbody>
</table>

aOR: odds ratio.

bref: reference.

cN/A: not applicable.

dHS: high school.
clinical outcomes. Thus, additional research is warranted. Past studies have suggested that some older individuals experience additional barriers to technology adoption, such as vision, cognitive, and dexterity deficits [72]. Future studies should test whether modifications to patient portals, such as larger font size, increased contrast between the text and background, and voice-enabled applications, could increase comfort with patient portals among older frail adults. Some health care systems have also allowed patients to designate a caregiver to access the patient portal on their behalf, although uptake has been slow [73-75]. Implementation strategies that incorporate patient caregivers, such as proxy portal access, training for caregivers on the patient portal, and allowing patients to choose which information is shared with the caregiver, could help make the portal more accessible to patients who lack comfort with technology.

Limitations
This study has a number of limitations. First, the HINTS does not collect any information at the site of care where a patient is seen. It is possible that system- and provider-level factors influence which patients are most likely to experience certain barriers to patient portal adoption. For example, patients who receive care in a Veterans Affairs hospital may be more likely to report a need for the patient portal since the Veterans Affairs has been an early adopter of patient portals [57]. Additionally, there are other barriers that may affect patient portal adoption, such as lack of reimbursement for telemedicine. These factors were not captured in the HINTS. Second, the HINTS only asked about a limited set of barriers, and it is impossible to tell whether there are other barriers that may be more impactful in hindering patient portal adoption (eg, lack of Spanish language options for the patient portal). Further, the HINTS did not use an implementation framework to select questions related to patient portal barriers. It is possible that other important barriers may have been omitted. The survey questions do, however, capture many of the barriers reported in prior portal studies [38,46-49], suggesting that the questions align well with prior research.

Conclusions
To our knowledge, this is the first study to assess the prevalence of barriers to patient portal adoption in a nationally representative sample and to discern which patient subgroups are most likely to experience certain barriers. Further research is needed to develop and test implementation strategies that target common barriers to patient portal adoption and tailor implementation and dissemination approaches based on patients’ needs and preferences.
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Abstract

Background: Patient reminders for influenza vaccination, delivered via an electronic health record patient portal and interactive voice response calls, offer an innovative approach to engaging patients and improving patient care.

Objective: The goal of this study was to test the effectiveness of portal and interactive voice response outreach in improving rates of influenza vaccination by targeting patients in early September, shortly after vaccinations became available.

Methods: Using electronic health record portal messages and interactive voice response calls promoting influenza vaccination, outreach was conducted in September 2015. Participants included adult patients within a large multispecialty group practice in central Massachusetts. Our main outcome was electronic health record–documented early influenza vaccination during the 2015-2016 influenza season, measured in November 2015. We randomly assigned all active portal users to 1 of 2 groups: (1) receiving a portal message promoting influenza vaccinations, listing upcoming clinics, and offering online scheduling of vaccination appointments (n=19,506) or (2) receiving usual care (n=19,505). We randomly assigned all portal nonusers to 1 of 2 groups: (1) receiving interactive voice response call (n=15,000) or (2) receiving usual care (n=43,596). The intervention also solicited patient self-reports on influenza vaccinations completed outside the clinic. Self-reported influenza vaccination data were uploaded into the electronic health records to increase the accuracy of existing provider-directed electronic health record clinical decision support (vaccination alerts) but were excluded from main analyses.

Results: Among portal users, 28.4% (5549/19,506) of those randomized to receive messages and 27.1% (5294/19,505) of the usual care group had influenza vaccinations documented by November 2015 ($P$=.004). In multivariate analysis of portal users, message recipients were slightly more likely to have documented vaccinations when compared to the usual care group (OR 1.07, 95% CI 1.02-1.12). Among portal nonusers, 8.4% (1262/15,000) of those randomized to receive calls and 8.2% (3586/43,596) of usual care had documented vaccinations ($P$=.47), and multivariate analysis showed nonsignificant differences. Over half of...
Introduction

Influenza infections contribute to increased health care costs and loss of productivity and can lead to serious complications and even death [1]. Effective strategies for the prevention of influenza are of critical importance as we enter the 2020-2021 influenza season. The confluence of the upcoming influenza season and the ongoing coronavirus disease 2019 (COVID-19) pandemic is expected to place additional stress on our health care system, fueled in part by similarities in presenting complaints for these two illnesses, as well as by the potential for increased risk of poor outcomes in patients co-infected with COVID-19 and influenza [2-4].

An estimated 5%-20% of the US population contracts influenza every year, with several hundred thousand people hospitalized annually due to influenza-related complications [5]. Estimates of annual influenza and pneumonia-associated deaths over the past decade reached as high as 61,000 in the 2017-2018 season [6-12]. According to Centers for Disease Control and Prevention (CDC) estimates, during the 2018-2019 influenza season, vaccinations prevented approximately 4.4 million flu illnesses, 58,000 hospitalizations, and 3500 deaths [13,14]. Since it takes approximately 2 weeks for antibodies to develop in response to influenza vaccination, the CDC recommends getting vaccinated before flu begins to spread within a community, by the end of October [15].

Despite widespread publicity promoting influenza vaccination, vaccines are underutilized [16-19]. In 2017, national vaccination coverage among adults for influenza was 37.1% [20], while the Healthy People 2020 target was 70% [21]. The CDC estimated flu vaccination coverage among adults aged ≥18 years as of mid-November 2018 was 44.9% [22], at the end of the 2018-2019 influenza season, national influenza vaccination coverage was 45.3% [23].

Clinical decision support has been shown to improve health outcomes by supporting the delivery of timely, evidence-based and guideline-concordant medical care, including annual vaccinations [24-26]. Clinical decision support includes computerized reminders both to providers and patients. Many health systems effectively use provider-directed clinical decision support, including noninterruptive or interruptive (pop-up) alerts, reminding providers of recommended prevention or screening measures [27,28]. While frequently effective, provider-directed clinical decision support is subject to important limitations. If alerts are triggered by erroneous or incomplete electronic health record data, or if providers experience alert fatigue from an overwhelming number of notifications, alerts may be ignored or overridden [29-32]. Considering these challenges, and in the setting of nationwide adoption of electronic patient portals, patient-directed clinical decision support delivered via a patient portal offers an innovative approach to the promotion of timely influenza vaccination.

Electronic patient portals are secure websites that provide patients with 24-hour online access to limited electronic health record information. A portal provides patients with a personal health record that is tethered to their electronic health record. Accessible information within a tethered portal varies by health system but may include vaccinations, laboratory results, problem lists, allergies, and information from recent doctor visits or hospitalizations [33,34]. A core function of portals is secure messaging—electronic communication with the physician or health care team [35]. Patient portals have the potential to improve patient-provider communication, improve medication adherence, decrease office visits, increase self-management of disease and disease awareness, increase use of preventative medicine, and increase inclusion of patients in medical decision making [36-38]. Previous patient outreach interventions have been shown to improve rates of vaccination completion and have been tested using multiple options including mailed letters, postcards, live phone calls, automated phone messages, and combination postcard/phone-based [39,40]. Few studies have tested the use of patient-directed vaccination reminders sent via patient portals [25,26,41].

We conducted a randomized controlled trial aimed at improving rates of influenza vaccination among eligible adult patients in a large multispecialty group practice in central Massachusetts. We used electronic health record patient portal messages as well as interactive voice recognition calls to (1) promote early season influenza vaccination completion and (2) solicit patient self-report on vaccinations completed outside the clinic.
Methods

Study Objectives
The overarching goal of this study was to improve rates of early influenza vaccination (by the end of October) among eligible adults in an outpatient population. Our primary objective was to determine whether our outreach increased completion of influenza vaccinations and, if so, whether one mode of outreach was most effective. Additional objectives were to improve documentation of influenza vaccinations administered outside the practice by inviting patient self-report (improving the accuracy of existing decision support tools) and to track process measures (e.g., rates of portal message opening and interactive voice response call answering).

Study Design
We conducted a nonblinded randomized controlled intervention (NCT02266277) at a large multispecialty medical group in central Massachusetts. Previously, our team developed and tested interactive voice response and portal outreach which we targeted to patients who had no documented vaccination 2 months after the start of the season [25,26]; this study adapted our previous approach, targeting a broader population in early September in order to promote early vaccination and provide information on September and October flu clinic dates.

Using a computer-generated randomization table, we assigned all active portal users to receive either a portal message promoting influenza vaccination, listing upcoming clinics, and offering online scheduling of vaccination appointments (n=19,506) or usual care with no portal message (n=19,505). Separately, we randomized all portal nonusers to receive either an interactive voice response call (n=15,000) or usual care with no interactive voice response call (n=43,596) (Figure 1). For portal users only, after the conclusion of the study and assessment of outcomes on November 3, messages were sent to the usual care group if they still did not have an electronic health record–documented influenza vaccination for the 2015-2016 season (n=14,118). The cost of calls prevented us from being able to send interactive voice response messages to the usual care group in the portal nonusers.

The study was reviewed and approved in 2014 by the Reliant Medical Group institutional review board; due to administrative changes, oversight was transferred to the University of Massachusetts institutional review board in 2015. A waiver for informed consent for patient outreach was approved by these institutional review boards. Patients were not compensated for their participation. The principal investigator (SC) oversaw the trial and data analysis.
**Study Population**

**Eligibility Criteria**

Patients were eligible for the study if they (1) had a primary care provider at the medical group during the 12 months prior to randomization; (2) were aged ≥18 on the date of randomization; (3) had a recent office visit or telephone encounter with an internal medicine practitioner or family practitioner (defined as having had an office visit, phone encounter, consult, or complete physical exam within the 12 months prior to randomization). This requirement was intended to minimize inclusion of patients who had moved to another practice but whose names were retained in the medical group records. To ensure capture of patients transitioning from pediatric to adult care, the recent office visit could also be with a pediatrician.

A patient was eligible for inclusion in the electronic patient portal portion of the trial if the patient was an active user, which was defined as having an activated portal with a log-in at least once in the year preceding randomization.

**Exclusion Criteria**

For both interactive voice response and portal outreach, patients were excluded if there was electronic health record documentation of an allergy to influenza vaccines. For interactive voice response calls only, exclusion criteria also included the presence of any of the following on the date of randomization: (1) electronic health record documentation of influenza vaccination completion in the 2014-2015 influenza season (or documented influenza vaccination after the end of the 2014-2015 influenza season but before the start of the 2015-2016 season); (2) no listed phone number.

**Study Procedures**

This study consisted of interactive voice response or portal-based outreach. Qualitative interviews conducted with patients, physicians, nurses, and staff informed the development of our outreach material [25,26].

**Electronic Patient Portal Intervention**

We designed an outgoing secure portal message to be sent via patient portal to patients randomized to the portal message arm (Multimedia Appendix 1). Portal message content appeared in letter format with the signature line reflecting the name of the
patient’s primary care provider. Portal messages were delivered through standard channels used for portal-based correspondence between the medical group’s health care providers and patients (ie, a generic message that contained neither personal health information nor any reference to vaccinations was delivered to patient’s email account; the message prompted patients to log in to secure portal account via hyperlink). Once logged in to the portal accounts, patients clicked on a message labeled “A Message from Your Primary Care Provider” to view the outreach message. The outreach message included information about upcoming flu clinics for September and October 2015.

Unique to the portal message (compared to interactive voice response phone messages) was the option of direct online scheduling of appointments for influenza vaccination. Information about accessing the CDC vaccination website appeared within the body of the portal message as a hyperlink (and was conveyed verbally in the interactive voice response script). Opportunities to report external influenza vaccinations and to report intent to get vaccinated matched the interactive voice response call content.

**Portal Message Delivery**

Messages were sent out to 500 to 1500 patients daily over a period of 15 days in September 2015 in order to reduce the risk of being blocked by network bulk-spam filters.

**Interactive Voice Response Call Intervention**

Interactive voice response calls appeared on caller ID as originating from the medical group. This is consistent with identification of interactive voice response calls used for appointment reminders at the time of the study. Combining voice response with branching logic, calls elicited patient self-reports of influenza vaccinations completed outside the medical group (Multimedia Appendix 2). For patients reporting no influenza vaccination completed, calls included information about upcoming flu clinics for September and October 2015. Patients reporting no influenza vaccination completed were also asked whether they intended to get vaccinated. Patients reporting that they were unsure or did not intend to get vaccinated were asked further questions on specific reasons why they did not plan to get a flu vaccination.

**Interactive Voice Response Call Delivery**

Intervention interactive voice response calls, initiated on September 11, 2015, began by confirming that the person answering the phone was the intended patient recipient of the call. If voicemail was encountered or if the person reached was someone other than the patient, the interactive voice response system left a message asking patients to call back and provided an inbound call line number. The last interactive voice response outbound calls were placed on September 25, 2015. The inbound call line was maintained throughout the duration of outgoing calls and for 3 weeks after the final outgoing call was placed; patients who called this number from the phone number of record heard the interactive voice response call script in its entirety, beginning with questions confirming the identity of the caller.

**Study Outcomes**

**Primary Outcome**

Our primary outcome was percentage of eligible patients with influenza vaccinations documented in the electronic health record as of November 3, 2015. We pulled data on vaccination rates as of this date, chosen in order to assess the impact of early outreach on completion of early immunization. Immunizations captured solely through the patient portal questionnaire or through the interactive voice response were excluded from the primary analysis in order to enable comparison with the control groups. The origins of all entered influenza vaccinations were tracked to allow our team to distinguish between sources of information on completed vaccinations.

**Process Measures and Additional Outcomes of Interest**

For portal messages, we calculated (1) percentage of recipients who logged in to the patient portal during early flu season (through November 3, 2015), (2) percentage of recipients who opened messages during early flu season, and (3) percentage of recipients who completed questionnaires. We tracked self-reports (via the portal) of influenza vaccinations completed. We also tracked patient-reported intent to get an influenza vaccination during the 2015-2016 flu season.

For interactive voice response calls, we calculated (1) percentage of recipients reached and (2) percentage of recipients who completed the calls by responding to questions. We tracked self-report (via interactive voice response) of influenza vaccinations completed. We also tracked patient-reported intent to get an influenza vaccination during the 2015-2016 flu season.

**Sample Size**

With our proposed sample size, power calculations based on estimates of baseline vaccination rates indicated that 4286 participants per arm would give 80% power to detect a 3% improvement in influenza vaccination rates between groups ($\alpha=.05$; 2-sided).

**Statistical Methods**

**Primary Outcome**

To determine the impact of our interventions on early vaccination rates for the 2015-2016 influenza season, we calculated frequencies and performed intention-to-treat bivariate analyses of randomized patients, assessing whether vaccination completion was associated with group assignment. Due to different rates of electronic health record–recorded vaccination measured at baseline (in 2014) between portal users (35.9%) and nonusers (25%), and due to the differences in intervention (portal versus interactive voice response call), analyses for these groups were conducted separately.

We then performed multivariate logistic regression analyses, adjusting for demographic and practice-level covariates, we modeled the odds of receiving an influenza vaccination in the 2015-2016 influenza season.
Results

Baseline Characteristics

Baseline characteristics of both patient portal users and portal nonusers are reported in Table 1. Baseline characteristics were similar among portal users and portal nonusers. However, compared to the portal nonusers, portal users were more likely to be women, older, and have a higher level of health care utilization.

Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Portal users</th>
<th>Usual care</th>
<th>Portal nonusers</th>
<th>Usual care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Portal message (n=19,506)</td>
<td>Usual care (n=19,505)</td>
<td>Call (n=15,000)</td>
<td>Usual care (n=43,596)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12,230 (62.7)</td>
<td>12,249 (62.8)</td>
<td>7325 (48.8)</td>
<td>21,446 (49.2)</td>
</tr>
<tr>
<td>Male</td>
<td>7275 (37.3)</td>
<td>7256 (37.2)</td>
<td>7672 (51.1)</td>
<td>22,146 (50.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.0)</td>
<td>0 (0.0)</td>
<td>3 (0.0)</td>
<td>4 (0.0)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>4508 (23.1)</td>
<td>4597 (23.6)</td>
<td>5615 (37.4)</td>
<td>15,836 (36.3)</td>
</tr>
<tr>
<td>35-49</td>
<td>5096 (26.1)</td>
<td>5062 (26.0)</td>
<td>3896 (26.0)</td>
<td>11,525 (26.4)</td>
</tr>
<tr>
<td>50-64</td>
<td>6275 (32.2)</td>
<td>6224 (31.9)</td>
<td>3547 (23.6)</td>
<td>10,449 (24.0)</td>
</tr>
<tr>
<td>65-74</td>
<td>2419 (12.4)</td>
<td>2388 (12.2)</td>
<td>965 (6.4)</td>
<td>2821 (6.5)</td>
</tr>
<tr>
<td>75+</td>
<td>1208 (6.2)</td>
<td>1234 (6.3)</td>
<td>977 (6.5)</td>
<td>2965 (6.8)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14,180 (72.7)</td>
<td>14,223 (72.9)</td>
<td>9608 (64.1)</td>
<td>28,009 (64.2)</td>
</tr>
<tr>
<td>Black</td>
<td>456 (2.3)</td>
<td>440 (2.3)</td>
<td>630 (4.2)</td>
<td>1891 (4.3)</td>
</tr>
<tr>
<td>Asian</td>
<td>737 (3.8)</td>
<td>715 (3.7)</td>
<td>528 (3.5)</td>
<td>1522 (3.5)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>140 (0.7)</td>
<td>144 (0.7)</td>
<td>194 (1.3)</td>
<td>543 (1.2)</td>
</tr>
<tr>
<td>Other</td>
<td>1672 (8.6)</td>
<td>1745 (8.9)</td>
<td>1769 (11.8)</td>
<td>5180 (11.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>2321 (11.9)</td>
<td>2238 (11.5)</td>
<td>2271 (15.1)</td>
<td>6451 (14.8)</td>
</tr>
<tr>
<td>Health care utilization level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Had office visit</td>
<td>17,896 (91.7)</td>
<td>17,908 (91.8)</td>
<td>11,609 (77.4)</td>
<td>33,335 (76.5)</td>
</tr>
<tr>
<td>Did not have office visit</td>
<td>1610 (8.3)</td>
<td>1597 (8.2)</td>
<td>3391 (22.6)</td>
<td>10,261 (23.5)</td>
</tr>
</tbody>
</table>

Portal Users

Among portal users, 28.4% (5549/19,506) of message recipients and 27.1% (5294/19,505) of the usual care group had documentation in their electronic health records that they received that influenza vaccinations on or before November 3, 2015 (P=.004). Portal users who received the messages were significantly more likely to have received the influenza vaccination compared to the usual care group (odds ratio [OR] 1.07, 95% CI 1.02-1.12). This finding was consistent even after adjusting for age, race, sex, and health care utilization (OR 1.07, 95% CI 1.02-1.12) (Table 2).

Table 2. Likelihood of receiving an early-season influenza vaccination.

<table>
<thead>
<tr>
<th>Recipients</th>
<th>n</th>
<th>Unadjusted OR b 95% CI</th>
<th>Adjusted a OR 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portal message</td>
<td>39,011</td>
<td>1.07 (1.02, 1.12)</td>
<td>1.07 (1.02, 1.12)</td>
</tr>
<tr>
<td>Interactive voice response call</td>
<td>58,596</td>
<td>1.03 (0.96, 1.10)</td>
<td>1.03 (0.96, 1.11)</td>
</tr>
</tbody>
</table>

a Adjusted for age, sex, race, and health care utilization level (where utilization was defined as office visit, phone encounter, consult, or complete physical exam within the 12 months prior to randomization).

b OR: odds ratio.

c The reference is usual care.
**Portal Nonusers**

Among portal nonusers, 8.4% (1262/15,000) of call recipients and 8.2% (3586/43,596) of usual care recipients received vaccinations ($P=.47$). Bivariate and multivariate analysis showed nonsignificant differences in influenza vaccination rates between intervention and usual care groups (Table 2).

**Process Measures**

**Portal Message**

Among patient portal message recipients, 71.2% (13,862 recipients out of 19,479 to whom the message was sent) logged in to their patient portal on or after the date of message delivery through the end of early flu season (September 9, 2015 to November 3, 2015). Messages were opened by 51.9% (10,112/19,479) recipients; 13.2% (2570/19,479) responded to the first question asking if they received a flu vaccination on or after August 1, 2015, 2.0% (386/19,479) reported already receiving a vaccination and 21.5% (2176/19,479) responded to a second question assessing their intention to receive a flu vaccination during the flu season (asked only of those who were not already vaccinated) (Table 3).

Of those opening messages, 25.4% (2570/10,112) responded to our question on receipt of influenza vaccination, 3.8% (386/10,112) reported already receiving vaccinations and 21.5% (2176/10,112) responded to our question on whether they planned to get vaccinated.

**Interactive Voice Response Call**

Among interactive voice response call recipients, 50.7% of patients were reached (7599/14,984); 36.8% (5513/14,984) responded to the first question asking if they received a flu vaccination on or after August 1, 2015, 3.8% (575/14,984) reported receiving their vaccination and 24.1% (3613/14,984) responded to a second question assessing their intention to receive a flu vaccination during the flu season (asked only of those who were not already vaccinated) (Table 4).

Of those reached, 72.5% (5513/7599) responded to our question on receipt of influenza vaccination, 7.6% (575/7599) reported already receiving a vaccination, and 47.5% (3613/7599) responded to our question on whether they planned to get vaccinated.

**Discussion**

**Principal Results**

Our study showed a clinically small but statistically significant improvement in completion of early season influenza vaccinations among those randomized to receive outreach via patient portal, compared to a usual care control group (OR 1.07, 95% CI 1.02-1.12). There was no significant increase of early season influenza vaccinations among those randomized to...
receive an interactive voice response call (OR 1.03, 95% CI 0.96-1.10).

This outreach was designed to deliver a relatively time-sensitive message (eg, reminding patients of the importance of influenza vaccination and alerting them of upcoming vaccination clinics in September and October), and as such, represents a successful, brief patient engagement effort. We attained greater than 50% opening rates for portal messages and reached the targeted patient on over 50% of interactive voice response calls, achieving similar levels of exposure to the messaging for the two interventions. Among portal message recipients, more than one quarter of those who opened the message responded to our subsequent question on whether they had received or intended to receive their influenza vaccination. Among interactive voice response call recipients, close to three-quarters of those reached responded to the question.

A small number of patients reported influenza vaccinations that had been completed in the community; data on patient-reported vaccinations performed in the community were then uploaded into the electronic health record in order to improve the accuracy of existing influenza vaccination alerts directed at primary care providers. The relatively small number of self-reported flu vaccinations (961/20,978 participants across the portal message intervention and the interactive voice response intervention arms combined) has several possible explanations. It is possible that participants who had already been vaccinated found the outreach less relevant; and therefore, chose not to engage (eg, chose not to open the message or chose to hang up the phone). Relatively low rates of self-reported vaccination completion may also be attributable to the timing of our outreach—intentionally positioned at the start of the flu season. In contrast, our past work [26] captured much higher proportions of self-reported vaccinations (2591/20,000 intervention patients) when participants were approached several months past the start of flu season, which highlights the importance of asking patients to self-report vaccinations administered outside the clinic.

Although these “discovered” immunizations were incorporated into the electronic health record, they were not counted in the primary analysis; this allowed comparison with the usual care groups who were not queried for outside immunizations. While recognizing that the actual immunization rate was higher than the documented rate, any differences in the documented rate between intervention and control groups can reasonably be attributed to increased vaccination rates. Data on intention to be vaccinated were also elicited. Studies have shown that stating intent to complete a behavior can enhance likelihood of follow-through [42,43], thus it is possible that engaging patients in this manner may have contributed to the modest success of our intervention.

Once designed, portal messages (sent out in several batches) required minimal staff time to deliver. Our messages were designed to be easily adapted for use in future years; our messages have already been adapted and implemented by our medical center to target high-risk populations (eg, children with asthma).

Comparison With Prior Work

There have been multiple studies [44-47] documenting success in use of patient-directed reminders for influenza vaccination. Effective reminders described include letters, telephone invitations, phone calls from a peer, tailored communications, customized letters/phone calls, and client-based appraisals [44]. Text message reminders have been shown to be successful for influenza vaccination reminders in pediatric and adolescent populations [45], in patients with rare diseases [46], and among high-risk patients [47].

While portal-based outreach directed at patients has been described for a variety of preventive measures [48], few studies have tested use of patient-directed influenza vaccination reminders sent via patient portals; one study [49] that has done so focused exclusively on untethered (ie, personally controlled) patient health records among a university student and staff population in Australia, yielding a 6.7% greater likelihood of influenza vaccination among users of the personal health records compared to those randomized to a 6-month waitlist for portal activation [49]. In our past work [25,26], we tested similar portal and interactive voice response outreach messages using a factorial design and targeting a population more likely to be nonadherent to vaccination guidelines (patients who had no documented vaccination 2 months after the start of the flu season). In that study [25,26], we found small but statistically significant improvements in influenza vaccination rates among recipients of either outreach method compared to usual care (portal message alone (OR 1.20, 95% CI 1.06-1.35); interactive voice response call alone (OR 1.15, 95% CI 1.02-1.30); both messages (OR 1.29, 97.5% CI 1.13-1.48). In their recent randomized trial, Szilagyi et al [41] studied the effect of 1, 2, or 3 patient portal reminders on influenza vaccination rates among 164,205 patients in 52 primary care practices. They noted small but statistically significant improvements in vaccination rates with an attenuating effect of repeated messaging (37.5% for those receiving no reminders; 38.0% for 1 reminder; 38.2% for 2 reminders, and 38.2% for 3 reminders). Higher overall rates of vaccination were documented in their trial in comparison to ours; this is likely due in part to the study’s inclusion of children (who have a higher rate of influenza vaccination than that of the overall adult population) as well as their measurement of vaccination rates at the end of the influenza season (March 31).

The rates of patient engagement (measured by message opening and subsequent action) demonstrated by our patient portal recipients were comparable to those from previously published patient portal outreach studies. In our previous influenza outreach intervention [25,26] (in a population unvaccinated 2 months into the flu season), messages were opened by slightly more than half of message recipients and interactive voice response targets were reached in just over 60%. In that prior study, among those who opened portal messages, 28.6% responded to subsequent questions. Among those reached via interactive voice response call, 78.3% responded to questions. In their patient portal intervention aimed at improving influenza vaccination rates, Szilagyi and colleagues [41] found opening rates of 52.9% among patients receiving a single portal message.
(increasing to 55.9% in a 2-reminder group and 58.8% in a 3-reminder group).

Fischer and colleagues [50] found that among patients randomized to active reminders about multiple health maintenance services (eg, hemoglobin A1c, testing, lipids, etc), nearly 65% of patients logged in to the portal after receiving the first of several messages. In a study [51] of colorectal cancer screening reminders delivered via patient portal, among the 552 patients randomized to receive messages, 54% viewed the message and 9% performed a suggested web-based risk assessment tool. In a study describing the reach and feasibility of an interactive lung cancer screening decision aid delivered by patient portal, Dharod and colleagues [52] found that 86% of lung cancer screening eligible patients identified by an electronic health record algorithm to receive a patient portal message read the message, 40% then visited a web-based decision aid for lung cancer screening, and 35% completed questionnaires to determine their eligibility for lung cancer screening.

Limitations
Our study had several limitations. Despite responding to inquiries on flu vaccinations receipt at higher rates, the interactive voice response group did not show a significant impact on vaccination rates (while the portal message group showed a small statistically significant improvement in vaccination rates). This discrepancy could be due in part to differences in the baseline characteristics of portal nonusers compared to portal users. For several reasons, interactive voice response call recipients may have been more resistant to completion of influenza vaccination than portal message recipients. Portal nonusers were less likely to have had an office visit in the previous 12 months and might have been less actively engaged in their health care overall. In addition, eligibility for the interactive voice response study was intentionally more stringent, with patients included only if they lacked documentation of an influenza vaccination in the previous flu season. This study design choice was made with guidance from the medical center where our study was implemented and was intended to make available the limited resource of interactive voice response calls to the broadest possible number of nonadherent patients (our study covered the cost for only 15,000 calls but we had no limit on the number of portal messages that we could send). It is possible that the interactive voice response calls might have yielded a greater impact if we had not opted to employ this more stringent eligibility criterion.

Conclusions
There are compelling reasons to use existing functionality within electronic health record–tethered portals to promote influenza vaccination. For vaccination outreach, data recorded in the electronic health record through routine care delivery can inform real-time identification of unvaccinated populations. Portal-based outreach can be more cost-effective than phone calls or mailings and easier to implement than a new app; simple messages can be sent out by office staff without additional informatics expertise. Studies [37,38,53,54] show that patient portals can enhance patient empowerment and sense of autonomy, enhance patient engagement, improve medication adherence, decrease office visits, increase self-management of disease and disease awareness, increase use of preventive medicine, and increase inclusion of patients in medical decision making.

Our parallel interventions to patient portal users and portal nonusers allowed us to assess the impact of outreach supporting influenza vaccination in both groups. Our study demonstrated a small improvement in influenza vaccination rates among portal message recipients, and successful patient engagement in both portal message recipients and interactive voice response call recipients. This method is readily applicable to current practice.

As we simultaneously face the upcoming influenza season and the ongoing COVID-19 pandemic, expanding influenza vaccination coverage in ambulatory populations can decrease the strain on our overtaxed health system and may help avert poor outcomes in patients at risk for co-infection with influenza and COVID-19.

Our findings of a small but significant improvement in influenza vaccination rates resulting from portal-based outreach represent an important contribution to the national conversation on caring for and protecting our patients in the upcoming months and for years to come.
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Abstract

Background: In the dentistry field, the analysis of dental plaque is vital because it is the main etiological factor in the 2 most prevalent oral diseases: caries and periodontitis. In most of the papers published in the dental literature, the quantification of dental plaque is carried out using traditional, non-automated, and time-consuming indices. Therefore, the development of an automated plaque quantification tool would be of great value to clinicians and researchers.

Objective: This study aimed to develop a web-based tool called DenTiUS and various clinical indices to evaluate dental plaque levels using image analysis techniques.

Methods: The tool was executed as a web-based application to facilitate its use by researchers. Expert users are free to define experiments, including images from either a single patient (to observe an individual plaque growth pattern) or several patients (to perform a group characterization) at a particular moment or over time. A novel approach for detecting visible plaque has been developed as well as a new concept known as nonvisible plaque. This new term implies the classification of the remaining dental area into 3 subregions according to the risk of accumulating plaque in the near future. New metrics have also been created to describe visible and nonvisible plaque levels.

Results: The system generates results tables of the quantitative analysis with absolute averages obtained in each image (indices about visible plaque) and relative measurements (indices about visible and nonvisible plaque) relating to the reference moment. The clinical indices that can be calculated are the following: plaque index of an area per intensity (API index, a value between 0 and 100), area growth index (growth rate of plaque per unit of time in hours; percentage area/hour), and area time index (the time in days needed to achieve a plaque area of 100% concerning the initial area at the same moment). Images and graphics can be obtained for a moment from a patient in addition to a full report presenting all the processing data. Dentistry experts evaluated the DenTiUS Plaque software through a usability test, with the best-scoring questions those related to the workflow efficiency, value of the online help, attractiveness of the user interface, and overall satisfaction.

Conclusions: The DenTiUS Plaque software allows automatic, reliable, and repeatable quantification of dental plaque levels, providing information about area, intensity, and growth pattern. Dentistry experts recognized that this software is suitable for quantification of dental plaque levels. Consequently, its application in the analysis of plaque evolution patterns associated with different oral conditions, as well as to evaluate the effectiveness of various oral hygiene measures, can represent an improvement in the clinical setting and the methodological quality of research studies.

(J Med Internet Res 2020;22(9):e18570) doi:10.2196/18570
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Introduction

Dental plaque is a diverse community of microorganisms located on dental surfaces in the form of a biofilm embedded in an extracellular matrix of polymers from both the host and microbiota [1,2]. It is known that plaque is directly related to the appearance and progression of common oral pathologies like caries and periodontal diseases [3,4]. Monitoring of how it develops is, therefore, a topic of great clinical importance when it comes to establishing better strategies for the control of oral diseases caused by bacterial biofilms [5]. Several clinical indices for quantifying dental plaque have been developed over recent decades. These have been frequently used by the research community and in the clinical setting to evaluate the efficacy of different oral hygiene products. Some of these traditional plaque indices include those developed by Ramfjord [6], Greene and Vermillion [7], and Quigley and Hein [8] and later modified by Turesky et al [9], Löe [10], and O'Leary [11]. In general, most of these conventional indices employ an ordinal scale as part of a simple and semiquantitative method to evaluate surfaces covered by dental plaque. Their application, however, has major limitations, given the great subjectivity inherent in conducting visual examinations. Furthermore, the visual method is very imprecise when plaque levels are low or particularly high, and such clinical investigations are often laborious [12].

The planimetric method [13] was an improvement and involved taking a photograph of dyed plaque and determining its extent. This approach was much more accurate, as it employed a more objective measure to assess plaque levels (it produced a continuous, rather than ordinal, output). Additionally, as image sensors have improved year-on-year, the quality of the images generated is better than ever. Nevertheless, this is still a time-consuming process because the teeth and plaque regions in each image must be outlined by hand. It was only in the 21st century that experts began to rely on techniques that employ analyses of digital images to quantify dental plaque. The main approach involved the planimetric method, with an imaging tool used to detect the dental plaque and tooth areas individually and calculate the ratio between them. An expert operator could outline both regions manually using a graphical interface [14,15]. Also possible were semiautomatic approaches, whereby the image-processing algorithm required intervention from the dental expert to work [16,17], or images could be segmented automatically using image-processing techniques [18-20].

Some researchers used image-processing software [16,17,21-23] or general-purpose data-processing tools [24,25], while others developed their own methods to process these images [24,26]. More recently, specific dental assessment software has been used to quantify plaque levels [18,27].

The computer vision techniques used previously vary from rudimentary to extremely complex. One of the simplest methods was image thresholding, which made it possible to isolate two or more different areas according to their color or light intensities. This technique was able to distinguish between disclosed plaque and nonplaque [24,28]; teeth, plaque, and gingiva pixels [23]; and isolated teeth, gums, plaque, and background areas [29,30]. More sophisticated machine learning algorithms were subsequently developed to enhance the results. Carter et al [20], for example, created a database of more than 600,000 pixels to analyze the relationship between pixel information (in both the RGB and HSI space) and pixel location (disclosed plaque, tooth, and gingiva). The information in this large table enabled a further step to be taken to create a classifier capable of labeling a pixel in a new image in its most probable location. Clustering methods have also been employed. An example is the approach adopted by Kang et al [31], who used a combination of fuzzy c-means and cellular neural network algorithms to classify image pixels into plaque, tooth surfaces, and backgrounds. A mean-shift based clustering algorithm was also used for plaque segmentation [19].

The different methods available today produce promising results, with many studies reporting the suitability of automatic or semiautomatic techniques for assessing dental plaque and, as a result, oral hygiene levels [16,18,24,27,29,32]. Specifically, quantitative light - induced fluorescence digital (QLF-D) is an adaptation of QLF that employs a modified filter set (D007; Inspektor Research Systems BV, Amsterdam, The Netherlands), narrow - band violet light (405 nm), and a high - specification digital single - lens reflex camera. This configuration has been specifically developed to enhance the visualization and quantification of dental plaque [33-35].

Following this trend of digital development [36], we present DenTIUS Plaque, which is a tool we have developed to enable the automatic assessment of dental plaque levels. DenTIUS Plaque was first envisaged as a standalone application. However, as we wanted to permit web access for expert users, a more general platform (DenTIUS Lab) was designed to separate the processing stages (DenTIUS Plaque proper module) and enable the execution of administrative tasks like user and patient management. The system also has a common interface where users can log in, include patients in the database, and interact with the DenTIUS Plaque module independently. The entire platform is web-based, so it can run on any web browser. It also has a friendly operator interface for nontechnical users.

The rest of the paper is structured as follows. The Methods section first describes the entire platform, including its main features and software architecture, and also contains a brief description of the patient database. Then, it explains DenTIUS Plaque, describing the kinds of images it can process, the experiment's design, and the processing algorithms. In the Results section, the different parameters of the quantitative analysis of dental plaque offered by the tool are presented, as well as several graphics, through a real case. Subsequently, the results of a questionnaire to individuals working in the field of dentistry on the usability of software are presented to evaluate...
the ease of use of the instrument and its usefulness. Finally, the paper closes with a discussion and some closing remarks and identifies possible future future improvements.

**Methods**

**DenTiUS Structure**

The DenTiUS platform emerged naturally as a way to manage users, images, and patients in dentistry research. It was initially developed as a standalone application for the quantification of dental plaque, with modules for managing the patients and experiments of a unique user, but not the different profiles and interactions of multiple users. As our research group is also working in other dentistry fields, all of which employ a shared patient and user database, the decision was made to develop an entire web-based system, DenTiUS Lab, for dental assessment experiments. DenTiUS Lab integrates DenTiUS Plaque's structure into a modular platform that isolates the user interface and the patient and user database from the main DenTiUS Plaque module. Figure 1 portrays a general block diagram of the complete platform, which was designed as a content management system. This allows clinicians and researchers to sign up, register, manage patients, and interact with DenTiUS Plaque by uploading plaque images and designing and processing experiments.

**Figure 1.** Block diagram of DenTiUS Plaque inside the DenTiUS global platform. The modular design facilitates the easy connection of the user and patient database to the DenTiUS Plaque tool.

DenTiUS was designed as a global platform to support clinical dental research through the inclusion of different modules that enable users to obtain a set of measures, graphs, and images with which to easily reach conclusions about their experiments. It was developed as a web application for several reasons: (1) most personal computers come with a pre-installed web browser, meaning that an installation process that could be complicated for nonspecialist users is avoided; (2) platform updates (including interface improvements, bug fixes, new features, and new modules) are deployed in a process that is completely transparent, but also unintrusive, which also ensures that all users are employing the most up-to-date application, removing any requirement to support old versions or manage compatibility issues between them; and (3) as having a web browser is the application's only requirement, it can be used on both computers and mobile devices.

The platform was implemented as a client-server application, which runs on a central server where all the data are stored (Figure 2). All the processing tasks are carried out on the web server, so the client does not need a high-performance device. The application logic inside the server is organized into controllers (to process user requests), services (to perform operations), and models (to manage database operations), while the well-known Model-View-Controller pattern is used to manage entities, data access, dependency injections, and many other elements of the application.

The Java programming language was employed when developing the platform because of its popularity, power, verbosity, and ease of maintenance [37]. The Model-View-Controller pattern, meanwhile, was constructed with the Spring framework [38], and data storage was managed with both Hibernate [39], which is an object-relational mapping library, and a PostgreSQL database [40]. Image processing algorithms were executed in OpenCV [41], specifically its Java implementation [42]. As dental images are usually very large, a limit of 5 Mb was set in relation to the algorithm results to ensure accuracy, with the application resizing them automatically if required.

In summary, DenTiUS was developed with maintainability and extensibility as the main objectives. In this way, the application was implemented by following a modular structure, where the visual, logic, and data layers were isolated. The functionality in each layer was divided into classes, with many abstractions available to improve the extensibility. Consequently, the only
elements requiring implementation (if necessary) to develop a new module related to dental research are the data definition (eg, images, datasets), description of a new kind of experiment and its processing algorithms, and a customized report format (ie, another module with the same structure as DenTiUS Plaque, as seen in Figure 1).

Figure 2. Structural diagram of the DenTiUS platform, which is divided into a client side, web server, and database server. GUI: graphical user interface.

The DenTiUS Lab input screen (Figure 3A) asks the user to enter the application or register. If a user is new to the system, registration is a very straightforward process and takes only seconds to answer basic questions such as name, affiliation, and level of expertise. Once logged in, the system presents the statistics of use, namely finished processings, experiments, and patients (Figure 3B).

Every section of DenTiUS Lab is available from both the menu bar and side menu (visible when enough space is available). Access to other utilities is also possible through the common interface bar at the top of the screen (see Figure 3). These include a “Home” section, which is available by clicking on the DenTiUS Lab icon and is where the operator’s statistics of use are displayed; “Help” page that explains the platform’s features, details of the processing algorithms, and examples of use; “Downloads” section, where sample data can be downloaded for use in the application; “User” panel (accessible by clicking on the user name), where users can change their profile data and password; and “Language” section (English or Spanish). An “Admin” section is also available for users with administrative privileges.

A “Patient” database interface (Figure 3C) allows users to register and manage their patients, who can be filtered by patient number, clinical record number, patient initials, and sex. The user can also create new patient details by completing a form with data such as the patient’s clinical record number, birth date, race, sex, city, and country (Figure 3D). The name and surname fields are optional to preserve patient anonymity.
Figure 3. Common modules of the DenTiUS structure relating to users: (A) login screen, (B) user statistics and patients, (C) patient database, (D) new patient definition.

DenTiUS Plaque

*Patient Plaque Images*

DenTiUS Plaque was the main objective behind our development of the DenTiUS platform. The goal was to enable DenTiUS Plaque to perform as an automated decision support system to help experts analyze and quantify the macroscopically observable dental plaque deposited on teeth. In the first step, the software requires reproducible images of the fluorescein-dyed plaque taken under ultraviolet light. Fluorescein is a well-known fluorochrome in the field of dentistry, and a patent for its use as a dental plaque marker was filed in the USA in 1967 by Herbert Brilliant (U.S. Patent 3-309-274; 1967). In these images, the bright blue region corresponds to the tooth area unaffected by plaque, while the
green region matches plaque deposits over both the tooth surfaces and gingiva.

To enable the assessment of dental plaque levels at different times, an entity called a “plaque moment” was defined for a single plaque image (usually the frontal view) or a set of images (front and lateral views) captured from a patient at a particular time. The possibility of including lateral views is a novelty of the system, as these provide a better view of the posterior teeth, where more plaque is usually accumulated.

Plaque moments can be attached to a patient’s file via the Patients section (Figure 3C), which contains information about each patient concerning the number of image sets included for her or him and the number of plaque images distributed through all their moments. Another way to attach new plaque moments to a patient’s record is by entering the Plaque section directly from the “MyDenTiUS” menu, where all the plaque moments are listed independently and can be modified or deleted. In any case, the user can modify, delete, or include a new moment where the images (at least one) have a date, time, brief description, and optional camera set-up parameters. At this point, it is crucial to define the so-called “reference moment” or “moment 0.” This cannot be deleted, as it is used as a reference to compute the plaque-level growth over time and usually corresponds to circumstances where there has been “perfect dental cleaning.”

**Plaque Experiment Design**

The plaque experiment design module (see Figure 1) enables users to develop new experiments by selecting specific patient data and tuning the parameters of the image processing algorithms. The experiments are presented in a list view, with several shortcuts on the right side of the screen that trigger operations like duplicating, processing, deleting, or cropping the associated images. When the user creates a new experiment, a screen appears with the following tabs: New, Select, Cut Images, and Process (Figure 4). Figure 4A shows the “New” tab, on which the name and description fields are mandatory. On the “Select” tab, the user must choose the plaque moments to be processed by selecting them from the patient database. The system automatically includes the reference moment related to any selected moment. The “Cut Images” tab allows the user to optionally select part of the images or delete artifacts. Finally, the “Process” tab (Figure 4B) shows a summary of the “Experiment data” and, below that, the “Processing data” parameters, with a mandatory name and description. This permits users to try different configurations of the processing parameters for the same set of images. In this screen, the expert user can employ the default parameters or change these to different values. The meanings of these parameters will be explained later in this section.

The configuration of the experiment is decided by the user according to the specific circumstances (age groups, gender, single or multiple patients) or objectives (e.g., effectiveness of mouthwash, effectiveness of brushing devices, smoking effects). The system performs the experiments defined by the user by processing the data of all the patients and all the patient moments included in the experiment. When the experiment involves multiple moments for the same patient, the images with the selected tooth areas are subjected to a process of normalization in the number of pixels.

DenTiUS Plaque does not permit comparisons between groups, as this was not the objective of the system, but users can export all the computed parameters to manage and prepare their own statistics with no limitations.
**Figure 4.** Plaque experiment design for the definition of a new experiment: (A) New tab and (B) Process tab, with a summary of the experiment and processing data showing the processing parameters that will be used when pushing the "Process" button at the bottom.

**Processing Algorithms**

After an exhaustive analysis of the color characteristics of each region of interest, a process is defined to segment the dental area, excluding the gingiva region: Initially, the blue and red channels are added together, and the result is thresholded according to a parameter fixed by the user (by default, the algorithm chooses 75% of the darkest pixels as the background and 25% of the lightest as the foreground). The isolated pixels are then removed, and a connected component analysis is performed to identify objects from that binary image. Thereafter, a set of conditions related to region size (>2000 pixels, by default) and solidity (>0.5, by default) are applied to remove nondental regions. Other specific rules, which were defined to eliminate bright artifacts, are included to make the process fully...
automatic. All these parameters can be changed in the “Process” tab (see the “Processing data” parameters in Figure 4B).

Once the dental area is segmented, the system must perform an analysis of its values to extract and measure the dental plaque. As mentioned previously, plaque is characterized by a high green intensity, whereas the rest of the dental region has a high blue concentration. The first step is thus the detection of the (visible) plaque by analyzing the differences between the green and blue channels (Equation 1). The rest of the dental region is considered to be a first approximation of the nonvisible plaque area (Equation 2).

\[ P_{\text{visible}} = |G-B| \text{ for pixels with } [G-B > 0] \] (1)

\[ P_{\text{nonvisible}} = |G-B| \text{ for pixels with } [G-B \leq 0 \text{ and } G>0 \text{ and } B>0] \] (2)

where \( P_{\text{visible}} \) is the visible plaque, \( P_{\text{nonvisible}} \) is the initial approximation of the nonvisible plaque, and \( G \) and \( B \) are the green and blue channels of the dental area, respectively.

G-B dental area histograms are included to assess how levels of dental plaque increase over time when oral hygiene stops, with the positive and negative sides corresponding to the visible (\( G>B \)) and first approximation of the nonvisible plaque (\( G<B \)), respectively. Figure 5A shows an example of a 96-hour experiment, where moments were recorded every 24 hours, while Figure 6 presents the results of the different steps of the algorithm on a frontal image of a patient after 96 hours of perfect cleaning. After professional dental cleaning (moment M0), most of the histogram area corresponded to the first approximation of the nonvisible plaque area (Equation 2), as its values were highly concentrated in the negative part of the graph. In the moments that followed (M1 to M4), the histogram was flattened and displaced toward the positive side, thus increasing the visible plaque level. In the final moment (M4), 4 days after a dental cleaning, the largest part of the histogram was placed on the positive side of the graph, with the visible plaque area covering most of the dental region. The main finding behind this step was the discovery and measurement of the transition area between the visible plaque and the rest of the dental region, based on the risk of plaque developing in the near future. As a result, the system performs an extra segmentation step before displaying the nonvisible plaque area (as seen in Figure 6F).

**Figure 5.** G-B histogram where the vertical line represents \( G-B=0 \) and \( G \) and \( B \) are the green and blue channels, respectively. (A) G-B histograms for moments M0 to M4, showing the progression of the histogram values toward the G-B positive values (visible plaque); (B) Definition of \( l \) and \( \delta \) for M4, showing plaque (green), nonplaque (blue), level 1 nonvisible plaque (red, defined by \( \delta \)), and level 2 nonvisible plaque (orange, defined by \( l \)). The boundary between nonplaque and level 2 nonvisible plaque (\( l \)) is easily observable in this chart, as it corresponds to the intensity value where the 2 histograms cross.

According to 2 different parameters, \( \delta \) and \( l \), the blue/green differences are thresholded to produce 3 different region masks in the negative part of the graph, namely level 1 nonvisible plaque (risk of being plaque in the following hours), level 2 nonvisible plaque (risk of being plaque in the following days), and no plaque (no risk of being plaque in the medium term):

\[ P_{\text{nonvisible}}(\text{level1}) = |G-B| \text{ for pixels with } [G-B \leq 0 \text{ and } G-B \geq \delta] \] (3)

\[ P_{\text{nonvisible}}(\text{level2}) = |G-B| \text{ for pixels with } [G-B < \delta \text{ and } G-B \geq l] \] (4)

\[ \text{NonPlaque} = |G-B| \text{ for pixels with } [G-B<l] \] (5)

where the \( l \) parameter is automatically calculated from nonvisible plaque histograms of current and reference images (Figure 5B); it is defined as the first value where the number of nonvisible plaque pixels in the current image is greater than the number of nonvisible plaque pixels in the reference image (moment 0).

The \( \delta \) parameter can be set by the user or is automatically resolved as the absolute difference between the average pixel values of the blue and green channels in the dental area. The modification of this parameter by the user in the “Process” tab (see Figure 4B) indicates an increase or decrease in the level 1 nonvisible plaque region (red area in Figure 6F). This means...
that the pattern of plaque development can be simulated by starting with a minimum value and progressively increasing it.

**Figure 6.** Results of the different steps of the algorithm relating to the frontal image of a patient after 96 hours of perfect cleaning: (A) frontal ultraviolet image, (B) segmented dental area, (C) visible plaque mask, (D) nonvisible plaque mask, (E) nonplaque level 1 mask, (F) final labeled image (blue: nonplaque; green: visible plaque; red: nonvisible plaque level 1; orange: nonvisible plaque level 2).

**Ethical Approval**

Images from Spanish Caucasian subjects are part of a study protocol approved by the Galician Clinical Research Ethics Committee (registration number 2014/008). The image collection was performed following the ethical standards of our institution’s research committee and the 1964 Declaration of Helsinki and its later amendments [43].

**RESULTS**

**Plaque Processing Results**

Figure 7 portrays the complete process for a single patient image set belonging to a particular experiment: Plaque images were uploaded to the database, the plaque experiment was designed, and the experiment processing was launched.

When the processing finishes, the user can view the results by clicking on the appropriate notification or the “Processings” submenu. The processing results are divided into 4 tabbed subsections (Figure 8): “Data and properties,” “Single measurements,” “Measurements download,” and “Images and charts.” The “Data and properties” tab presents a summary of statistics concerning the processing as well as the processing parameters. Figure 8B shows the “Single measurements” tab, which presents the results of the quantitative analysis for each image in table form, with absolute averages obtained in each image (indices about visible plaque) and relative measurements (indices about visible and nonvisible plaque) relating to the reference moment. As shown in this figure and just below the tabs with an information alert, the user must click on each image to display their processing results in the “Single measurements” and “Images and charts” tabs.

The clinical indices defined in this research provide information on the bacterial plaque on dental surfaces, specifically the area where it is present, its intensity, a combined value between the area and intensity, and different growth parameters. The system can produce dental plaque clinical indices in a computerized form, including in relation to the plaque index of an area per intensity (API index, a value between 0-100), area growth index (growth rate of plaque per unit of time in hours: percentage area/hour), and area time index (the time, in days, needed to achieve a plaque area of 100% concerning the initial area at the same moment).

In the example in Figure 8, after 96 hours of plaque accumulation, focusing on the visible plaque values, the patient presented an API index of 21.18 and a hypothetical plaque growth rate of 0.75% per hour. A particularly interesting parameter supplied by the labeled image is the area-time. In this case, the area-time relative value is 1.67 for visible plaque and 0.61 for total plaque (see Figure 8B). In other words, from a theoretical point of view and assuming a constant growth pattern for that moment, the patient would take 1.67 days to achieve a visible plaque level of 100%. This value is obviously lower, around 0.61 days, when it comes to realizing plaque levels of 100% for both nonvisible and visible plaque.

The measurement tables can be customized and downloaded in CSV and spreadsheet formats via the “Measurements download” tab, where users can also select specific parameters within the absolute and relative measurements.
Figure 7. Process of detecting and quantifying dental plaque using DenTiUS Plaque for one patient moment in an experiment.

Figure 8C portrays an example of the images, tables, and charts obtained for one moment of one patient. The “Images and charts” tab provides not only the final view of the plaque regions in each plaque image but also the intermediate results of the computer vision algorithm, including the tooth mask, visible plaque mask, difference between the blue and green channels in both the teeth and visible plaque regions, and others. The final labeled image represents the areas with nonplaque (in blue) and visible plaque (in green). Also shown are the areas that will become plaque in the short term, graduating to near-plaque (red areas, nonvisible plaque level 1) and medium-term plaque (orange areas, nonvisible plaque level 2).

Pie and bar charts comparing the levels of visible plaque and nonvisible plaque, as well as the nonplaque areas, are also presented. Finally, 2 histograms are presented that compare the intensity distribution of the plaque in the selected image moment to the corresponding image of the reference moment and the intensity distributions of the plaque through all the moments. A vertical line at 0 can be seen in both histograms, separating values corresponding to visible plaque (Equation 1) from those relating to nonvisible plaque and nonplaque (Equations 3, 4, and 5). Finally, a full report presenting all the tables and graphs can be generated in PDF format via the main “Processings” menu. This will contain all the processing data, including all the information described previously for each processing tab.
Figure 8. Processing results. (A) and (B) The single measurements tab showing the absolute (first column, visible plaque) and relative measurements (relative to the reference image) for the frontal image; (A) and (C) Images and charts tab for the frontal image.

DenTiUS Graphical User Interface (GUI) Usability

As with most web applications, DenTiUS has a graphical user interface (GUI) that is designed to be friendly, simple, and intuitive, as well as adaptable to the various screen sizes on mobile phones, tablets, and computers. A usability test, based on the Computer System Usability Questionnaire [44], was proposed to assess the suitability of the GUI in real terms. This test was adapted to DenTiUS, resulting in 9 questions with scores ranging from 1 (strongly disagree) to 5 (strongly agree). The questions were designed to measure the following: (Q1) overall ease of use, (Q2) workflow efficiency, (Q3) user comfort, (Q4) learning process, (Q5) productivity, (Q6) value of the error messages, (Q7) online help, (Q8) attractiveness of the interface, and (Q9) overall satisfaction.
The questionnaire was sent to 34 dentists doing research in the field of dentistry, including mainly PhD researchers (28/34, 82%), undergraduate research fellows in their final year of career (3/34, 9%), and senior researchers (3/34, 9%). The testers were given instructions about how to enter DenTiUS Lab and proceed with a test case based on a patient with plaque growth over several days. In particular, they performed the following steps: signing up to the application, registering some patients and plaque moments, defining an experiment, continuing with the processing, and searching for various results. Figure 9 demonstrates that all the questions produced fairly good results, with a mean score of around 4 in almost all cases. The best-scoring questions were Q2, Q7, Q8, and Q9, relating to the workflow efficiency, value of the online help, attractiveness of the user interface, and overall satisfaction, respectively. By contrast, some users stated in Q6 that the platform errors should be more informative and provide better solutions to fix any issues.

Availability of the Software
Access to the DenTiUS Lab web platform is available free of charge for non-commercial use for researchers and clinicians [45].

Discussion

Principal Findings
The importance of dental plaque in the etiopathogenesis of important oral diseases, such as caries and periodontitis, is well-known [5,46]; on the other hand, there are recognized limitations of conventional clinical indices of dental plaque quantification [20,23], which are widely used both in clinical and research settings. Therefore, to improve the diagnosis of dental plaque, it is essential to develop new computer systems that allow the objective quantification of dental plaque levels.

This paper introduces DenTiUS Plaque. This is a tool for the quantification of bacterial plaque integrated into a general web-based platform with a common management process for users and patients.

DenTiUS is the first dental research system to enable image collections and patient data to be managed, experiments to be designed, and images with customized configuration to be automatically processed. The developed tool produces accurate and repeatable results for the assessment of clinical indices of bacterial plaque levels relating to a patient or group of patients over time, ensuring the sustainability of the process in terms of the time and effort required by users of the system. Clinical users with no technical background can process the images in batches and obtain a table of measurements (most of which have been specifically produced for this platform) and explanatory graphs that can be exported in various formats (PDF report, spreadsheet, and JPEG images). Although a more complex final report could be designed, these different outputs were a requirement identified by dental researchers to enable them to have access to all the values needed to produce their own statistics.

Specifically, a novel algorithm was developed in DenTiUS Plaque to detect and quantify dental plaque levels from ultraviolet images. This approach first detects the dental region and then segments and quantifies visible plaque by analyzing the difference between green and blue channels. Initially, DenTiUS Plaque could represent a tool that offers the following advantages over the QFL-D system [33-35]. The first advantage is that DenTiUS Plaque allows the detection of different areas in the remaining dental regions according to the risk of developing plaque in the future; this finding was referred to as “nonvisible plaque.” DenTiUS Plaque provides the detection and quantification of nonvisible plaque at 2 levels: the probability of becoming visible plaque in the short term (level 1) or medium term (level 2). The second advantage is that DenTiUS Plaque not only provides the same indices of plaque quantification (the API index) as the QFL-D system but also indices to measure the plaque growth pattern over time for a given patient such as the area growth index and area time index. In addition, all the clinical indices developed for DenTiUS Plaque are applicable to quantifying both visible and nonvisible plaque levels.

Regarding the usability test conducted with people working in the dental field, overall, the users stated that they were likely to use the application in the future, with the results revealing that DenTiUS Plaque was suitable for its ultimate purpose.

Biological coherence between conventional clinical indices and new indices derived from image analysis is a study to be carried out to test the validity of the latter [24,47,48]. In this sense, our research group used an in situ 5-day bacterial plaque growth model to conduct some initial experiments on the validity of...
the DenTiUS Plaque clinical indices, comparing the results with those obtained with a conventional clinical index; to obtain both types of indices, the plaque was stained with fluorescein and displayed using ultraviolet light [49,50]. Concerning the degree of correlation between the conventional and API indices, days 1, 2, and 3 of plaque formation revealed very high correlations between the two approaches (Spearman rho ≥ 0.770). However, in the days where there was little or excessive accumulation of bacterial plaque, days 0 and 4, respectively, the relationship between the 2 measurement systems was suboptimal (Spearman rho ≤ 0.540), highlighting the limitations of the conventional index and the convenience of applying the API index produced by DenTiUS Plaque for these clinical situations. An interesting objective of future research would be to apply both DenTiUS Plaque and the QFL-D system on the same group of patients to quantify the levels of dental plaque, verifying the correlation between both systems.

Limitations and Future Work
Further work will be conducted to improve the platform. Additional help will be included in the software based on the results of a GUI validation exercise.

The image cropping system will be improved to automatically exclude unwanted artifacts in the image. More research tools will be fully integrated into the DenTiUS platform. An example is DenTiUS Biofilm, which will enable the quantification of microscopic dental plaque as well as comparisons of the plaque growth pattern at the microscopic (biofilm) and macroscopic levels (plaque), taking advantage of the shared management of patients and users.

Conclusions
The DenTiUS Plaque software allows automatic, reliable, and repeatable quantification of dental plaque levels, providing information about area, intensity, and growth pattern. Dentistry experts recognized that this software is suitable for quantification of dental plaque levels. Consequently, its application in the analysis of plaque evolution patterns associated with different oral conditions as well as the evaluation of the effectiveness of various oral hygiene measures can represent an improvement in the clinical setting and methodological quality of research studies.
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Abstract

Background: Information technologies (IT) are increasingly implemented in type 2 diabetes (T2D) treatment as a resource for remotely supported health care. However, possible pitfalls of introducing IT in health care are generally overlooked. Specifically, the effectiveness of IT to improve health care may depend on the user’s readiness for health technology.

Objective: We aim to investigate readiness for health technology in relation to mental well-being, sociodemographic, and disease-related characteristics among individuals with T2D.

Methods: Individuals with T2D (aged ≥18 years) who had been referred to self-management education, exercise, diet counseling, smoking cessation, or alcohol counseling completed a questionnaire survey covering (1) background information, (2) the 5-item World Health Organization Well-Being Index (WHO-5), (3) receptiveness to IT use in physical activity, and (4) the Readiness and Enablement Index for Health Technology (READHY), constituted by dimensions related to self-management, social support, and eHealth literacy. Individuals were divided into profiles using cluster analysis based on their READHY scores. Outcomes included differences across profiles in mental well-being, sociodemographic, and disease-related characteristics.

Results: Participants in the study were 155 individuals with T2D with a mean age of 60.2 (SD 10.7) years, 55.5% (86/155) of which were men and 44.5% (69/155) of which were women. Participants were stratified into 5 health technology readiness profiles based on the cluster analysis: Profile 1, high health technology readiness; Profile 2, medium health technology readiness; Profile 3, medium health technology readiness and high level of emotional distress; Profile 4, medium health technology readiness and low-to-medium eHealth literacy; Profile 5, low health technology readiness. No differences in sociodemographic and disease-related characteristics were observed across profiles; however, we identified 3 vulnerable subgroups of individuals: Profile 3 (21/155, 13.5%), younger individuals (mean age of 53.4 years, SD 8.9 years) with low mental well-being (mean 42.7, SD 14.7) and emotional distress (mean 1.69, SD 0.38); Profile 4 (20/155, 12.9%), older individuals (mean age 66.3 years, SD 9.0 years) with less IT use (50.0% used IT for communication) and low-to-medium eHealth literacy; and Profile 5 (36/155, 23.2%) with low mental well-being (mean 43.4, SD 20.1) and low readiness for health technology.

Conclusions: Implementation of IT in health care of individuals with T2D should be based on comprehensive consideration of mental well-being, emotional distress, and readiness for health technology rather than sociodemographic and disease-related characteristics to identify the individuals in need of social support, self-management education, and extensive IT support.
one-size-fits-all approach to IT implementation in health care will potentially increase the risk of treatment failure among the most vulnerable individuals.

(J Med Internet Res 2020;22(9):e21195)  doi:10.2196/21195
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Introduction
Information technologies (IT) are increasingly implemented in type 2 diabetes (T2D) treatment throughout the health care system [1-3]. This stems from a common consensus that the implementation of IT, such as telehealth, health apps, social media, and the use of computers, smartphones, smartwatches, and tablets, has great potential for improving health care and self-management. Self-management is a crucial and ubiquitous element of T2D treatment [1]. In this context, digitalization is expected to promote the individual’s engagement in their own disease and health [2,3]. It is commonly held that digitalization strengthens the health professional–patient relationship, provides remote support, and increases time- and cost-efficiency [1-3]. Moreover, digitalization may facilitate the increasing person-centered and person-driven approach of health care, placing individuals in control of their own disease and treatment [2]. The use of IT is increasing among older populations (such as those who are ≥ 50 years), providing an easily accessible resource for remotely supported health care of individuals with T2D [4].

However, the possible pitfalls of introducing IT in health care have received little attention. Digitally supported weight loss or physical activity (PA) interventions have shown unexpected negative or lacking effects [5,6]. The effectiveness of IT implementation to improve health care and facilitate lifestyle change greatly depends on the user’s competencies, motivation, and experience with IT solutions [7]. In addition, the phenomenon known as the digital divide may further affect the potential of IT implementation to improve health care universally [8]. As such, individuals with T2D with increased age, low education levels, and of certain ethnic minority groups are more likely to lack access to IT solutions [8]. Low health literacy is common among these individuals and is independently associated with poor glycemic control [9]. Poor glycemic control and low education levels are further associated with the increased occurrence of depression symptoms, indicating a negative influence on mental well-being [10]. Additionally, low socioeconomic status is associated with nonattainment of T2D treatment goals [11] and is a strong predictor of all-cause and cardiovascular mortality [12]. Altogether, this gap in health care related to sociodemographic characteristics is at risk of widening if IT solutions are introduced in the health care of individuals with T2D without considering the individual’s readiness for health technology.

Readiness for health technology, including the user’s knowledge, skills, and attitudes towards health technology, their self-management of disease, and their social context, can be captured by the Readiness and Enablement Index for Health Technology (READHY) [13]. The READHY tool is based on a new understanding of eHealth literacy [14]. The eHealth Literacy Questionnaire (eHLQ) [15] constitutes the core of the tool, capturing the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem [15]. To further capture aspects of self-management and social support, this is supplemented by scales from 2 other validated tools [16,17].

The aims of the study are (1) to identify health technology readiness profiles among individuals with T2D using the READHY tool; (2) to investigate the differences between these profiles according to sociodemographic and disease-related characteristics, mental well-being, lifestyle factors, and IT use; and (3) to investigate the association of receptiveness to IT use in PA to sociodemographic and disease-related characteristics, mental well-being, smoking habits, and alcohol consumption.

Methods
Study Design, Setting, and Participants
This is a cross-sectional study conducted as a questionnaire survey, including background information and 3 instruments: (1) the 5-item World Health Organization Well-Being Index (WHO-5) [18], (2) receptiveness to IT use in PA [19], and (3) the READHY tool [13]. The questionnaire was administered on-site using paper and pencil and was partly interviewer- and self-administered with the possibility of receiving assistance.

Participants for the study were recruited directly from the Center for Diabetes, Municipality of Copenhagen in Denmark, which provides lifestyle programs for individuals with T2D such as self-management education, exercise, diet counseling, smoking cessation, or alcohol counseling. The participant flow is depicted in Figure 1. All the individuals (N=268) who had an appointment at the center during the time period of February 5, 2018, to March 28, 2018, were approached by a project staff member. Eligibility for participation was based on the inclusion criteria of being ≥18 years of age and having a T2D diagnosis, and exclusion criteria of insufficient Danish language skills and a lack of a psychological ability to answer questions as per the evaluation of a health care professional or project staff member. A total of 155 individuals were included in the survey, resulting in a response rate of 57.8%. The individuals that declined or met exclusion criteria had a mean age of 58.8 (SD 12.0) years, 56.6% (64/113) of which were men and 43.4% (49/113) of which were women. According to these parameters, they did not differ markedly from the included individuals. Participants provided oral and written consent prior to participation. The
ethical committee of the Capital Region of Denmark confirmed that ethical approval was not required (18012824).

**Figure 1.** Flow of participants through the study (N=268).

---

**Measures**

**Sociodemographic and Disease-Related Characteristics, Lifestyle Factors, and IT Use**

Background information on sociodemographic and disease-related characteristics, lifestyle factors, and IT use were collected via self-report and include sex, age, education level, cohabitation status, source of income, time since diagnosis, type of medication, T2D complications, additional chronic conditions, smoking habits, alcohol consumption, daily PA, participation in lifestyle programs, and ownership and purpose of IT use. Education level was categorized according to the International Standard Classification of Education 2011 (ISCED-2011) [20] as follows: comprehensive school (ISCED-2011 levels 1–2), short education (ISCED-2011 levels 3–5), medium education (ISCED-2011 level 6), and long education (ISCED-2011 levels 7–8). Alcohol consumption was evaluated according to recommendations for men and women, respectively [21].

**Mental Well-Being**

Mental well-being was assessed using the WHO-5 [18]. Risk of depression was defined as scores of <50 [18].

**The Readiness and Enablement Index for Health Technology (READHY)**

The READHY tool was used to assess readiness for health technology. The READHY tool consists of the eHealth Literacy Questionnaire (eHLQ) [15] that includes 7 scales, supplemented with 4 scales from the Health Education Impact Questionnaire (heiQ) [17] and 2 scales from the Health Literacy Questionnaire (HLQ) [16]. Together, these scales capture eHealth literacy, self-management, and social context. The READHY tool has been validated [13]. The 13 scales were assessed using 65 items, each item presented to the participant as a statement and scored on a 4-point rating, from 1=strongly disagree to 4=strongly agree. The overall score of each scale was calculated as the mean score of the 4–6 items (ie, statements) that constitute the scale. If <50% of items in a scale were answered, the scale was regarded as missing and the questionnaire survey was considered incomplete for the respondent.

**Receptiveness to IT Use in Physical Activity**

Receptiveness to IT use in PA was categorized into 2 groups, receptive and nonreceptive, according to self-reported answers (“yes” or “no,” respectively) to the question, “Can you imagine supplementing exercise with the use of IT solutions?”

**Statistical Methods**

The participants for this study constituted a convenience sample obtained during the period of February 5, 2018, to March 28, 2018.

Using a data driven approach, a combination of hierarchical and K-means cluster analysis was applied to the READHY data to divide participants into clusters (hereafter referred to as profiles) according to their level of readiness for health technology. Hierarchical cluster analysis with Ward’s method for linkage (L2 squared measure) was used to determine the optimal number of profiles. Evaluation of the dendrogram, elbow method, and silhouette coefficients assessed 4 profiles as the best fit and 5 profiles as the second-best fit. Therefore, K-means cluster analysis was conducted with both the 4- and 5-profile solution in 8 iterations. For both solutions, the difference between profiles for each READHY scale was assessed using a one-way analysis of variance (ANOVA). The magnitude of the F value indicates how well the respective scale discriminates between profiles. Pairwise comparisons were
performed if indicative by the one-way ANOVA ($P < .05$). The READHY scale scores for each of the profiles are reported as a mean and standard deviation (SD). For both the 4- and 5-profile solution, differences between the identified profiles in sociodemographic and disease-related characteristics, mental well-being, lifestyle factors, and IT use were tested using the Fisher exact test for frequencies and using the one-way ANOVA for continuous variables. Pairwise comparisons were performed if indicative by the Fisher exact test or one-way ANOVA ($P < .05$). Frequencies are reported as numbers and proportions, and continuous variables are reported as a mean and SD. We found that the 5-profile solution contained the information from the 4-profile solution and further added information to the analyses. Therefore, we chose to only report the results from the 5-profile solution. The correlation between mental well-being and heiQ8-emotional distress was tested using the Pearson’s correlation to evaluate the association between these 2 parameters.

The association of sociodemographic and disease-related characteristics, mental well-being, smoking habits, and alcohol consumption to the receptiveness to IT use in PA were tested using logistic regression. Receptiveness to IT use in PA was defined as the binary outcome variable. All exposure variables were included in the model individually. For each of the exposure variables, the odds ratio and a 95% confidence interval for receptiveness to IT use in PA are reported. $P$ values and 95% confidence intervals were calculated using exact statistics.

Model assumptions were investigated prior to analyses by investigating predicted values and standardized residuals. Data were analyzed as observed—no imputations were used to replace missing data. All statistical analyses were performed using Stata IC 13 (StataCorp). The significance level was set to $P < .05$ (2-tailed).

Role of the Funding Source
The funding source was not involved in the study design, in the collection, analysis, or interpretation of data, in writing the report; or in the decision to submit the paper for publication. IKT had full access to all the data in the study. All authors had final responsibility for the decision to submit for publication.

Results
Participant Characteristics
Participants had a mean age of 60.2 (SD 10.7) years; 55.5% (86/155) were men and 44.5% (69/155) were women. Most participants were diagnosed less than 5 years ago (124/155, 80.0%), were prescribed peroral medication (102/155, 65.8%), and experienced T2D complications (90/122, 73.8%). Moreover, one-third of the participants were at risk of depression (49/154, 31.8%), and most participants had 2 or more additional chronic conditions (78/155, 50.3%), owned a smartphone (111/155, 71.6%), and reported a wish to be more physically active (125/155, 80.7%).

Readiness for Health Technology
The combined data-driven cluster analyses resulted in 5 distinct profiles within which participants were similar regarding readiness for health technology, with a large variability between profiles and a small variability within profiles (Figure 2). Profiles 1 to 5 are presented in ascending order according to their overall mean READHY score. Of the 5 profiles, 3 profiles consistently scored high, medium, and low, respectively, whereas 2 profiles had varying scores on some scales. Profile 1 (n=28) consistently scored high on all scales. Profile 2 (n=50) consistently scored medium on all scales. Profile 3 (n=21) scored medium on all scales, except for low scores on heiQ4-constructive attitudes and approaches and heiQ8-emotional distress. Profile 4 (n=20) generally scored high on scales related to self-management and social support and low-to-medium on scales related to eHealth literacy; Profile 5 (n=36) consistently scored low on all scales. Overall between-group differences were observed across profiles ($P = .001$). Pairwise comparisons of each scale are presented in Figure 2.
Figure 2. Readiness and Enablement Index for Health Technology (READHY) scale scores for the 5 identified profiles based on cluster analysis. heiQ: Health Education Impact Questionnaire; HLQ: Health Literacy Questionnaire; eHLQ: eHealth Literacy Questionnaire. Data are presented as mean (SD). heiQ8 was reversed (ie, a high score indicates a low level of emotional distress). heiQ3, F=13.16; heiQ4, F=34.38; heiQ5, F=33.81; heiQ8, F=42.87; HLQ1, F=24.24; HLQ4, F=28.12; eHLQ1, F=55.49; eHLQ2, F=37.90; eHLQ3, F=51.19; eHLQ4, F=11.31; eHLQ5, F=48.17; eHLQ6, F=39.12; eHLQ7, F=35.52.

Sociodemographic Characteristics

Sociodemographic characteristics are presented in Table 1. Participants in Profile 3 were younger than participants in Profiles 1 and 4 (-9.0 years, P=.03; and -12.8 years, P=.001, respectively). More participants in Profile 3 received public income support or had no income compared with participants in Profiles 1, 2, and 4 (+39.2 percent points (pp), P=.02, +45.1 pp, P=.001, and +47.1 pp, P=.004, respectively) of which more received retirement pension (+25.0 pp, P=.02, +23.4 pp, P=.001, and +36.4 pp, P=.004, respectively). More participants in Profile 2 received salary compared with participants in Profile 3 (+21.7...
Moreover, more participants in Profile 5 received public income support or had no income compared with participants in Profiles 2 and 4 (+21.3 pp, P=.02 and +23.3 pp, P=.04, respectively) of which more received retirement pension (+15.9 pp P=.02, and +28.9 pp, P=.04, respectively). There were no differences across profiles in sex, highest level of education, or cohabitation status (P>.05).

Table 1. Sociodemographic characteristics of participants (N=155) across profiles [data are presented as mean (SD) for continuous variables and numbers (proportions) for frequencies].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All (N=155)</th>
<th>Profile 1 (n=28, 18.1%)</th>
<th>Profile 2 (n=50, 32.2%)</th>
<th>Profile 3 (n=21, 13.5%)</th>
<th>Profile 4 (n=20, 12.9%)</th>
<th>Profile 5 (n=36, 23.2%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Women</td>
<td>69 (44.5)</td>
<td>13 (46.4)</td>
<td>21 (42.0)</td>
<td>9 (42.9)</td>
<td>6 (30.0)</td>
<td>20 (55.6)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>86 (55.5)</td>
<td>15 (53.6)</td>
<td>29 (58.0)</td>
<td>12 (57.1)</td>
<td>14 (70.0)</td>
<td>16 (44.4)</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>60.2 (10.7)</td>
<td>62.4 (10.6)</td>
<td>59.8 (11.3)</td>
<td>53.4 (8.9)a</td>
<td>66.3 (9.0)b</td>
<td>59.8 (9.6)</td>
<td>.002</td>
</tr>
<tr>
<td>Highest attained level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Comprehensive school</td>
<td>24 (15.5)</td>
<td>2 (7.2)</td>
<td>7 (14.0)</td>
<td>7 (33.3)</td>
<td>1 (5.0)</td>
<td>7 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Short education</td>
<td>81 (52.2)</td>
<td>13 (46.4)</td>
<td>28 (56.0)</td>
<td>8 (38.1)</td>
<td>16 (80.0)</td>
<td>16 (44.5)</td>
<td></td>
</tr>
<tr>
<td>Medium education</td>
<td>33 (21.3)</td>
<td>10 (35.7)</td>
<td>9 (18.0)</td>
<td>4 (19.1)</td>
<td>1 (5.0)</td>
<td>9 (25.0)</td>
<td></td>
</tr>
<tr>
<td>Long education</td>
<td>17 (11.0)</td>
<td>3 (10.7)</td>
<td>6 (12.0)</td>
<td>2 (9.5)</td>
<td>2 (10.0)</td>
<td>4 (11.1)</td>
<td></td>
</tr>
<tr>
<td>Cohabitation status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Living alone</td>
<td>78 (50.3)</td>
<td>13 (46.4)</td>
<td>22 (44.0)</td>
<td>12 (57.1)</td>
<td>10 (50.0)</td>
<td>21 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Living with spouse and/or children</td>
<td>77 (49.7)</td>
<td>15 (53.6)</td>
<td>28 (56.0)</td>
<td>9 (42.9)</td>
<td>10 (50.0)</td>
<td>15 (41.7)</td>
<td></td>
</tr>
<tr>
<td>Source of income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.007</td>
</tr>
<tr>
<td>Salary</td>
<td>45 (29.0)</td>
<td>8 (28.6)</td>
<td>18 (36.0)</td>
<td>3 (14.3)c</td>
<td>5 (25.0)</td>
<td>11 (50.6)</td>
<td></td>
</tr>
<tr>
<td>Retirement pension</td>
<td>73 (47.1)</td>
<td>15 (53.6)</td>
<td>26 (52.0)</td>
<td>6 (28.6)n,c</td>
<td>13 (65.0)b</td>
<td>13 (36.1)c,d</td>
<td></td>
</tr>
<tr>
<td>Public income support/no incomes</td>
<td>37 (23.9)</td>
<td>5 (17.8)</td>
<td>6 (12.0)</td>
<td>12 (57.1)a,c</td>
<td>2 (10.0)b</td>
<td>12 (33.3)c,d</td>
<td></td>
</tr>
</tbody>
</table>

aDifferent from Profile 1, P<.05.

bDifferent from Profile 3, P<.05.

cDifferent from Profile 2, P<.05.

dDifferent from Profile 4, P<.05.

Disease-Related Characteristics and Mental Well-being

Disease-related characteristics and mental well-being are presented in Table 2. Participants in Profiles 3 and 5 scored lower on mental well-being compared to participants in Profiles 1, 2, and 4 (Profile 3, -29.0, -24.6, and -24.5, respectively, P=.001; Profile 5, -23.8, -23.8, and -23.8, respectively, P=.001). Further, more participants in Profile 3 and 5 were at risk of depression compared with participants in Profiles 1, 2, and 4 (Profile 3, +56.0 pp, +54.5 pp, and +56.7 pp, respectively, P=.001; Profile 5, +56.0 pp, +54.5 pp, and +56.7 pp, respectively, P=.001). The correlation between mental well-being and heIQ8-emotional distress was strong (r=0.645, P=.001). There were no differences across profiles in time since diagnosis, type of medication, T2D complications, and additional chronic conditions (P>.05).
Table 2. Disease-related characteristics and mental well-being of participants (N=155) across profiles [data are presented as mean (SD) for continuous variables and numbers (proportions) for frequencies].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All (N=155)</th>
<th>Profile 1 (n=28, 18.1%)</th>
<th>Profile 2 (n=50, 32.3%)</th>
<th>Profile 3 (n=21, 13.5%)</th>
<th>Profile 4 (n=20, 12.9%)</th>
<th>Profile 5 (n=36, 23.2%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time since diabetes diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>≤5 years</td>
<td>124 (80.0)</td>
<td>22 (78.6)</td>
<td>42 (82.0)</td>
<td>16 (76.2)</td>
<td>15 (75.0)</td>
<td>29 (80.6)</td>
<td></td>
</tr>
<tr>
<td>≥6 years</td>
<td>31 (20.0)</td>
<td>6 (21.4)</td>
<td>8 (16.0)</td>
<td>5 (23.8)</td>
<td>5 (25.0)</td>
<td>7 (19.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>None</td>
<td>19 (12.3)</td>
<td>4 (14.3)</td>
<td>8 (16.0)</td>
<td>3 (14.3)</td>
<td>1 (5.0)</td>
<td>3 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Peroral</td>
<td>102 (65.8)</td>
<td>19 (67.9)</td>
<td>32 (64.0)</td>
<td>10 (47.6)</td>
<td>16 (80.0)</td>
<td>25 (69.5)</td>
<td></td>
</tr>
<tr>
<td>Injection</td>
<td>34 (21.9)</td>
<td>5 (17.8)</td>
<td>10 (20.0)</td>
<td>8 (38.1)</td>
<td>3 (15.0)</td>
<td>8 (22.2)</td>
<td></td>
</tr>
<tr>
<td><strong>T2D complications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>Yes</td>
<td>90 (73.8)</td>
<td>5 (22.7)</td>
<td>7 (18.0)</td>
<td>6 (35.3)</td>
<td>7 (41.2)</td>
<td>7 (25.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>32 (26.2)</td>
<td>17 (77.3)</td>
<td>32 (82.0)</td>
<td>11 (64.7)</td>
<td>10 (58.8)</td>
<td>20 (74.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Additional chronic conditions, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>No additional conditions</td>
<td>17 (11.0)</td>
<td>3 (10.7)</td>
<td>10 (20.0)</td>
<td>1 (4.8)</td>
<td>2 (10.0)</td>
<td>1 (2.8)</td>
<td></td>
</tr>
<tr>
<td>1 additional condition</td>
<td>60 (38.7)</td>
<td>13 (46.4)</td>
<td>23 (46.0)</td>
<td>5 (23.8)</td>
<td>7 (35.0)</td>
<td>12 (33.3)</td>
<td></td>
</tr>
<tr>
<td>2+ additional conditions</td>
<td>78 (50.3)</td>
<td>12 (42.9)</td>
<td>17 (34.0)</td>
<td>15 (71.4)</td>
<td>11 (55.0)</td>
<td>23 (63.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Mental well-being, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>59.1 (20.2)</td>
<td>71.7 (16.3)</td>
<td>67.3 (14.6)</td>
<td>42.7 (14.7)</td>
<td>67.2 (12.7)</td>
<td>43.4 (20.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Risk of depression (score &lt;50), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>49 (31.8)</td>
<td>3 (10.7)</td>
<td>6 (12.2)</td>
<td>14 (66.7)</td>
<td>2 (10.0)</td>
<td>24 (66.7)</td>
<td></td>
</tr>
</tbody>
</table>

a n=122.  
b n=154.  
c Different from Profile 1, P<.05.  
d Different from Profile 2, P<.05.  
e Different from Profile 3, P<.05.  
f Different from Profile 4, P<.05.

**Lifestyle Factors**

Lifestyle factors are presented in Table 3. There were no differences across profiles in smoking habits, alcohol consumption, daily PA, wish to be more physically active, change in exercise habits with T2D, or participation in lifestyle or exercise programs (P>.05).
### Table 3. Lifestyle factors of participants (N=155) across profiles [data are presented as numbers (proportions)].

<table>
<thead>
<tr>
<th>Lifestyle factors</th>
<th>All (N=155)</th>
<th>Profile 1 (n=28, 18.1%)</th>
<th>Profile 2 (n=50, 32.3%)</th>
<th>Profile 3 (n=21, 13.5%)</th>
<th>Profile 4 (n=20, 12.9%)</th>
<th>Profile 5 (n=36, 23.2%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking habits, n (%)^a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Current</td>
<td>26 (16.9)</td>
<td>2 (7.1)</td>
<td>8 (16.3)</td>
<td>6 (28.6)</td>
<td>3 (15.0)</td>
<td>7 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Earlier</td>
<td>76 (49.3)</td>
<td>16 (57.2)</td>
<td>23 (47.0)</td>
<td>9 (42.8)</td>
<td>10 (50.0)</td>
<td>18 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>52 (33.8)</td>
<td>10 (35.7)</td>
<td>18 (36.7)</td>
<td>6 (28.6)</td>
<td>7 (35.0)</td>
<td>11 (30.6)</td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption, n (%)^a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>No alcohol</td>
<td>55 (35.7)</td>
<td>9 (32.1)</td>
<td>11 (22.4)</td>
<td>11 (52.4)</td>
<td>5 (25.0)</td>
<td>19 (52.8)</td>
<td></td>
</tr>
<tr>
<td>According to recommendations</td>
<td>85 (55.2)</td>
<td>16 (57.2)</td>
<td>34 (69.4)</td>
<td>9 (42.8)</td>
<td>13 (65.0)</td>
<td>13 (36.1)</td>
<td></td>
</tr>
<tr>
<td>Above recommendations</td>
<td>14 (9.1)</td>
<td>3 (10.7)</td>
<td>4 (8.2)</td>
<td>1 (4.8)</td>
<td>2 (10.0)</td>
<td>4 (11.1)</td>
<td></td>
</tr>
<tr>
<td>Daily physical activity, n (%)^a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>&lt;30 min/day</td>
<td>38 (24.7)</td>
<td>5 (17.9)</td>
<td>14 (28.6)</td>
<td>3 (14.3)</td>
<td>6 (30.0)</td>
<td>10 (27.8)</td>
<td></td>
</tr>
<tr>
<td>30-60 min/day</td>
<td>69 (44.8)</td>
<td>14 (50.0)</td>
<td>19 (38.8)</td>
<td>13 (61.9)</td>
<td>7 (35.0)</td>
<td>16 (44.4)</td>
<td></td>
</tr>
<tr>
<td>&gt;60 min/day</td>
<td>47 (30.5)</td>
<td>9 (32.1)</td>
<td>16 (32.6)</td>
<td>5 (23.8)</td>
<td>7 (35.0)</td>
<td>10 (27.8)</td>
<td></td>
</tr>
<tr>
<td>Wish to be more physically active, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>Yes</td>
<td>125 (80.7)</td>
<td>23 (82.2)</td>
<td>37 (74.0)</td>
<td>21 (100.0)</td>
<td>16 (80.0)</td>
<td>28 (77.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>12 (7.7)</td>
<td>2 (7.1)</td>
<td>6 (12.0)</td>
<td>0 (0.0)</td>
<td>2 (10.0)</td>
<td>2 (5.5)</td>
<td></td>
</tr>
<tr>
<td>Maybe</td>
<td>18 (11.6)</td>
<td>3 (10.7)</td>
<td>7 (14.0)</td>
<td>0 (0.0)</td>
<td>2 (10.0)</td>
<td>6 (16.7)</td>
<td></td>
</tr>
<tr>
<td>Change in exercise habits with T2D, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Increased</td>
<td>75 (48.4)</td>
<td>17 (60.7)</td>
<td>25 (50.0)</td>
<td>12 (57.1)</td>
<td>7 (35.0)</td>
<td>14 (38.9)</td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>73 (47.1)</td>
<td>10 (35.7)</td>
<td>24 (48.0)</td>
<td>6 (28.6)</td>
<td>12 (60.0)</td>
<td>21 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>7 (4.5)</td>
<td>1 (3.6)</td>
<td>1 (2.0)</td>
<td>3 (14.3)</td>
<td>1 (5.0)</td>
<td>1 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Lifestyle intervention, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>No lifestyle courses</td>
<td>41 (26.4)</td>
<td>10 (35.7)</td>
<td>12 (24.0)</td>
<td>6 (28.6)</td>
<td>2 (10.0)</td>
<td>11 (30.6)</td>
<td></td>
</tr>
<tr>
<td>1 lifestyle course</td>
<td>35 (22.6)</td>
<td>3 (10.7)</td>
<td>10 (20.0)</td>
<td>5 (23.8)</td>
<td>9 (45.0)</td>
<td>8 (22.2)</td>
<td></td>
</tr>
<tr>
<td>2+ lifestyle courses</td>
<td>79 (51.0)</td>
<td>15 (53.6)</td>
<td>28 (56.0)</td>
<td>10 (47.6)</td>
<td>9 (45.0)</td>
<td>17 (47.2)</td>
<td></td>
</tr>
<tr>
<td>Exercise intervention, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>Yes</td>
<td>73 (47.1)</td>
<td>13 (46.4)</td>
<td>25 (50.0)</td>
<td>9 (42.9)</td>
<td>8 (40.0)</td>
<td>18 (50.0)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>82 (52.9)</td>
<td>15 (53.6)</td>
<td>25 (50.0)</td>
<td>12 (57.1)</td>
<td>12 (60.0)</td>
<td>18 (50.0)</td>
<td></td>
</tr>
</tbody>
</table>

^a n=154

### IT Use

Factors related to IT use are presented in Table 4. Fewer participants in Profile 4 owned a smartphone compared to participants in Profiles 1 and 2 (-33.6 pp, P=.03; and -37.0 pp, P=.003, respectively). Compared with participants in Profiles 1, 2, and 3, fewer participants in Profile 4 used IT for information seeking (-27.9 pp, P=.02, -29.0 pp, P=.004, and -30.2 pp, P=.02, respectively), communication with family and friends (-42.9 pp, P=.002, -42.0 pp, P=.001, and -45.2 pp, P=.001, respectively), and entertainment (-39.3 pp, P=.004, -26.0 pp, P=.05, and -45.2 pp, P=.001, respectively). Moreover, fewer participants in Profile 5 used IT for entertainment compared to participants in Profiles 1 and 3 (-23.6 pp, P=.04, and -29.5 pp, P=.02, respectively). Finally, fewer participants in Profile 4 were receptive to IT use in PA compared to participants in Profiles 1, 2, and 3 (-38.6 pp, P=.01, -34.0 pp, P=.01, and -41.0 pp, P=.01, respectively). There were no differences across profiles in smartwatch, tablet, and computer ownership, or exercise and work purposes of IT use (P>.05).
Table 4. Information technologies (IT) use of participants (N=155) across profiles [data are presented as numbers (proportions)].

<table>
<thead>
<tr>
<th>IT use</th>
<th>All (N=155)</th>
<th>Profile 1 (n=28, 18.1%)</th>
<th>Profile 2 (n=50, 32.3%)</th>
<th>Profile 3 (n=21, 13.5%)</th>
<th>Profile 4 (n=20, 12.9%)</th>
<th>Profile 5 (n=36, 23.2%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owns smartphone, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Yes</td>
<td>111 (71.6)</td>
<td>22 (78.6)</td>
<td>41 (82.0)</td>
<td>16 (76.2)</td>
<td>9 (45.0)&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>23 (63.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>44 (28.4)</td>
<td>6 (21.4)</td>
<td>9 (18.0)</td>
<td>5 (23.8)</td>
<td>11 (55.0)&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>13 (36.1)</td>
<td></td>
</tr>
<tr>
<td>Owns smartwatch, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Yes</td>
<td>8 (5.2)</td>
<td>1 (3.6)</td>
<td>3 (6.0)</td>
<td>1 (4.8)</td>
<td>1 (5.0)</td>
<td>2 (5.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>147 (94.8)</td>
<td>27 (96.4)</td>
<td>47 (94.0)</td>
<td>20 (95.2)</td>
<td>19 (95.0)</td>
<td>34 (94.4)</td>
<td></td>
</tr>
<tr>
<td>Owns tablet, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Yes</td>
<td>82 (52.9)</td>
<td>9 (32.1)</td>
<td>30 (60.0)</td>
<td>10 (47.6)</td>
<td>7 (35.0)</td>
<td>16 (44.4)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>73 (47.1)</td>
<td>19 (67.9)</td>
<td>20 (40.0)</td>
<td>11 (52.4)</td>
<td>13 (65.0)</td>
<td>20 (55.6)</td>
<td></td>
</tr>
<tr>
<td>Owns computer (NOT smartphone, smartwatch, or tablet), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Yes</td>
<td>24 (15.5)</td>
<td>2 (7.1)</td>
<td>5 (10.0)</td>
<td>3 (14.3)</td>
<td>7 (35.0)</td>
<td>7 (19.4)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>131 (84.5)</td>
<td>26 (92.9)</td>
<td>45 (90.0)</td>
<td>18 (85.7)</td>
<td>13 (65.0)</td>
<td>29 (80.6)</td>
<td></td>
</tr>
<tr>
<td>Purpose of using IT, n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>27 (17.5)</td>
<td>7 (25.0)</td>
<td>9 (18.0)</td>
<td>2 (9.5)</td>
<td>2 (10.0)</td>
<td>7 (20.0)</td>
<td>.61</td>
</tr>
<tr>
<td>Work</td>
<td>55 (35.7)</td>
<td>10 (35.7)</td>
<td>21 (42.0)</td>
<td>5 (23.8)</td>
<td>6 (30.0)</td>
<td>13 (37.1)</td>
<td>.67</td>
</tr>
<tr>
<td>Information seeking</td>
<td>135 (87.7)</td>
<td>26 (92.9)</td>
<td>47 (94.0)</td>
<td>20 (95.2)</td>
<td>13 (65.0)&lt;sup&gt;a,b,d&lt;/sup&gt;</td>
<td>29 (82.9)</td>
<td>.01</td>
</tr>
<tr>
<td>Communication with family/friends</td>
<td>129 (83.8)</td>
<td>26 (92.9)</td>
<td>46 (92.0)</td>
<td>20 (95.2)</td>
<td>10 (50.0)&lt;sup&gt;a,b,d&lt;/sup&gt;</td>
<td>27 (77.1)</td>
<td>.001</td>
</tr>
<tr>
<td>Entertainment</td>
<td>116 (75.3)</td>
<td>25 (89.3)</td>
<td>38 (76.0)</td>
<td>20 (95.2)</td>
<td>10 (50.0)&lt;sup&gt;a,b,d&lt;/sup&gt;</td>
<td>23 (65.7)&lt;sup&gt;a,d&lt;/sup&gt;</td>
<td>.003</td>
</tr>
<tr>
<td>Receptiveness to IT use in PA, n (%)&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Receptive</td>
<td>107 (69.0)</td>
<td>22 (78.6)</td>
<td>37 (74.0)</td>
<td>17 (81.0)</td>
<td>8 (40.0)&lt;sup&gt;a,b,d&lt;/sup&gt;</td>
<td>23 (63.9)</td>
<td></td>
</tr>
<tr>
<td>Nonreceptive</td>
<td>48 (31.0)</td>
<td>6 (21.4)</td>
<td>13 (26.0)</td>
<td>4 (19.0)</td>
<td>12 (60.0)&lt;sup&gt;a,b,d&lt;/sup&gt;</td>
<td>13 (36.1)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Different from Profile 1, P<.05.
<sup>b</sup>Different from Profile 2, P<.05.
<sup>c</sup>n=154.
<sup>d</sup>Different from Profile 3, P<.05.

Discussion

The main finding of this study is the identification of vulnerable subgroups of individuals with T2D characterized by low mental well-being, emotional distress, and low readiness for health technology. Notably, the findings indicate that these vulnerable subgroups could not be identified by their disease-related and sociodemographic characteristics, including ambiguous findings according to age. Thus, it is crucial that IT-supported T2D health care is individually tailored based on an evaluation of mental well-being, emotional distress, and readiness for health technology rather than sociodemographic characteristics, including age and the severity of T2D.

This is the first study to add measures of self-management and social support to eHealth literacy in a profound understanding of readiness for health technology among individuals with T2D referred to a lifestyle program. The stratification of individuals into profiles based on their level of readiness for health technology is supported by previous findings among individuals...
with cancer referred to a rehabilitation program [19]. In this study, we identified a subgroup (Profile 3) of relatively younger individuals outside the labor market with a particularly high level of emotional distress, which we do not see among cancer survivors. In the context of diabetes, emotional distress has previously been described as diabetes distress [10]. Diabetes distress may affect up to 45% of individuals with T2D, of which 70% do not meet the criteria for major depressive disorder (MDD) [10]. In line with MDD, individuals with diabetes distress are less likely to engage in self-managing behaviors, which negatively affects health outcomes (for example, leading to poor glycemic control) [10]. The medium level of eHealth literacy along with the high receptiveness to IT use in PA in this subgroup indicates that under the right conditions, IT implementation may be a beneficial alternative or supplement to center-based exercise programs. We report a strong correlation between low mental well-being (an indicator of risk of depression [18]) and emotional distress (an indicator of diabetes distress [10]). Individuals with MDD may benefit from pharmacotherapy, whereas individuals with diabetes distress are not likely to [10]. Diabetes self-management education is an effective treatment for diabetes distress [10]. Therefore, by distinguishing between depression and diabetes distress, self-management education could be a specific focus when implementing IT in the health care of this subgroup.

We identified 2 additional vulnerable subgroups. One of these (Profile 5) was characterized by low mental well-being and low readiness for health technology. Self-reported diagnosis of depression has previously been negatively associated with eHealth literacy [22]. This indicates that if IT is implemented in health care, it should include extensive support, covering social, self-management, and IT-related aspects. The other subgroup (Profile 4) was characterized by older age, higher mental well-being, as well as a lower level of IT ownership, use, and receptiveness. This subgroup had low eHealth literacy and a medium level of self-management and social support. Rosser and colleagues [19] suggest that IT implementation among such subgroups should be based on a dialogue with the individual about the potential benefits of using IT along with a thorough introduction and IT support. For some individuals in both of these subgroups, this support may not be sufficient to prevent treatment failure, and IT support should be implemented with caution.

In contrast to individuals with cancer and a previous South Korean study in T2D, individuals with low versus high readiness for health technology in this study were not characterized by a sociodemographic gradient [19,23]. The South Korean study used a Korean version of the eHealth Literacy Scale (eHEALS) tool [24], which assesses individuals’ combined knowledge, comfort, and perceived skills at finding, evaluating, and applying electronic health information to health problems [24], while in our study, we include measures of self-management and social support in a new understanding of eHealth literacy. This variation in the understanding of eHealth literacy potentially explains the discrepancies between the studies. Moreover, discrepancies may be attributed, in part, to cultural differences in eHealth literacy between Denmark and South Korea. Specifically, smartphone ownership and internet use among the Danish and South Korean populations is ≥86% and ≥90%, respectively, regardless of sociodemographic characteristics [4,25], indicating that differences may primarily be attributed to cultural differences in health literacy [26]. However, none of the disease-related characteristics reported by Kim and colleagues [23] were associated with eHealth literacy, which agrees with the present findings.

Previous studies investigating the association of sociodemographic and disease-related characteristics to eHealth literacy among healthy individuals and individuals with chronic conditions report rather ambiguous findings [22,27-29]. However, these studies generally agree that age is negatively associated with eHealth literacy [22,27,28]. Our findings indicate that younger age may generally be associated with higher odds of being receptive to IT use for physical activity purposes; however, previous findings do not directly support our identification of a relatively younger vulnerable subgroup (Profile 3). This indicates that a thorough assessment of mental well-being and diabetes distress among relatively younger individuals with T2D is warranted before delivering IT-supported health care.

Limitations of this study include the cross-sectional design, which precludes causal inferences regarding the effects of targeting readiness for health technology in health care and the potential mediating effects of socioeconomic status and mental well-being. Longitudinal designs should be implemented to investigate how this stratification of individuals with T2D reflects interindividual health effects of IT-supported health care. This will clarify the need for social support, self-management education, and IT support among different subgroups, and elucidate whether IT-supported health care induces changes in individual levels of readiness for health technology. Further, the sample representativeness may be suboptimal. First, referral to lifestyle programs is potentially limited among individuals with low socioeconomic status [30]. Second, at the time of data collection, the READHY tool was only validated in Danish, precluding participation from non-Danish speaking individuals, such as individuals from ethnic minority groups. As such, the most vulnerable individuals with T2D may not be fully represented in this convenience sample, indicating an underrepresentation of the identified vulnerable subgroups according to magnitude and diversity. This emphasizes the importance of comprehensively considering the need for social support, self-management education, and extensive IT support when implementing IT in health care. Moreover, as participants constituted a convenience sample, no a priori sample size calculation was performed, increasing the risk of false-negative findings (type 2 errors). Finally, with the strong correlation between mental well-being and heiQ8-emotional distress, it is not surprising that profiles with low levels of emotional distress score high on mental well-being, and vice versa. Two profiles scored similarly low on mental well-being; however, interestingly, one of these (Profile 3) was characterized by a particularly high level of emotional distress.

In this study, we identified vulnerable subgroups of individuals with T2D characterized by low mental well-being, emotional distress, and low readiness for health technology, who could not be identified by their sociodemographic and disease-related...
characteristics. Based on this investigation, we suggest that implementation of IT in the health care of individuals with T2D should be based on a comprehensive consideration of mental well-being, emotional distress, and readiness for health technology to identify the individuals in need of social support, self-management education, and extensive IT support. IT solutions should possibly be tailored to accommodate these needs and should not stand alone. Overall, a one-size-fits-all approach to IT implementation in health care will potentially increase the risk of treatment failure among the most vulnerable individuals with T2D.
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Abstract

Background: Patient monitoring is indispensable in any operating room to follow the patient’s current health state based on measured physiological parameters. Reducing workload helps to free cognitive resources and thus influences human performance, which ultimately improves the quality of care. Among the many methods available to assess perceived workload, the National Aeronautics and Space Administration Task Load Index (NASA-TLX) provides the most widely accepted tool. However, only few studies have investigated the validity of the NASA-TLX in the health care sector.

Objective: This study aimed to validate a modified version of the raw NASA-TLX in patient monitoring tasks by investigating its correspondence with expected lower and higher workload situations and its robustness against nonworkload-related covariates. This defines criterion validity.

Methods: In this pooled analysis, we evaluated raw NASA-TLX scores collected after performing patient monitoring tasks in four different investigator-initiated, computer-based, prospective, multicenter studies. All of them were conducted in three hospitals with a high standard of care in central Europe. In these already published studies, we compared conventional patient monitoring with two newly developed situation awareness–oriented monitoring technologies called Visual Patient and Visual Clot. The participants were resident and staff anesthesia and intensive care physicians, and nurse anesthetists with completed specialization qualification. We analyzed the raw NASA-TLX scores by fitting mixed linear regression models and univariate models with different covariates.

Results: We assessed a total of 1160 raw NASA-TLX questionnaires after performing specific patient monitoring tasks. Good test performance and higher self-rated diagnostic confidence correlated significantly with lower raw NASA-TLX scores and the subscores (all \(P<.001\)). Staff physicians rated significantly lower workload scores than residents (\(P=.001\)), whereas nurse anesthetists did not show any difference in the same comparison (\(P=.83\)). Standardized distraction resulted in higher rated total raw NASA-TLX scores (\(P<.001\)) and subscores. There was no gender difference regarding perceived workload (\(P=.26\)). The new visualization technologies Visual Patient and Visual Clot resulted in significantly lower total raw NASA-TLX scores and all subscores, including high self-rated performance, when compared with conventional monitoring (all \(P<.001\)).

Conclusions: This study validated a modified raw NASA-TLX questionnaire for patient monitoring tasks. The scores obtained correctly represented the assumed influences of the examined covariates on the perceived workload. We reported high criterion validity. The NASA-TLX questionnaire appears to be a reliable tool for measuring subjective workload. Further research should focus on its applicability in a clinical setting.
workload; questionnaires; National Aeronautics and Space Administration Task Load Index; awareness; situation awareness; patient monitoring; thromboelastometry

Introduction

Workload

The World Health Organization considers attentive anesthesia providers to be essential to prevent perioperative disability and death [1]. To maintain high quality of care, all factors negatively affecting human performance should be minimized. Various subjective factors, such as high complexity of tasks, stressful personal factors, high-pressure working environment, lack of situation awareness, fatigue, and increased workload, all impair human performance, the quality of care, and thus patient safety [2-4]. The International Organization for Standardization defines workload as the totality of external conditions and requirements in a work system, which affects the physiological and/or psychological state of a person [5]. The perceived workload and a person’s ability to create and maintain adequate situation awareness are interconnected [6]. Situation awareness incorporates the perception of the current status of a situation’s critical elements, with understanding of their meaning, and the projection of this knowledge into the near future [2,7]. For physicians and nurses working inside the operating theatre or intensive care unit, it is crucial to keep situation awareness at a high level through constant mental reassessment. This process however requires substantial cognitive effort. A high workload is a psychological stress factor that takes up part of a person’s naturally limited working memory and ultimately leads to fewer cognitive resources being available.

Hence, accurate assessment of workload is of great importance to manage stressors. Various methods for quantifying perceived workload have been described, which can be divided into the following two large groups: subjective assessment through questionnaires and objective physiological assessment of variables such as heart rate, galvanic skin resistance, breathing rate, pupil diameter, and blinking frequency [8,9].

National Aeronautics and Space Administration Task Load Index

The National Aeronautics and Space Administration Task Load Index (NASA-TLX) provides the most widely accepted and validated tool to measure overall workload after completing a task [10-12]. It was initially created by the Human Performance Research Group at NASA Ames Research Center for the aviation industry. Since then, its use has expanded to many other fields such as computer science [13], psychophysiology [14], and transportation [15]. The NASA-TLX is a multidimensional tool that contains six predefined dimensions. Three dimensions measure the demands imposed on the subject (mental, physical, and temporal demands), and three dimensions focus on how the subject deals with the task at hand (self-rated performance, effort, and frustration level). Dividing the workload into six subcategories intends to reduce variability among subjects and show the source of the workload. There are two different methods of using the NASA-TLX tool. The weighted NASA-TLX score is a two-step process, in which the user first rates all six subcategories after completing a specific task and then weights the contribution of each factor in a predefined manner. This aims to further understand which potential source accounts mostly for the perceived workload. On the other hand, in the raw NASA-TLX score, the user rates all six subcategories after completing a specific task, without weighing them. The result is the arithmetic mean of all subscales. Research has shown that the raw NASA-TLX has a high correlation with the weighted one [11], but is more time efficient and simpler to apply [16,17]. We used the raw NASA-TLX questionnaire in several studies within the scope of our research activities in the field of patient monitoring and situation awareness–oriented visualization technologies [18].

Patient Monitoring Tasks

Patient monitoring can be generalized as continuous observation of a condition or certain parameters, regardless of the method used [19,20]. In previous studies, we simplified the presentation of information in different patient monitoring devices by creating two new situation awareness–oriented information transfer technologies called Visual Patient [21,22] and Visual Clot [23]. We further discuss the functionality and applicability of these technologies in the methods section. In tested scenarios, both Visual Patient and Visual Clot helped the health care provider to make correct diagnoses faster and with less perceived cognitive workload compared with standard presentation only.

Study Aims and Hypotheses

Only few studies have investigated the validity of the raw NASA-TLX score in the health care sector [24-27]. There is no existing gold standard in measuring workload. The primary objective of this study was to validate the raw NASA-TLX questionnaire in patient monitoring tasks by investigating a broad set of over 1000 NASA-TLX scores. We based our evaluation of the robustness of the questionnaire against covariates not associated with workload and on the relation of the NASA-TLX scores with covariates that are known to influence workload. Therefore, we investigated criterion validity. We expect that the scores will increase with the difficulty of the task and distraction, and decrease with the work experience and self-confidence of the user. Further, we assume that the new visualization technologies will reduce all dimensions of the workload approximately uniformly and that not one workload aspect alone will be responsible for observed reductions.

Methods

Ethical Permission

The leading ethics committee (Cantonal Ethics Committee of Zurich, Switzerland) reviewed the study protocols for all four
included studies and issued a declaration of no objection for each one of them (reference numbers: 2016-00103, 2017-00795, and 2018-00933). Reference number 2017-00795 covers two of the studies, as they were performed simultaneously and included the same participants. Additionally, before participation in this study, we obtained written informed consent from all participants to collect data for scientific purposes and publications.

**Study Design and Data Collection**

To validate the NASA-TLX, we analyzed data from four different studies all performed by anesthesia and intensive care providers at the University Hospital Zurich and Cantonal Hospital Winterthur in Switzerland, and University Hospital Frankfurt in Germany [21,23,28,29]. Table 1 provides an overview of the included studies. All of them were investigator-initiated, computer-based, prospective, dual-center studies, and have been published in the past 2 years [21,23,28,29]. In all studies, we based the recruitment of participants on their clinical availability. The day before data collection, we contacted available individuals by institutional email or telephone to plan participation in the study. We then carried out data collection during regular working hours. During this time, we released them from all other duties, including telephone availability.

**Table 1.** Description of the four studies used with the respective participant numbers and completed National Aeronautics and Space Administration Task Load Index questionnaires.

<table>
<thead>
<tr>
<th>Study titlea</th>
<th>Location</th>
<th>Number of participants</th>
<th>NASA-TLXb questionnaires, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using an Animated Patient Avatar to Improve Perception of Vital Sign Information by Anesthesia Professionals</td>
<td>USZ(^c) and KSW(^d)</td>
<td>32</td>
<td>128</td>
</tr>
<tr>
<td>Avatar-Based Versus Conventional Vital Sign Display in a Central Monitor for Monitoring Multiple Patients: A Multicenter Computer-Based Laboratory Study</td>
<td>USZ and KSW</td>
<td>38</td>
<td>312</td>
</tr>
<tr>
<td>Effects of a Standardized Distraction on Caregivers’ Perceptive Performance with Avatar-Based and Conventional Patient Monitoring: A Multicenter Comparative Study</td>
<td>USZ and KSW</td>
<td>38</td>
<td>312</td>
</tr>
<tr>
<td>Improving Decision Making Through Presentation of Viscoelastic Tests as 3D Animated Blood Clot: the Visual Clot</td>
<td>USZ and UKF(^e)</td>
<td>60</td>
<td>720</td>
</tr>
</tbody>
</table>

\(^a\)The second and third studies included the same participants.

\(^b\)NASA-TLX: National Aeronautics and Space Administration-Task Load Index.

\(^c\)USZ: University Hospital Zurich.

\(^d\)KSW: Cantonal Hospital of Winterthur.

\(^e\)UKF: University Hospital Frankfurt.

In all included studies, we used the original formulation of the NASA-TLX questionnaire provided by the official NASA website. However, we modified the raw NASA-TLX surveys from six to only five dimensions by removing the physical demand question as our tasks did not require any physical effort. Table 2 shows the modified raw NASA-TLX questionnaire we used in our studies. Participants were staff or resident anesthesiologists and nurse anesthetists with completed specialization qualification. They were all employed in the abovementioned centers during the course of the trials. We selected the participants randomly, regardless of sex, age, job description, staff position, or education level. Participation was voluntary, and none of the subjects received compensation in any form.

**Table 2.** Description of the modified raw National Aeronautics and Space Administration Task Load Index questions and rating scale.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Descriptive question</th>
<th>Endpoint(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental demand</td>
<td>Was the task easy or demanding, simple or complex?</td>
<td>0 to 100</td>
</tr>
<tr>
<td>Temporal demand</td>
<td>How much time pressure did you feel performing the task?</td>
<td>0 to 100</td>
</tr>
<tr>
<td>Self-rated performance(^b)</td>
<td>How successful or satisfied did you feel upon the performance or completion of the given task?</td>
<td>0 to 100</td>
</tr>
<tr>
<td>Effort</td>
<td>How hard did you have to work (mentally and physically) to accomplish your level of performance?</td>
<td>0 to 100</td>
</tr>
<tr>
<td>Frustration level</td>
<td>How insecure, discouraged, stressed, and annoyed versus content, relaxed, and complacent did you feel during the task?</td>
<td>0 to 100</td>
</tr>
</tbody>
</table>

\(^a\)Subjects rated the subscores numerically from 0 (very low) to 100 (very high). The endpoints regarding performance are inverted with 0 indicating very good performance and 100 indicating very poor performance.

\(^b\)The term self-rated performance indicates the performance dimension of the National Aeronautics and Space Administration Task Load Index score.
Visual Patient and Visual Clot Technologies

Visual Patient technology is a situation awareness–oriented visualization tool that displays up to 11 of the most frequently used patient vital signs in the form of a patient avatar in addition to the standard monitoring screen [21,22]. Visual Patient transforms the conventional numerical and waveform display of the vital signs in real time into a patient avatar with the ability to adjust its color, shapes, and rhythmic movements depending on the patient’s current situation. For example, if a patient shows an elevated body temperature (ie, more than 37.5°C), the avatar will display heat radiation rising from the patient model. Another example is the patient’s neuromuscular state of relaxation, which is best described by the train-of-four ratio. If the mentioned ratio drops below 20, the patient avatar changes its posture and goes into a floppy state. In situations where several vital signs are out of range, Visual Patient technology is able to illustrate them simultaneously. Visual Clot technology [23] on the other hand illustrates abstract conventional viscoelastic rotational thromboelastometry (ROTEM) readings in form of a three-dimensional animated blood clot. This aims to help the user create a simpler mental model of the current coagulation disorder. The image consists of a blood clot model with its various components such as platelets, coagulation factors, and enzymes. Based on established conventional monitoring values, the visualization shows these coagulation components as either present or not. Figure 1 illustrates both the Visual Clot and Visual Patient technologies. We have provided instructional videos in Multimedia Appendix 1 and Multimedia Appendix 2 explaining how both technologies work.

Figure 1. Graphic showing the Visual Clot and Visual Patient technologies. (A) Bleeding Visual Clot illustrated with its different coagulation components. These are either present or absent, depending on the coagulation status. (B) Visual Patient with its different visualizations of vital parameters.

A relevant limitation for both visualization technologies is the absence of quantification values. Both avatars only display the following three states: too low, within range, and too high. This limitation defines the intended use of the technologies, which is the situation awareness–oriented supplementation of conventional monitoring methods. They were not designed to replace numerical values. Both visualization technologies were invented, prototyped, and patented by our research group at the Institute for Anesthesiology of the University Hospital Zurich. We are developing Visual Patient into a product under a Joint Development and Licensing Agreement with Royal Philips NV and Philips Medizin-Systeme Böblingen GmbH. Regarding Visual Clot, we have signed a letter of intent with Instrumentation Laboratory. Both technologies are in the prototype stage of development and neither Visual Patient nor Visual Clot is currently CE certified as a medical device.

Patient Monitoring Tasks

We assessed the perceived workload using the raw NASA-TLX questionnaire after performing patient monitoring tasks using either one of the newly developed visualization tools (Visual Patient or Visual Clot) or respective conventional monitoring alone. The monitoring scenarios appeared in randomized order for predefined relatively short periods. Furthermore, the participants had to rate their diagnostic confidence level on a four-point Likert scale ranging from “very unconfident” to “very confident” to further assess uncertainty as a psychological stress factor. In the four mentioned studies, we generated workload through specific tasks as follows:

- In the primary Visual Patient study [21], we displayed four patient monitoring scenarios on a computer for 3 or 10 seconds, portraying either the conventional monitoring screen or the animated patient avatar in randomized order.
Subsequently, the participants had to recall the patient’s condition.

- The Visual Patient central monitoring study [29] included four different scenarios in which we showed two critical and four healthy patients simultaneously on a central monitor (as in the intensive care unit or operating room) for 10 or 30 seconds. Afterwards, the participants had to recall the patient’s condition.

- The same participants (as in the central monitoring study [29]) also took part in the Visual Patient distraction study [28]. In this study, we distracted the participants with standardized simple calculation tasks. Simultaneously, we showed them different monitoring scenarios either with the conventional monitoring screen alone or with the help of Visual Patient. The workload task also demanded recall of the patient’s condition.

- Finally, in the Visual Clot study [23], we showed the participants 12 scenarios representing six different hemostatic conditions, which they had to solve using either standard viscoelastic ROTEM results alone or using the matching animated blood clot.

Validation Method and Studied Covariates
We investigated the robustness of the NASA-TLX questionnaire based on criterion validity, which can be further divided into predictive and concurrent validity. Predictive validity indicates the extent to which an assumption under investigation can be predicted [30]. Concurrent validity compares the result in question with an already known relationship of the same variable [30].

In all included studies, we had consistently recorded 11 different covariates. In this pooled analysis, we determined the expected impact on workload from these measured covariates, using both literature research and logical deductions. It was described that more professional experience should result in lower cognitive workload [31,32]. Since we had recorded the educational stage of the participants through their job descriptions, we regarded this equal to experience. Further, we correlated the measured covariate self-rated confidence with experience and test performance through both literature research and logical reasoning. In order to not confuse the terms, in this manuscript, we defined test performance as the actual testing outcome of the participants and self-rated performance as the subscores of the NASA-TLX. We expected a decreased NASA-TLX score in participants with high self-confidence. Regarding the actual test performance, we investigated predictive validity. We expected good performing participants to perceive less workload. As far as the task’s difficulty is concerned, it cannot be assessed directly as various factors influence it. We defined scenarios in which distraction occurred as more difficult. They divide one’s attention and thus affect the work-related receptiveness [33]. Therefore, we expected the results to show an increased perceived workload and thus correspond to concurrent validity. We did not find any evidence in a literature search and everyday clinical practice of a different perceived workload between the sexes. Therefore, we regarded this as a covariate without an expected influence on workload.

Statistical Analysis
We validated the raw NASA-TLX score and the different subscores by fitting mixed linear regression models with a random intercept per person (to cover repeated measurements) and a random intercept per study. We fitted univariate models with binary test performance (task correct or incorrect), binary confidence (unconfident or confident), distraction, center, gender, profession, binary daytime (above or below the median), binary playback sequence (first or second half of the tasks), and central monitor performance as covariates.

We analyzed interactions of some covariates with the technology variable to explore more in depth why the NASA-TLX and its subscores improved in the case of the new visual technologies. To explore which subscore benefited the most from the new visualization technologies, we calculated univariate models for each subscore that included only the technology variable, and we compared the size of the estimated coefficients. To characterize the individuals who benefited the most from the introduction of the new technologies, we fitted a joint model for the total NASA-TLX with the technology variable and several other covariates. In one additional model per variable, we included an interaction term between technology and the respective covariate to see if the impact of certain variables was particularly strong in the case of the new technologies.

All analyses were performed using R version 3.6.2 (R Foundation for Statistical Computing). We considered a $P$ value <.05 to indicate statistical significance.

Data Sharing Statement
We provide the complete data used for this study in Multimedia Appendix 3.

Results

Study and Participant Characteristics
In all four evaluated studies [21,23,28,29], 128 anesthesia providers participated and rated a total of 1160 NASA-TLX questionnaires. Overall, 552 of 1160 (47.6%) NASA-TLX surveys were collected at the University Hospital Zurich, 360 of 1160 (31.0%) at the University Hospital Frankfurt, and 248 of 1160 (21.4%) at the Cantonal Hospital Winterthur. Further, 648 of 1160 (55.9%) ratings were provided by male participants, and 512 of 1160 (44.1%) by female participants. According to job description, 556 of 1160 (47.9%) ratings were provided by staff physicians, 432 of 1160 (37.2%) by resident physicians, and 172 of 1160 (14.8%) by nurse anesthetists. Comparing the technologies used, 62.1% (720/1160) of all data originated from the three Visual Patient projects, and 37.9% (440/1160) from the Visual Clot study.

Quantitative Analyses of the NASA-TLX Questionnaire
In Figure 2 and Figure 3, we illustrate the correlation of the total NASA-TLX workload score and its subscores after performing univariate analysis with test performance, confidence, distraction, center, gender, job description, daytime, and playback sequence as different covariates. The playback sequence was described as the first or second half of the task. We provide the NASA-TLX coefficient and the 95% CI.
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The total workload score analysis showed that participants’ test performance and higher confidence correlated significantly with lower NASA-TLX scores (both \( P < .001 \)). Compared with the University Hospital Zurich, participants from the University Hospital Frankfurt had significantly lower total workload scores (\(-8.03, 95\% \text{ CI} -14.58 \text{ to } -2.09; P = .01\)). Further, the second half of the playback sequence had a significant positive effect on lowering the perceived workload (\(-5.91, 95\% \text{ CI} -8.15 \text{ to } -3.71; P < .001\)). Regarding the job position, resident physicians served as the comparison. Staff physicians (\(-8.02, 95\% \text{ CI} -12.84 \text{ to } -3.29; P = .001\)) rated significantly lower workload than residents, whereas nurses did not show any significant difference compared with residents (\( P = .83 \)). Distraction and the Cantonal Hospital Winterthur compared with the University Hospital Zurich correlated significantly with higher rated NASA-TLX scores (\( P < .001 \) and \( P = .03 \), respectively). The other listed covariates did not show any relevant difference.

The total workload score analysis showed that participants’ test performance and higher confidence correlated significantly with lower NASA-TLX scores (both \( P < .001 \)). Compared with the University Hospital Zurich, participants from the University Hospital Frankfurt had significantly lower total workload scores (\(-8.03, 95\% \text{ CI} -14.58 \text{ to } -2.09; P = .01\)). Further, the second half of the playback sequence had a significant positive effect on lowering the perceived workload (\(-5.91, 95\% \text{ CI} -8.15 \text{ to } -3.71; P < .001\)). Regarding the job position, resident physicians served as the comparison. Staff physicians (\(-8.02, 95\% \text{ CI} -12.84 \text{ to } -3.29; P = .001\)) rated significantly lower workload than residents, whereas nurses did not show any significant difference compared with residents (\( P = .83 \)). Distraction and the Cantonal Hospital Winterthur compared with the University Hospital Zurich correlated significantly with higher rated NASA-TLX scores (\( P < .001 \) and \( P = .03 \), respectively). The other listed covariates did not show any relevant difference.

Figure 3 illustrates the entire evaluation of the examined covariates for the subscores of the NASA-TLX. Good test performance and high confidence level after performing the task correlated significantly with lower workload scores in every subcategory of the NASA-TLX (all \( P < .001 \)). Staff physicians also differed significantly from resident physicians with lower workload scores in every subcategory, except the frustration level (\(-6.93, 95\% \text{ CI} -13.68 \text{ to } 0.01; P = .05\)). Distraction was the only covariate to show a relevant effect on increasing the workload in every subscore of the NASA-TLX. Comparing the participants at the different centers with those at the University Hospital Zurich, the participants at the University Hospital Frankfurt had less mental and temporal demands, and less perceived effort (\( P = .003 \)). The participants at the Cantonal Hospital Winterthur had more mental and temporal demands (\( P = .02 \)) and more required effort (\( P = .03 \)). We observed no gender difference in all subscores. Showing several patients simultaneously on a central monitor correlated significantly with increased mental demand (\( P = .05 \)) and increased effort (\( P = .01 \)) to fulfill the task. We observed no effect for temporal demand (\( P = .72 \)), frustration level (\( P = .17 \)), and self-rated performance (\( P = .42 \)) using a central monitor. Playback sequence showed its only significant effect on the temporal demand subscore with lower perceived workload in the second half of the task (\(-3.24, 95\% \text{ CI} -5.78 \text{ to } -0.74; P = .01\)).
Figure 3. Correlation of different covariates with subscores of the National Aeronautics and Space Administration Task Load Index (NASA-TLX) workload assessment tool. The original NASA-TLX questionnaire evaluated performance on an inverted X-axis from perfect to failure, with a low raw score corresponding to good self-rated performance. Therefore, to ensure that the X-axis in this figure is the same, the self-rated performance is displayed inverted. KSW: Cantonal Hospital Winterthur; UKF: University Hospital Frankfurt.

Performing the same tasks, we compared the conventional monitoring devices with the respective visualization technologies. The total NASA-TLX score and all listed subscores correlated significantly with lower workload scores when using Visual Patient and Visual Clot (all \( P < .001 \)). Table 3 demonstrates the comparison of the new visualization technologies with respective conventional monitoring. The self-rated performance dimension showed the most relevant change in the perceived workload assessment (coefficient −18.28).

Table 3. Validation of NASA-TLX sub scores
self-confidence may have increased owing to their completed experience than the residents who were still in training. Their specialty qualification and thus often had more professional experience. All nurses who took part in this study had completed their total workload after performing the same monitoring task. We nurses with residents, there was no difference in the perceived experience overall than those in Zurich [23]. When comparing participating physicians in Frankfurt had more professional scores compared with those at the University Hospital Zurich. This is in line with our abovementioned train of thought, as the University Hospital Frankfurt also rated lower total workload. The new visualization technologies exude more confidence than residents. The participants at the physicians are more certain of their clinical abilities and thus increase their confidence at work [34]. Generally, staff situations that build professional competency and thereby acquire knowledge of professional and personal growth. They acquire knowledge and skills [6], and experience many challenging clinical situations that build professional competency and thereby increase their confidence at work [34]. Generally, staff physicians are more certain of their clinical abilities and thus exude more confidence than residents. The participants at the University Hospital Frankfurt also rated lower total workload scores compared with residents. During clinical residency training, inexperienced physicians go through a period of professional and personal growth. They acquire knowledge and skills [6], and experience many challenging clinical situations that build professional competency and thereby increase their confidence at work [34]. Generally, staff physicians are more certain of their clinical abilities and thus exude more confidence than residents. The participants at the University Hospital Frankfurt also rated lower total workload scores compared with those at the University Hospital Zurich. This is in line with our abovementioned train of thought, as the participating physicians in Frankfurt had more professional experience overall than those in Zurich [23]. When comparing nurses with residents, there was no difference in the perceived total workload after performing the same monitoring task. We explain this interesting finding on the basis of existing practical experience. All nurses who took part in this study had completed their specialty qualification and thus often had more professional experience than the residents who were still in training. Their self-confidence may have increased owing to their completed education. Our results confirm our hypothesis that confidence as a trait, which is compatible with a higher job position, lowers perceived workload. It is known from other domains that individuals with higher confidence make better decisions [35]. The World Health Organization aims to continuously improve, protect, and promote the health, safety, and well-being of all workers [36]. Analyzing workload in the perioperative setting can lead directly to practical work-based implications, such as tailored task assignment and improved training plans, for residents or other personnel. This efficient identification and management of workload influences employee well-being [37] and lowers the source of fatigue from work overload, which is an independent risk factor for exhaustion and burnout [38]. Moreover, workload has been shown to be associated with adverse patient outcomes [39-41]. Good test performance in conducting patient monitoring tasks correlated with lower total raw NASA-TLX scores, as well as all subscores, including high self-rated performance. We propose that this connection resulted from both training and experience. When a person has received a lot of training and thus experience in performing a task, the perceived workload decreases and the actual performance increases. Nevertheless, this finding allows not drawing a linear relationship between task performance and workload. This relation is complex when investigated in more detail. Both excessive workload and low demand situations can degrade performance [42], and additional factors, such as personal resilience, influence the work capacity to a great extent. This shows that there are other factors apart from workload that influence task performance. Further, our results showed that standardized distraction negatively affected the raw NASA-TLX scores with all subcategories. This is in line with our hypothesis that distractions increase perceived workload. They take up part of the already limited mind while coping with several things simultaneously and reduce the work-related memory capacity of humans. It was shown that distractions impair situational awareness and thus affect clinical decision making [33,43]. The source of most anesthesia adverse events lies in reduced situational awareness [4,44]. This further demonstrates the importance of minimizing working environment distractions in areas that involve workload-sensitive tasks such as patient monitoring inside the operating theatre [45]. In one study, 22 of 25 (88%) anesthesia providers agreed to the statement that human factor problems do lead to critical information not being received [46].

**Discussion**

**Principal Findings**

This pooled analysis examined a broad set of raw NASA-TLX scores obtained after performing patient monitoring tasks. Good test performance, high self-confidence in successfully completing a task, high hierarchical job position, and training correlated with decreased raw NASA-TLX workload scores, whereas distraction scenarios increased perceived workload. The questionnaire was robust against nonworkload-related factors such as gender. The new visualization technologies Visual Patient and Visual Clot both decreased all workload dimensions compared with conventional monitoring alone and patient monitoring reference values provided by the literature [11]. Reducing workload helps to free cognitive resources, which can be used to understand the provided monitoring information crucial to maintain a high quality of care [7].

The analysis of 1160 raw NASA-TLX questionnaires showed that self-rated high confidence correlated significantly with lower overall raw NASA-TLX scores and its subscores (all P<.001). Furthermore, staff physicians had significantly lower total workload scores compared with residents. During clinical residency training, inexperienced physicians go through a period of professional and personal growth. They acquire knowledge and skills [6], and experience many challenging clinical situations that build professional competency and thereby increase their confidence at work [34]. Generally, staff physicians are more certain of their clinical abilities and thus exude more confidence than residents. The participants at the University Hospital Frankfurt also rated lower total workload scores compared with those at the University Hospital Zurich. This is in line with our abovementioned train of thought, as the participating physicians in Frankfurt had more professional experience overall than those in Zurich [23]. When comparing nurses with residents, there was no difference in the perceived total workload after performing the same monitoring task. We explain this interesting finding on the basis of existing practical experience. All nurses who took part in this study had completed their specialty qualification and thus often had more professional experience than the residents who were still in training. Their self-confidence may have increased owing to their completed confidence as a trait, which is compatible with a higher job position, lowers perceived workload. It is known from other domains that individuals with higher confidence make better decisions [35]. The World Health Organization aims to continuously improve, protect, and promote the health, safety, and well-being of all workers [36]. Analyzing workload in the perioperative setting can lead directly to practical work-based implications, such as tailored task assignment and improved training plans, for residents or other personnel. This efficient identification and management of workload influences employee well-being [37] and lowers the source of fatigue from work overload, which is an independent risk factor for exhaustion and burnout [38]. Moreover, workload has been shown to be associated with adverse patient outcomes [39-41]. Good test performance in conducting patient monitoring tasks correlated with lower total raw NASA-TLX scores, as well as all subscores, including high self-rated performance. We propose that this connection resulted from both training and experience. When a person has received a lot of training and thus experience in performing a task, the perceived workload decreases and the actual performance increases. Nevertheless, this finding allows not drawing a linear relationship between task performance and workload. This relation is complex when investigated in more detail. Both excessive workload and low demand situations can degrade performance [42], and additional factors, such as personal resilience, influence the work capacity to a great extent. This shows that there are other factors apart from workload that influence task performance.

Further, our results showed that standardized distraction negatively affected the raw NASA-TLX scores with all subcategories. This is in line with our hypothesis that distractions increase perceived workload. They take up part of the already limited mind while coping with several things simultaneously and reduce the work-related memory capacity of humans. It was shown that distractions impair situational awareness and thus affect clinical decision making [33,43]. The source of most anesthesia adverse events lies in reduced situational awareness [4,44]. This further demonstrates the importance of minimizing working environment distractions in areas that involve workload-sensitive tasks such as patient monitoring inside the operating theatre [45]. In one study, 22 of 25 (88%) anesthesia providers agreed to the statement that human factor problems do lead to critical information not being received [46].

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>CI lower</th>
<th>CI upper</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>−14.36</td>
<td>−16.06</td>
<td>−12.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mental demand</td>
<td>−15.79</td>
<td>−17.85</td>
<td>−13.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temporal demand</td>
<td>−10.53</td>
<td>−12.59</td>
<td>−8.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-rated performance</td>
<td>−18.28</td>
<td>−20.63</td>
<td>−15.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effort</td>
<td>−16.80</td>
<td>−18.92</td>
<td>−14.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Frustration level</td>
<td>−15.97</td>
<td>−18.06</td>
<td>−13.87</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*aThe term self-rated performance indicates the performance dimension of the National Aeronautics and Space Administration Task Load Index score.

**Data Sharing Statement**

We provide the complete analysis of used data for this study in Multimedia Appendix 4.

### Table 3. Overall comparison of the new visual technologies Visual Patient and Visual Clot with conventional monitoring.
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The newly developed visualization technologies Visual Patient and Visual Clot were associated with decreased perceived workload as expected. These technologies have been developed to link several sources of information together and create an avatar-based visualization aimed to facilitate the mental model of the current situation [21-23]. Endsley defined the goal of optimal situation awareness–oriented design to transfer information as quickly as possible and with the least cognitive effort [7].

Decreasing workload while monitoring a patient reduces psychological stress by saving cognitive resources, which are especially needed in critical situations. In 2015, Grier et al [11] examined a vast amount of published NASA-TLX scores in a meta-analysis showing the distribution frequency of the scores by task type. They analyzed 174 monitoring-type tasks involving change detection, speech detection, and vigilance tasks. A mean NASA-TLX global workload score of 52.24 with an IQR of 22.66 (39.97-62.63) was reported [11]. This fits the mean NASA-TLX global workload score of 54.60 with an IQR of 27.0 (42.0-69.0), which we observed when evaluating our conventional monitoring tasks. Using the situation awareness–oriented visualization monitoring technologies, we found a mean NASA-TLX global workload score of 40.2 with an IQR of 31.0 (25.0-56.0). These technologies lowered the mean perceived workload compared with the literature value by 23.0%. This is comparable to a workload that occurs when driving a car (mean 41.52, IQR 23.7 [28.05-51.73]) [11].

This study contributes to the ongoing validation of the NASA-TLX in the medical field. The results are consistent with those of other studies that have found high construct validity of the NASA-TLX score [24,25]. These studies described an increase in the workload score due to distraction [47], case complexity [24], and low task performance [48], and a reduction due to training [49]. Other studies found good correlation with other questionnaires for workload assessment [50,51] and with physiological stress measurements [52,53].

Strengths and Limitations

Our study had several limitations. All tasks used to validate the raw NASA-TLX questionnaire took place in a testing environment with clearly defined monitoring limits within scenarios. Perceived workload and therefore its assessment might differ in a clinical setting, where each situation must be interpreted independently. Future studies should test the applicability of the raw NASA-TLX in the clinical setting. However, it is plausible that this effect is marginal as the score reflects a subjective evaluation while information intake and thus perception of workload remain similar. Further, we assessed and validated a modified version of the questionnaire. Since our monitoring tasks did not require any relevant physical effort, we removed this dimension from the scale in order not to distort the value of the total workload assessed. Future studies are required to investigate whether such a modification affects the internal consistency of the NASA-TLX questionnaire. Moreover, a true validation would correlate obtained scores with objectively measurable stress characteristics such as heart rate and pupil diameter. Another limitation is that all patient monitoring scenarios took place in central Europe in high quality of care hospitals. Perceived workload can differ in other parts of the world and might influence the reproducibility of the assessment. Finally, interpretation of the raw NASA-TLX scores requires comparative values after performing similar tasks. Therefore, more available data using the same questionnaire in patient monitoring tasks would reduce this limitation. Nevertheless, the results of this study support the use of the raw NASA-TLX score in patient monitoring tasks.

Among the particular strengths of this study are the multicenter design, the large data set, and the consistent recording of identical covariates in all included studies. We examined more than 1000 raw NASA-TLX questionnaires, which were completed by 130 participants, with individual selection solely based on daily clinical availability. This large proportion of staff from the respective institutions constitutes a representative sample. Further, in all included studies, intraparticipant comparisons took place as there was an evaluation of the same monitoring task with both examined interface designs (ie, conventional versus visualization). This greatly reduces the influence of confounding variables if the main factor responsible for the difference remains the interface modality shown, and it further increases the quality of the study.

Conclusions

For patient monitoring, this study validated a modified version of the raw NASA-TLX questionnaire, in which the physical dimension had been removed from the scale owing to the nature of the given tasks. The obtained scores correctly depicted the assumed influences of the covariables that affect perceived workload. This provided a high extent of criterion validity. The modified raw NASA-TLX questionnaire appears to be a reliable tool for measuring the subjective workload of anesthesia providers who monitor patients inside the operating room. Further research is needed to investigate the applicability of the NASA-TLX questionnaire in the clinical setting and its transferability to personnel working in intensive care units. Moreover, a true validation study for the subjective workload assessment should correlate the NASA-TLX scores with objectively measurable stress characteristics such as heart rate and pupil diameter.
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Abstract

Background: Subtle abnormal motor signs are indications of serious neurological diseases. Although neurological deficits require fast initiation of treatment in a restricted time, it is difficult for nonspecialists to detect and objectively assess the symptoms. In the clinical environment, diagnoses and decisions are based on clinical grading methods, including the National Institutes of Health Stroke Scale (NIHSS) score or the Medical Research Council (MRC) score, which have been used to measure motor weakness. Objective grading in various environments is necessitated for consistent agreement among patients, caregivers, paramedics, and medical staff to facilitate rapid diagnoses and dispatches to appropriate medical centers.

Objective: In this study, we aimed to develop an autonomous grading system for stroke patients. We investigated the feasibility of our new system to assess motor weakness and grade NIHSS and MRC scores of 4 limbs, similar to the clinical examinations performed by medical staff.

Methods: We implemented an automatic grading system composed of a measuring unit with wearable sensors and a grading unit with optimized machine learning. Inertial sensors were attached to measure subtle weaknesses caused by paralysis of upper and lower limbs. We collected 60 instances of data with kinematic features of motor disorders from neurological examination and demographic information of stroke patients with NIHSS 0 or 1 and MRC 7, 8, or 9 grades in a stroke unit. Training data with 240 instances were generated using a synthetic minority oversampling technique to complement the imbalanced number of data between classes and low number of training data. We trained 2 representative machine learning algorithms, an ensemble and a support vector machine (SVM), to implement auto-NIHSS and auto-MRC grading. The optimized algorithms performed a 5-fold cross-validation and were searched by Bayes optimization in 30 trials. The trained model was tested with the 60 original hold-out instances for performance evaluation in accuracy, sensitivity, specificity, and area under the receiver operating characteristics curve (AUC).

Results: The proposed system can grade NIHSS scores with an accuracy of 83.3% and an AUC of 0.912 using an optimized ensemble algorithm, and it can grade with an accuracy of 80.0% and an AUC of 0.860 using an optimized SVM algorithm. The auto-MRC grading achieved an accuracy of 76.7% and a mean AUC of 0.870 in SVM classification and an accuracy of 78.3% and a mean AUC of 0.877 in ensemble classification.

Conclusions: The automatic grading system quantifies proximal weakness in real time and assesses symptoms through automatic grading. The pilot outcomes demonstrated the feasibility of remote monitoring of motor weakness caused by stroke. The system can facilitate consistent grading with instant assessment and expedite dispatches to appropriate hospitals and treatment initiation by sharing auto-MRC and auto-NIHSS scores between prehospital and hospital responses as an objective observation.
Introduction

Motor weakness is a typical manifestation in various neurological disorders, including stroke, spinal cord injury, and traumatic brain injury. In addition, it is a major obstacle to functional recovery after the treatment of those diseases. As an example of motor weakness, unintentional drift is an indication of arm weakness; this is mainly caused by subtle damages in the motor pathway from the brain to the spinal cord [1]. If the supinator muscles in the upper limb are weaker than the pronator muscles in the presence of upper motor neuron lesion, the arm drifts downward and the palm turns toward the floor. The pathological response is for one of the arms to drift (up, down, or out). Therefore, motor weakness is a major sign in the FAST (face drooping, arm weakness, speech slurring, and time to call) protocol for stroke patients [2].

Rapid detection of such motor weakness is critical because acute treatments, including thrombolysis or thrombectomy, are performed in a constrained time window. More importantly, diagnosis can be established through bedside examination by specialists because it is a qualitative measurement. If the symptom occurs outside a hospital, a substantial time delay can cause poor outcomes for acute stroke patients [3-5]. In addition, the objective and accurate neurological assessments are not possible by mere visual examination because the examiner cannot easily trace the movement using the conventional neurological examination when there are subtle weaknesses. Therefore, systems need to automatically detect motor deficits using sensor data in real time.

However, operating such systems in a real environment requires a significant effort in integrating new systems into an emergency protocol. This is because interruptions caused by the attachment of sensors on patients’ bodies and the initiation of the recording process can affect the streamlined structure of emergency protocols. However, evaluation methods are still required to identify stroke patients, as they can be instantly used in the communication among patients or caregivers, emergency call centers, and hospitals. In addition to a sensor-based measurement tool that was demonstrated useful in detecting subtle motor weakness in our previous study [6], the grading of stroke severity can be informed remotely and used in the emergency medical service (EMS) and hospital system.

In the field and in clinical environments, various grading methods exist for identifying ischemic stroke patients with motor weakness [7-10]. The National Institutes of Health Stroke Scale (NIHSS) score [11,12] and Medical Research Council (MRC) score [13,14] have been used as typical assessment indicators for stroke in the clinical environment. The rapid arterial occlusion evaluation scale, the Cincinnati stroke triage assessment tool, and the prehospital acute stroke severity scale are grading methods in the field environment. In this study, we implemented auto-NIHSS and auto-MRC systems to grade the NIHSS and modified MRC scores to assess patients in the clinical environment. We used subdivided MRC scores (10-grade MRC) instead of a 6-grade MRC to define subtle differences, as shown in Table 1.
Table 1. NIHSS and MRC grades for muscle power assessment.

<table>
<thead>
<tr>
<th>Scale and grade</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>NIHSS</strong></td>
</tr>
<tr>
<td>0</td>
<td>No drift; limb holds 90° (or 45°) angle for full 10 seconds</td>
</tr>
<tr>
<td>1</td>
<td>Drift; limb holds 90° (or 45°) angle, but drifts down before full 10 seconds; does not hit bed or other support</td>
</tr>
<tr>
<td>2</td>
<td>Some effort against gravity; limb cannot reach or maintain (if cued) 90° (or 45°) angle; drifts down to bed, but has some effort against gravity</td>
</tr>
<tr>
<td>3</td>
<td>No effort against gravity; limb falls</td>
</tr>
<tr>
<td>4</td>
<td>No movement</td>
</tr>
<tr>
<td></td>
<td><strong>MRC</strong></td>
</tr>
<tr>
<td>0 (0)</td>
<td>No movement</td>
</tr>
<tr>
<td>1 (1)</td>
<td>A flicker of movement is observed or felt in the muscle</td>
</tr>
<tr>
<td>2 (1+)</td>
<td>Muscle moves the joint when gravity is eliminated</td>
</tr>
<tr>
<td>3 (2)</td>
<td>Muscle moves the joint against gravity, but not through full mechanical range of motion</td>
</tr>
<tr>
<td>4 (2+)</td>
<td>Muscle cannot hold the joint against resistance, but moves the joint fully against gravity</td>
</tr>
<tr>
<td>5 (3)</td>
<td>Muscle moves the joint fully against gravity and is capable of transient resistance, but collapses abruptly</td>
</tr>
<tr>
<td>6 (3+)</td>
<td>Same as grade 4 (on 6-point scale) but muscle holds the joint only against minimal resistance</td>
</tr>
<tr>
<td>7 (4)</td>
<td>Muscle holds the joint against a combination of gravity and moderate resistance</td>
</tr>
<tr>
<td>8 (4+)</td>
<td>Same as grade 4 (on 6-point scale) but muscle holds the joint against moderate to maximal resistance</td>
</tr>
<tr>
<td>9 (5)</td>
<td>Normal strength</td>
</tr>
</tbody>
</table>

*NIHSS: National Institutes of Health Stroke Scale.*  
*MRC: Medical Research Council.*

### Methods

#### Participants and Data

A total of 17 participants were recruited; 15 participants (10 male and 5 female participants) were finally enrolled and completed 4-limb drift test trials. To estimate the scores of patients with severity, we performed the assessment shortly after admission to a stroke unit. The ages of the participants ranged from 44 to 92 years, with a mean of 68.6 years (SD 16.11). Exclusion criteria were patients (1) who had a substantial weakness that prevented arm or leg raising against gravity, (2) who were not able to sit and who had bilateral arm weakness or preexisting chronic arm weakness, and (3) who had aphasia, neglect, peripheral neuropathy, myopathy, or joint deformity. This study was approved by the Severance Hospital Institutional Review Board, and informed consent was obtained from all participants.

*Figure 1* shows patient enrollment and data preparation for auto-NIHSS and auto-MRC grading. Description of data composition for training, validation and testing is detailed in the section on system design.
System Design

The entire process of the system is shown in Figure 2. The system is composed of 2 parts, the measurement and the grading units. The measurement unit sets up sensors and Bluetooth connection with the primary information of patients. We measured the upper left and upper right limb movements using sensors on both wrists of patients, who were asked to stretch and hold their arms for 20 seconds, as shown in Figure 3. For the lower left and lower right limb drift tests, patients were asked to lift and stretch their left or right leg for 20 seconds.

Figure 1. Patient enrollment and data set for automatic grading system. MRC: Medical Research Council; NIHSS: National Institutes of Health Stroke Scale; SMOTE: synthetic minority oversampling technique.

Figure 2. Automatic grading process. MRC: Medical Research Council; NIHSS: National Institutes of Health Stroke Scale.

Figure 3. Schematic of upper and lower limb sensors and corresponding segment axes.
The pseudo-code of the measurement unit is shown in Multimedia Appendix 1. For each time frame $i$, the rotational transformation from the limb into the reference frame $xyz$ is denoted as $\mathbf{R}_i$. The corresponding rotation matrices $\mathbf{R}$ for each angle are defined using the $a_i$ of the accelerometer signals for the $i$th frame. Subsequently, the degree of drift, $\theta_{\text{drift}}$, is calculated and used in key features of machine learning classification.

After collecting the series of 4-limb movements during the test time, the grading unit analyzes the kinematic features. Subsequently, the machine learning algorithm is trained to estimate the NIHSS and MRC scores of each limb. Algorithm 2 (in Multimedia Appendix 2) shows the process of feature extraction, data generation, and model training for the optimized classification of auto-NIHSS and auto-MRC.

In the feature extraction process, features as predictors of limb paralysis were extracted using a series of measured data. In this study, the duration of the drift test ($t_{\text{test}}$) was set to 20 seconds; however, analysis started 10 seconds after the examination started ($t_{\text{start}}$) to exclude the initial dip. The average, maximum, and oscillation of drift caused by paralysis for each limb and demographic features were fed to train the machine learning algorithms.

In the data generation process, we adopted the synthetic minority oversampling technique (SMOTE) [15], leveraging the K-nearest neighbor (K-NN), to solve the imbalanced problem that is typical in machine learning studies in medicine [16-18]. The SMOTE with K-NN generated $n_g$ samples for each grade. Therefore, $n_c$ records were used to construct a grading model with $c$ classes. In this study, $n_g$ was set to 120 for auto-NIHSS ($c=2$) and 80 for auto-MRC ($c=3$) to compose the training data with 240 ($t_{\text{train}}$) instances. Apart from the training data, the original data set with 60 records remained for the test data, as shown in Figure 1.

In the training process, 5-fold cross-validation was applied to reduce overfitting and generalize the model [19]. In the optimization process, the fitted support vector machine (SVM), as well as ensemble models among various SVM kernels and boosting algorithms with tuned hyperparameters, were searched via Bayes optimization in 30 trials for each model [20]. The grading models were implemented and evaluated in MATLAB R2020a (MathWorks Inc) [21].

**Results**

**Sensor Data Characteristics**

The system measured the drift of 4 limbs and extracted the kinematic features, as shown in Multimedia Appendix 3. The characteristics of the patients and test data are summarized in Table 2. The grade distribution of clinical scores was not regularized between limbs, as shown in Figure 4. For example, the upper left MRC group had 10 patients graded as MRC 9, 2 patients graded as MRC 8, and 3 patients graded as MRC 7. Among 13 MRC 8 instances, 7 were evaluated as NIHSS 1, whereas 6 were evaluated NIHSS 0. We constructed auto-MRC, which discriminated instances of grades with a data ratio of 13:13:34, whereas auto-NIHSS performed binary classification with a data ratio of 40:20.

**Figure 4.** Grade distribution of NIHSS and MRC. MRC: Medical Research Council; NIHSS: National Institutes of Health Stroke Scale.
Table 2. Summary of patients and test data.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Measurement</th>
<th>NIHSS&lt;sup&gt;a&lt;/sup&gt; grade (MRC&lt;sup&gt;b&lt;/sup&gt; grade)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ULL&lt;sup&gt;c&lt;/sup&gt;</td>
<td>URL&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Max&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>Lt&lt;sup&gt;i&lt;/sup&gt; internal capsule infarction</td>
<td>0.82</td>
<td>2.7</td>
</tr>
<tr>
<td>Lt MCA&lt;sup&gt;j&lt;/sup&gt; infarction</td>
<td>–9.33</td>
<td>–12</td>
</tr>
<tr>
<td>Lt MCA infarction</td>
<td>0.86</td>
<td>0</td>
</tr>
<tr>
<td>Lt MCA infarction</td>
<td>3.16</td>
<td>4.2</td>
</tr>
<tr>
<td>Lt MCA infarction</td>
<td>1.92</td>
<td>3.6</td>
</tr>
<tr>
<td>Lt pontine infarction</td>
<td>–0.67</td>
<td>0.6</td>
</tr>
<tr>
<td>Lt thalamic infarction</td>
<td>2.05</td>
<td>3.5</td>
</tr>
<tr>
<td>Pontine ICH&lt;sup&gt;k&lt;/sup&gt;</td>
<td>–1.57</td>
<td>1.5</td>
</tr>
<tr>
<td>Rt&lt;sup&gt;l&lt;/sup&gt; MCA infarction</td>
<td>–9.96</td>
<td>–7.5</td>
</tr>
<tr>
<td>Lt internal capsule infarction</td>
<td>–6</td>
<td>–7.9</td>
</tr>
<tr>
<td>Myelitis (no weakness)</td>
<td>1.3</td>
<td>2.9</td>
</tr>
<tr>
<td>Rt MCA infarction</td>
<td>–4.97</td>
<td>–6.4</td>
</tr>
<tr>
<td>Myasthenia gravis</td>
<td>–0.64</td>
<td>1.3</td>
</tr>
<tr>
<td>Lt pontine infarction</td>
<td>15.5</td>
<td>5.4</td>
</tr>
<tr>
<td>Pontine hemorrhage</td>
<td>–0.83</td>
<td>1.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>NIHSS: National Institutes of Health Stroke Scale.
<sup>b</sup>MRC: Medical Research Council.
<sup>c</sup>ULL: upper left limb.
<sup>d</sup>URL: upper right limb.
<sup>e</sup>LLL: lower left limb.
<sup>f</sup>LRL: lower right limb.
<sup>g</sup>Max: maximum.
<sup>h</sup>Osc: oscillation.
<sup>i</sup>Lt: left.
<sup>j</sup>MCA: middle cerebral artery.
<sup>k</sup>ICH: intracerebral hemorrhage.
<sup>l</sup>Rt: right.
Evaluation Outcomes

We evaluated the performance of the system in terms of the accuracy, sensitivity, specificity, precision, F1 score, and area under the receiver operating characteristics curve (AUC) with a confusion matrix.

The statistical plots in Figure 5 show the patterns of the average, maximum, and oscillation of the 4-limb features of each NIHSS grade. Auto-NIHSS discriminated those features, as shown in the confusion matrices in Figure 6. The result shows that the proposed autonomous grading achieved an accuracy of at least 80% and that the overall accuracy was 81.7%, as shown in the summary of performance in Table 3. The AUC of auto-NIHSS reached 0.912, as depicted in the receiver operating characteristics curves in Figure 6. The sensitivity of the NIHSS grading reached 0.825 with the SVM and 0.875 with the ensemble. The specificity was 0.750 for both models.

Auto-MRC discriminates instances into 3 MRC grades, and the statistical plots of movement features are depicted in Figure 7. The mean AUC was 0.870 for the SVM and 0.877 for the ensemble, as shown in Figure 8. Table 4 shows the summarized performance of auto-MRC: the average accuracy, sensitivity, and specificity for the MRC grading were 0.775, 0.717, and 0.876, respectively.

Figure 5. Statistical plots of 4-limb features of NIHSS grades. NIHSS: National Institutes of Health Stroke Scale.
Figure 6. Confusion matrix and receiver operating characteristic of auto-NIHSS grading using (A) support vector machine and (B) ensemble learning. AUC: area under the receiver operating characteristics curve; NIHSS: National Institutes of Health Stroke Scale.

Figure 7. Statistical plots of 4-limb features of MRC grades. MRC: Medical Research Council.
Figure 8. Confusion matrix and receiver operating characteristic of auto-MRC grading using (A) support vector machine and (B) ensemble learning. AUC: area under the receiver operating characteristics curve; MRC: Medical Research Council.

Table 3. Performance of auto-NIHSS grading.

<table>
<thead>
<tr>
<th>Auto-NIHSS grading</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.800</td>
<td>0.825</td>
<td>0.750</td>
<td>0.868</td>
<td>0.846</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.833</td>
<td>0.875</td>
<td>0.750</td>
<td>0.875</td>
<td>0.875</td>
</tr>
</tbody>
</table>

aNIHSS: National Institutes of Health Stroke Scale.  
bSVM: support vector machine.

Table 4. Performance of auto-MRC grading.

<table>
<thead>
<tr>
<th>Auto-MRC grading</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.767</td>
<td>0.736</td>
<td>0.878</td>
<td>0.719</td>
<td>0.726</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.783</td>
<td>0.698</td>
<td>0.873</td>
<td>0.735</td>
<td>0.713</td>
</tr>
</tbody>
</table>

aMRC: Medical Research Council.  
bSVM: support vector machine.

Discussion

Importance of Objective and Fast Assessment of Stroke Severity

The notion “time is brain” is valid in treating stroke patients. Intravenous tissue plasminogen activator (IV tPA) within 4.5 hours of stroke onset is the only therapy for acute ischemic stroke [22]. Subsequently, endovascular thrombectomy (EVT) has been a standard of care for patients with acute ischemic stroke caused by large artery occlusion within 6 to 24 hours of onset, based on successful large randomized clinical trials [23]. Reperfusion therapy, including IV tPA and EVT, for acute ischemic stroke is time sensitive (ie, an earlier treatment yields a better outcome). As the onset-to-intervention time is composed of prehospital and in-hospital phases, patients who arrive early have more chances of appropriate treatment [24-27]. Delays in hospital admission and the preparation before treatment affect the prognosis of patients [28]. In Goyal et al [24], the authors reported that the most significant issue was getting the correct patient to the correct hospital quickly. In Sukumaran et al [27], strategies for stroke patient workflow optimization were suggested by analyzing and solving prehospital and preprocedural bottlenecks. The interhospital transfer is directly associated with delays in onset to reperfusion time, which results in the poor outcome of stroke patients; therefore, the timely triage of patients is a significant bottleneck [27].

The importance of accurate and objective assessments of stroke severity in telemedicine and telestroke strategies has been discussed in numerous studies [29]. In particular, the timing constraint in performing reperfusion therapy, which has been shown to significantly reduce mortality, invokes the
development of efficient systems and protocols in prehospital care or emergency medical systems. Researchers have addressed the fact that the rapid and accurate evaluation of stroke severity can aid in identifying patients for treatments and accelerate an urgent streamlined process. In the study by Andsberg et al. [30], a prehospital ambulance stroke test was performed to score the severity of stroke through commands, answers, and observations. The remote assessment of stroke using smartphones was proposed and compared with bedside examination in calculating the NIHSS score [31]. However, most assessments in those systems used conservative observation or campaigns that were subjective and unreliable between testers. Modern communication, sensor technology, and machine learning can solve this problem through accurate measurements and the fast determination of assessment in a prehospital or remote environment [29,32,33]. A previous study evaluated arm function in activities using kinematic exposure variation analysis and inertial sensors [34]. A mobile-based walk test was developed to report patients’ walking ability [35], and upper limb impairments in stroke patients were measured using inertial sensors in the home environment [33]. Such sensor-based testing enables objective evaluation regardless of the testers or place.

Utility of Consistent Grading Method as an Agreement Between Prehospital and Hospital Environment

The necessity of a controlled test is revealed in the results of previous studies for monitoring daily living. Motor recovery was monitored using accelerometers, and the NIHSS motor index was estimated in the study by Gubbi et al [36]. However, the movement in daily living limited the accuracy of estimation to 56% for the low index. Activity monitoring in most sensor-based studies involved trials that were not approved by clinical protocols. Those systems limited extensibility as a standard of remote monitoring systems, although they were efficient in tracking the progress or the treatment outcome.

In addition to rapid and accurate measurements, we aimed to increase the utility of the assessment system in the prehospital and hospital environments. At every phase of the prehospital process, consistent methods to conduct assessments can reduce errors and delays in communication among the participants of a community’s emergency group. Therefore, automatic scoring can facilitate agreement in assessments among patients, caregivers, paramedics, and medical staff. With regard to bottleneck analysis in acute stroke treatment, the rapid identification of neurological deficits and assessment of motor grading will aid EMS personnel in transporting patients to a comprehensive stroke center because hospitals may be limited in terms of stroke unit availability and resources. In Berglund et al. [26], the importance of stroke identification without meeting the patient or without neurological examination was asserted; the time to treatment can be decreased with the high-priority dispatch of ambulances through early identification of stroke from emergency calls. In the hyper acute stroke alarm study [25], researchers observed that higher prehospital priority levels of stroke improved thrombolysis frequency and time to stroke unit. The stroke identification by EMS dispatchers during emergency calls varied between 31% and 57%, as identifying stroke can be a challenge without examination [26].

Therefore, we developed an automatic grading system, leveraging multiclassification of machine learning using typically performed tests and grading in clinics. Our proposed solution uses controlled observations of drift tests in clinics and can estimate the assessment by neurologists. Therefore, the scores by the automatic grading system can be instantly used for communication in an objective manner.

Data and Techniques for Clinical Scoring by Machine Learning

A considerable number of studies have used artificial intelligence, including machine learning, to estimate clinical scores and assess patients or provide warnings regarding adverse events [37-40]. In those studies, a series of various techniques were used according to the scale of scores, the capacity of collected data, and the skewness of data. Following the significant development of enhanced algorithms, data with significant meaning have gained importance. However, as addressed in Li et al. [41], real-world data have a long-tail pattern with a significant imbalance in quality and quantity. Many algorithms have used public big data to develop new algorithms and build models; however, real-world applications have completely different data quality and quantity and cannot directly apply those models. This situation is particularly severe in medicine, as discussed in Hulsen et al. [42]. The availability of qualified data differs by disease, severity of disease in patients, and difficulty of collection [43]. Big data from electronic medical records that are already facilitated in hospital information systems can be used in comparatively easy tasks for medical artificial intelligence. The recent success of medical artificial intelligence requires significant effort and cost in collecting and labeling data [44,45]. In addition, machine learning for sporadic events in emergencies or patients with rare diseases is affected by data deficiency. This is because interventions for collecting data can affect the prognosis of treatment due to the possible delay in the rapid streamlining of treatment processes. Previous feasibility studies have stated that the difficulty in real-time capturing of acute neurological disorders was the main limitation in the research [33,46].

The learning models with imbalanced data were affected by low precision or recall in the validation and test phases, although they achieved high accuracy for a large number of data in the majority groups [47]. Recently, techniques to solve this data skewness, including data augmentation, transfer learning, and deep imbalanced learning, were emphasized [48-51]. Studies on deep learning that extract filtered features derived from raw data have attempted to solve the problem by knowledge transfer from pretrained models [52,53] or with data augmentation [54,55]. Machine learning with records can cope with the imbalance problem through sampling, cost-sensitive learning, boosting algorithms, and skew-related performance metrics [47,56]. We used the SMOTE to balance between classes in the training phase and applied techniques, including RUSBoost, in optimized ensemble machine learning. To compare different models according to their precision on each class, the F measure is typically used as a performance metric [57]; additionally, we validated the performance of the proposed solution using the AUC and F1 scores. Consequently, the performances of auto-NIHSS and auto-MRC indicated the acceptable AUC.
sensitivity, specificity, and F1 score as real-world applications with data skewness.

**Conclusion**

Accurate monitoring and grading of motor weakness are critical for the appropriate assessment of stroke severity, particularly for reliable and consistent evaluations. We developed an automatic grading system to assess proximal motor weakness using the kinematic features of unintended drift of 4 limbs. We trained optimized machine learning models and obtained promising results in scoring NIHSS and MRC. The objective scoring of neurological deficits can be used to identify stroke patients, dispatch patients to the appropriate medical center, and expedite treatment preparation.
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**Multimedia Appendix 1**

Algorithm of measurement unit for automatic grading.
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**Multimedia Appendix 2**

Algorithm of the grading unit for extracting features and training machine learning algorithms. MRC: Medical Research Council; NIHSS: National Institutes of Health Stroke Scale; SMOTE: synthetic minority oversampling technique.
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**Multimedia Appendix 3**

Sample measurement of unintended drift of limbs.
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Abstract

Background: Incorporating cognitive testing into routine clinical practice is a challenge in multiple sclerosis (MS), given the wide spectrum of both cognitive and physical impairments people can have and the time that testing requires. Shortened paper and verbal assessments predominate but still are not used routinely. Computer-based tests are becoming more widespread; however, changes in how a paper test is implemented can impact what exactly is being assessed in an individual. The Symbol Digit Modalities Test (SDMT) is one validated test that forms part of the cognitive batteries used in MS and has some computer-based versions. We developed a tablet-based SDMT variant that has the potential to be ultimately deployed to patients’ own devices.

Objective: This paper aims to develop, validate, and deploy a computer-based SDMT variant, the Cognition Reaction (CoRe) test, that can reliably replicate the characteristics of the paper-based SDMT.

Methods: We carried out analysis using Pearson and intraclass correlations, as well as a Bland-Altman comparison, to examine consistency between the SDMT and CoRe tests and for test-retest reliability. The SDMT and CoRe tests were evaluated for sensitivity to disability levels and age. A novel metric in CoRe was found: question answering velocity could be calculated. This was evaluated in relation to disability levels and age for people with MS and compared with a group of healthy control volunteers.

Results: SDMT and CoRe test scores were highly correlated and consistent with 1-month retest values. Lower scores were seen in patients with higher age and some effect was seen with increasing disability. There was no learning effect evident. Question answering velocity demonstrated a small increase in speed over the 90-second duration of the test in people with MS and healthy controls.

Conclusions: This study validates a computer-based alternative to the SDMT that can be used in clinics and beyond. It enables accurate recording of elements of cognition relevant in MS but offers additional metrics that may offer further value to clinicians and people with MS.

(J Med Internet Res 2020;22(9):e18234) doi:10.2196/18234
Introduction

Background

Multiple sclerosis (MS) is an inflammatory demyelinating and degenerative disease of the central nervous system and the most common nontraumatic cause of disability in young adults worldwide [1]. The dominant phenotype is characterized by relapses (attacks) and remissions, known as relapsing-remitting MS (RRMS). In the majority of those affected with RRMS, the condition evolves, within 10 to 15 years, into secondary progressive MS (SPMS). About 15% of people with MS develop primary progressive MS (PPMS), characterized by progressive neurological dysfunction from onset [2].

Motor impairment forms the most overt impact of MS but cognitive impairment affects up to 40% of people with MS, rising to 80% in those with the progressive forms of the disease [3]. It has substantial impact on disability and can, when present in isolation, limit employment prospects [4]. However, in the early stages of MS, formal cognitive testing can show minimal changes in a wide variety of domains [5]. Later, as the disease advances, the picture becomes more coherent, with impairments in speed of information processing, attention, episodic memory, and executive function dominating. These impact independence and mood and can lead to social isolation [6].

Cognitive testing itself can be demanding on patients, causing difficulties for those with attentional disorders, fatigue, and physical limitations [7]. The time and attention required in a busy clinic environment makes test delivery in a routine context a challenge for both patient and assessors. To this end, in MS, a number of simplified tests of cognition have been developed for clinical use. These include the Brief International Cognitive Assessment for MS [8], the Brief Repeatable Battery of Neuropsychological Tests [9], and the Minimal Assessment of Cognitive Function in Multiple Sclerosis [10]. In most cases, these tests are still largely paper- or apparatus-based exercises completed in front of an assessor and take the form of a battery of tests that incorporate multiple testing methodologies.

One common element of the MS testing batteries is the Symbol Digit Modalities Test (SDMT) [11]. It assesses organic cerebral dysfunction and has a proven history as an effective outcome measure in a number of MS trials [10,11] and in other conditions [12]. The SDMT consists of matching symbols against digits within 90 seconds, the result being the total number of correct answers. Participants are given a practice number of attempts and then perform the timed assessment. The implementation of the test typically takes 5 minutes, including instruction and demonstration. The responses can be written or spoken out loud and recorded by the assessor [13].

A number of electronic variants of the SDMT have been developed [14,15], but as yet, they are not used routinely to assess cognitive impairment [16]. Their implementation varies from the original paper test, but the impact of these slight variations is as yet unclear, as impairment in individuals with MS can vary widely with different elements, such as fatigue, which can slow reactions, and physical issues such as ataxia or weakness, which can introduce further variability if a screen or keyboard needs to be manipulated. This is a further challenge if a test is to be administered without an assessor present. However, the computer-based approaches have the potential to offer additional information over the paper-based or oral approaches, as additional metrics can be quantified and these may enhance the information available from the test.

The United Kingdom Multiple Sclerosis Register (UKMSR) was established in 2011 as a means of capturing real-world evidence of living with MS in the United Kingdom. There are comprehensive data on 11,387 people with MS registered on the UKMSR via the internet and more than 13,000 consented clinically via a network of National Health Service (NHS) centers [17]. An online portal facilitates collection of longitudinal patient-reported outcomes (PROs) and real-world evidence of living with MS, but none of the instruments currently capture cognitive function. Given the need to understand in more depth the performance characteristics of electronic testing and the key role of cognitive impairment in MS, we developed an electronic variant of the SDMT that could be implemented rapidly and routinely at clinical centers to address this need. Ultimately, as an electronic register, if this type of testing is validated, then it could be also carried out in the patient’s home, which would also help patients who are unable to physically attend clinics.

Objectives

This paper aims to develop, validate, and deploy a computer-based SDMT variant, the Cognition Reaction (CoRe) test, that can reliably replicate the characteristics of the paper-based SDMT and assess its utility for deployment as a meaningful measure to assess cognition in an MS population.

Methods

Population

All participants gave informed consent, and the study has ethical approval from South West Central Bristol Ethics Committee (16/SW/0194). Participants were recruited from Morriston Hospital, Swansea Bay University Health Board and Charing Cross Hospital, Imperial College Healthcare NHS Trust. The people with MS that took part in the study were recruited at either progressive MS teaching days or as part of their routine visits to their respective hospitals. Demographic data and an Expanded Disability Status Score (EDSS) [18] were recorded at the time of testing. Healthy volunteers were recruited from Swansea University Medical School and Imperial College London to provide a control group of test scores with anonymized demographic data. Healthy volunteers were recruited from among the staff at the two clinical sites and included a mix of staff and PhD students from Swansea University. None of the healthy controls had MS and no one approached refused. All participants had completed at least full
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formal secondary education. There were no declared visual problems in the population.

**CoRe Test App**

The Cognition Reaction (CoRe) test was inspired by the SDMT; however, there are some key differences. The CoRe test presents 9 different symbols displayed at the top of the screen, with corresponding numbers, 1 through 9, underneath. The symbols are randomized every time the app is launched, and the center of the screen displays 2 symbols, the one to be identified now and the next one. At the bottom of the screen, there are a number of buttons labelled 1 through 9 that participants tap to match the central symbol on the screen. Data recorded include the number of symbols accurately tapped, as for the SDMT, but in addition, CoRe automatically registers the time between responses and the number of incorrect responses. Further details of the app are presented in Multimedia Appendix 1 [19,20]. The app is entirely self-contained, with no requirement for internet access. The CoRe test app can be seen in Figure 1.

**Figure 1.** Cognitive Reaction test app shown running in portrait and landscape modes.

**App Testing**

For the MS population, participants first completed the paper SDMT using the traditional written method, requiring the paper test, a pen, and a stopwatch. Following this, participants were handed an iPad and given an introduction by a researcher from the UKMSR team, merely demonstrating the 2 orientations that the device could be placed in. The orientation that participants chose was not recorded as part of this assessment. They were then invited to follow the written directions on the app. They were first presented with a demonstration mode and encouraged to run through at least once. A score of 4, which was displayed on the screen, was required to progress to the main test. This could be repeated if desired. Once ready, participants hit “start” and were given 90 seconds to complete the test. A countdown timer was displayed on the screen of the iPad. Visual acuity was not formally assessed, and no participants claimed that they could not see the icons on the tablet screen. Test environments were controlled for noise and disturbance. Some participants were retested 1 month later in the same environment to determine the consistency of the results.

**Statistical Analysis**

Analysis was carried out using the Pandas library for Python (version 3.7.73) [21] and the R statistical language (version 3.6.0; R Foundation for Statistical Computing) [22]. Graphs and images were generated using Seaborn [23] and ggplot2 (version 3.0.0) [24]. Correlation was used to compare the validity of the paper and electronic versions of the tests and the test-retest reliability of the CoRe test. Pearson $r$ was calculated for test scores from the CoRe test and the SDMT, with mean difference evaluated using a 2-tailed paired samples $t$ test and differences in variances compared using a Pitman-Morgan test for paired samples. Intraclass correlation was also performed on the first and second CoRe and SDMT test results. A Bland-Altman analysis was used as an additional measure of equivalency. The sensitivity of the CoRe and SDMT scores to disability levels and age were measured using analysis of variance (ANOVA) statistics, with post hoc Tukey tests used to determine any significant differences between groups.

To utilize the additional data generated by the CoRe test, the question answering velocity (QAV) was quantified as a measure of cognitive function. This was defined as the total number of correct answers given at a time divided by total current time elapsed in the test (correct answers/seconds). Multivariate linear regression was performed to determine if any relationship existed between the QAV and the time period of the questionnaire. The CoRe test lasts a total of 90 seconds, and responses were divided into thirds to study the rates of change over the first, second, and third sections of responses for each patient. For analysis, EDSS scores were divided into 3 categories: low (EDSS of 0-2.5), medium (EDSS of 3-5.5), and...
high (EDSS of 6-10), as was age, with categories of 18-34 years, 35-54 years, and >55 years.

## Results

### Demographics

A total of 102 people with MS were recruited to the study (Table 1), of whom 30 returned within 1 month for a repeat test. All patients were over 18 years of age and had no significant comorbidities that would exclude them from being able to complete the paper or CoRe tests. No participants were excluded from the study, and none reported a relapse of MS at any point in the testing. Mean age of the people with MS cohort tested was younger than the overall MS Register population, with a slightly lower proportion of patients with PPMS and SPMS (Table 1). A total of 45 anonymous healthy controls were tested during the development of the app; apart from not completing an initial paper SDMT, conditions were similar to the MS cohort. Both healthy controls and people with MS had completed at least 12 years of education.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total UKMSR(^a)</th>
<th>CoRe(^b) cohort (MS(^c))</th>
<th>CoRe cohort (healthy controls)</th>
<th>Cohort difference(^d), chi-square test (df)</th>
<th>Cohort difference(^d), t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total participants, n</td>
<td>11,387</td>
<td>102</td>
<td>45</td>
<td>N/A(^e)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8387 (73.7)</td>
<td>70 (68.6)</td>
<td>28 (62.2)</td>
<td>0.3 (1)</td>
<td>N/A</td>
<td>.57</td>
</tr>
<tr>
<td>Male</td>
<td>3000 (26.3)</td>
<td>32 (31.4)</td>
<td>17 (37.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS type, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRMS(^f)</td>
<td>5988 (52.6)</td>
<td>86 (83.2)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPMS(^g)</td>
<td>1492 (13.1)</td>
<td>5 (5.6)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPMS(^h)</td>
<td>2945 (25.9)</td>
<td>9 (9.3)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>962 (8.4)</td>
<td>2 (1.9)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.6 (11.8)</td>
<td>44.0 (11.0)</td>
<td>38.1 (11.9)</td>
<td>2.891 (145)</td>
<td>N/A</td>
<td>.004</td>
</tr>
<tr>
<td>Age at diagnosis (years), mean (SD)</td>
<td>39.2 (10.3)</td>
<td>34.6 (10.6)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>EDSS(^i), median (range)</td>
<td>6 (0-9.5)</td>
<td>3.5 (1-8)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)UKMSR: United Kingdom Multiple Sclerosis Register.  
\(^b\)CoRe: Cognitive Reaction.  
\(^c\)MS: multiple sclerosis.  
\(^d\)Difference between people with multiple sclerosis and healthy controls.  
\(^e\)N/A: not applicable.  
\(^f\)RRMS: relapsing-remitting multiple sclerosis.  
\(^g\)PPMS: primary progressive multiple sclerosis.  
\(^h\)SPMS: secondary progressive multiple sclerosis.  
\(^i\)EDSS: Expanded Disability Status Score.

### CoRe Test in People With MS and Control Group: Comparison of Total Correct Responses

The first set of CoRe test scores for people with MS were compared with those of the healthy control group. Mean test results for people with MS were 39.0 (SD 13.3), while mean scores for the healthy control group were 56.1 (SD 15.9). An unpaired \(t\) test found that people with MS had significantly lower scores (\(t_{145}=-6.769\); \(P<.001\)), with no significant difference in variance between the groups (\(F_{101.44}=0.701\); \(P=.15\)).

### CoRe Test and SDMT in People With MS: Comparison of Total Correct Responses

People with MS completed both the CoRe test and SDMT together on 2 occasions, 1 month apart. The first test response distributions for the CoRe test and SDMT were normally distributed (Shapiro-Wilk tests with \(P=.48\) and \(P=.61\), respectively) and were strongly correlated (Pearson \(r_{100}=0.800\); \(P<.001\)). First test participants scored a mean of 4.40 responses lower for the CoRe test compared with the SDMT, as seen in Table 2 (paired samples \(t_{101}=5.390\); \(P<.001\)), but there was no significant difference in the variance (Pitman-Morgan test: \(t_{100}=-0.879\); \(P=.38\)), with good agreement between tests (Figure 2). When the CoRe test and SDMT were repeated for a second time, the mean CoRe test score was not significantly lower than
the SDMT (1.4 responses difference; \( t_{29}=0.954; P=.35 \)). Again, there was a strong correlation between the second CoRe test and second SDMT (Pearson \( r_{28}=0.842; P<.001 \)). Table 2 shows the baseline and retest responses for those who completed it.

**Table 2.** Baseline and retest SDMT and CoRe test total responses at baseline and retest 1 month later.

<table>
<thead>
<tr>
<th>Test</th>
<th>Participants, n</th>
<th>Score, mean (SD), range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDMT(^a)</td>
<td>102</td>
<td>43.4 (12.6), 15-76</td>
</tr>
<tr>
<td>CoRe(^b) test</td>
<td>102</td>
<td>39.0 (13.3), 11-73</td>
</tr>
<tr>
<td><strong>Retest</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDMT</td>
<td>30</td>
<td>41.9 (14.6), 14-76</td>
</tr>
<tr>
<td>CoRe test</td>
<td>30</td>
<td>40.5 (13.9), 20-70</td>
</tr>
</tbody>
</table>

\(^a\)SDMT: Symbol Digit Modalities Test.

\(^b\)CoRe: Cognitive Reaction.

**Figure 2.** Bland-Altman comparison of first CoRe test with paper SDMT scores. CoRe: Cognitive Reaction; SDMT: Symbol Digit Modalities Test.

**CoRe Test and SDMT Test- Retest Reliability**

First and second CoRe test and SDMT scores were evaluated for test-retest reliability and scores at a 1-month interval. The CoRe tests were normally distributed and demonstrated consistency (Pearson correlation coefficient \( r=0.947; t_{28}=15.60; P<.001 \)). Differences in means were normal (Shapiro-Wilk test \( P=.81 \)) and not significantly different (\( t_{29}=-0.944; P=.35 \)), with equal variances (Pitman-Morgan \( t_{28}=1.784; P=.09 \)). The intraclass correlation coefficient between the first and second CoRe tests was found to be 0.942 (95% CI 0.882-0.972; \( F_{29,30}=33.2; P<.001 \)) (Figure 3).
Figure 3. Intraclass correlation coefficients between the first and retested CoRe tests. CoRe: Cognitive Reaction; ICC: intraclass correlation coefficient; MS: multiple sclerosis.

Test-retest correlations were observed in the same people completing the SDMT at a 1-month interval. Scores were normally distributed and consistent (Pearson correlation \( r = 0.936; t_{28} = 14.052; P < .001 \)) and differences in means were normal (Shapiro-Wilk test \( P = .44 \)) and not significantly different (\( t_{29} = -0.919; P = .37 \)), with equal variances (Pitman-Morgan \( t_{28} = -0.743; P = .46 \)). The intraclass correlation coefficient between the first and second SDMT tests was found to be 0.935 (95% CI 0.869-0.968; \( F_{29,30} = 29.6; P < .001 \)).

CoRe Test Total Correct Response Score Is Impacted by Age and Disability in MS, Whereas SDMT Is Only Affected by Disability

We examined the impact of age, gender, and EDSS on the total correct responses (Figure 4). An ANOVA for SDMT scores with respect to age and EDSS found no significant impact of age (aged 18-34 years: mean 48.1, SD 15.5; aged 35-54 years: mean 43.2, SD 11.8; and >55 years: mean 38.3, SD 9.0; \( F_{2} = 1.036; P = .36 \)), but significance for EDSS (low EDSS: mean 49.8, SD 12.9; medium EDSS: mean 41.4, SD 12.3; high EDSS: mean 38.6, SD 9.8; \( F_{2} = 8.574; P < .001 \)); post hoc Tukey tests showed higher scores in those in the lowest EDSS category compared with those in the highest EDSS category (\( P < .001 \)) and compared with the medium EDSS category (\( P = .01 \)). No significant difference was found between the low and medium EDSS categories.

In contrast, an ANOVA for CoRe test scores showed a significant difference in the total responses with age (aged 18-34 years: mean 48.6, SD 13.5; aged 35-54 years: mean 38.3, SD 11.6; and >55 years: mean 28.9, SD 9.8; \( F_{2} = 8.633; P < .001 \)) and EDSS (low EDSS: mean 47.4, SD 11.6; medium EDSS: mean 36.8, SD 12.7; high EDSS: mean 32.1, SD 10.7; \( F_{2} = 18.151; P < .001 \)). Post hoc Tukey tests showed those in the age group of 18 to 34 years had significantly higher scores than those in the 34 to 54 years (\( P = .01 \)) and 55+ years group (\( P = .001 \)), with no difference between the medium and high age groups. The lowest EDSS category was associated with higher CoRe test scores than both other groups (\( P < .001 \)), with no difference between the medium and high EDSS groups.

Gender was not found to be significant for either SDMT or CoRe test scores.
**Figure 4.** Mean SDMT and CoRe scores with age categories and EDSS scores. CoRe: Cognitive Reaction; EDSS: Expanded Disability Status Score; SDMT: Symbol Digit Modalities Test.

**Speed of Reaction (Question Answering Velocity) Derived From the CoRe Test Increases Throughout the Test and Correlates With Age, Gender, and Disability**

Due to the way data are acquired for the CoRe test, we were able to measure the speed of reaction to each question and calculate the QAV as correct answers over time elapsed (seconds) continuously throughout the assessment. There was a significant range of QAV over the time frame of the test in people with MS, as illustrated in Figure 5, which shows the two individuals with the lowest and highest scores in the CoRe test. Breaking down the total correct answers into 3 sections also allowed us to quantify the change in QAV over the course of the CoRe test. Multiple linear regression models with the variables age, gender, and EDSS in people with MS found that QAV increased in each third of the test in people with MS and healthy controls (Table 3).
Figure 5. A polynomial regression of QAV for those people with MS with the lowest and highest scores in the cohort. CoRe: Cognitive Reaction; EDSS: Expanded Disability Status Score; MS: multiple sclerosis; QAV: question answering velocity.

Table 3. Multivariate models in people with MS (R²=0.396; F₅₅₉₇₃=520.4; P<.001) and healthy controls (R²=0.323; F₄₂₅₂₁=300.1; P<.001) for QAV over the time frame of the Cognitive Reaction test, with additional covariates age and gender. EDSS scores are given for people with MS only.

<table>
<thead>
<tr>
<th>Variable</th>
<th>QAV of people with MS</th>
<th>QAV of healthy controls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β coefficient (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Second section compared to first</td>
<td>.045 (0.037 to 0.053)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Third section compared to first</td>
<td>.071 (0.063 to 0.080)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>−.005 (−.005 to −.006)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female gender</td>
<td>.049 (0.041 to 0.056)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EDSS</td>
<td>−.017 (−.015 to −.019)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aQAV: question answering velocity.
bMS: multiple sclerosis.
cEDSS: Expanded Disability Status Score.
dN/A: not applicable.

Both groups answered more quickly as the test progressed (the control group at an even faster rate than people with MS), with the second and third sections of their correct answers being completed in less time than the first. The gradient is similar in both populations (Figure 6). In both populations, increased age was associated with slowing of QAV by 0.007 to 0.008 questions per second for each year increase in age. For control participants, female gender was associated with a slowing of QAV by 0.034 questions per second, whereas in people with MS, female gender was associated with an increase in QAV of 0.049 questions per second. However, disability slowed QAV by 0.017 questions per second for every increase in EDSS by 1 point (Table 3).
We next directly compared the variables associated with CoRe test QAV and the CoRe test total response score. A regression using the variables age, gender, and EDSS score found that the CoRe test QAV was significantly impacted by all 3 factors, whereas the CoRe test score (total correct answers) found significant impacts only from EDSS and age (Table 4).

Table 4. Impact of age, gender, and EDSS on total response score ($R^2=0.383$; $F_{3,98}=20.3$; $P<.001$) in people with MS cohort.

<table>
<thead>
<tr>
<th>Variable</th>
<th>CoRe test score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$ coefficient (95% CI)</td>
<td></td>
</tr>
<tr>
<td>EDSS$^b$</td>
<td>-2.103 (-3.390 to -0.808)</td>
<td>.002</td>
</tr>
<tr>
<td>Age</td>
<td>-0.489 (-0.713 to -0.265)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female gender</td>
<td>4.413 (-0.155 to 8.981)</td>
<td>.06</td>
</tr>
</tbody>
</table>

$^a$CoRe: Cognitive Reaction.
$^b$EDSS: Expanded Disability Status Score.

**Discussion**

**Summary of Findings**

This study aims to validate an electronic variant of the SDMT, comparing the CoRe test with the established paper-based SDMT within an MS cohort in 2 independent UK centers, examining its overall reliability and suitability. In addition, we quantified an additional metric that can be extracted from the electronic implementation. The total response scores for the CoRe test were on average lower than the SDMT but showed good correlation with the paper test, though there are clear differences in responses across age groups. Having the understanding that the CoRe performs similarly across these deviations allows it to be compared with the paper-based test, though it is not a like-for-like match. However, the consistency of the test and its utility remain clear. The CoRe test showed consistent responses over time and demonstrated similar test-retest properties to the SDMT, as with other electronic implementations [14]. These findings suggest that the CoRe test is an appropriate alternative to measure of cognitive ability as assessed by the SDMT.

We confirmed that a reduction in correct responses for both the SDMT and CoRe test correlates with increasing disability, but in addition, a reduction in correct responses correlates with increasing age in people with MS. Using the advantages of an electronic implementation, we were able to measure the QAV and found that both people with MS and healthy controls...
increase their QAV throughout the test and also that in both groups, an increased QAV correlates with younger age and male gender. This implies these correlations are not associated with MS-specific cognitive decline. However, increased QAV is also associated with lower disability, only present in those with MS. In our testing, increasing age showed a reduction in correct responses over the test. This finding corresponds with other SDMT testing in populations [25], and there is evidence for older participants performing poorly over the duration of the test, with studies showing decreased reaction times (about 0.5 ms/year) [26] in simple reaction-style tests in older people. There is also the effect of older people’s familiarity with tablet computers [27] that could have some impact on this. This will be investigated in future testing.

There are a number of computer-based variants of the SDMT, one of the first being the computerized Symbol Digit Modalities Test (c-SDMT) [14], which showed excellent sensitivity in 119 people with MS versus 38 healthy controls, with people with MS performing significantly worse than the healthy controls. Use of the c-SDMT has not become widespread, most likely due to the technology platform that it was developed on and the stringent test description (Windows PC, 19-inch screen with participant at 15 inches from the screen), making deployment challenging. A more recent implementation of a computer-based SDMT is the processing speed test (PST) [15], which was also tested against a healthy control population and forms one element of the Floodlight assessment tool [28]. The PST showed similar results as we have demonstrated and has shown high reliability when reproduced within Floodlight on patients’ own devices. Small differences in implementation of the same paper-based test can impact what is being tested and need to be understood. The CoRe implementation requires the screen to be touched, which adds a visuospatial element to the assessment, and this will have an impact in some people with MS. It also presents 2 symbols in random order as opposed to a standard sheet of symbols; this change means that there is less likely to be a learning effect on retesting. A key issue with computer-based implementation is the impact of rapid hardware and software development, which results in a need to develop applications that can adapt to a changing environment. Another issue is the variety of devices, such as desktops, laptops, and smartphones, that are currently in use, especially if the test is to be performed without an assessor present. CoRe has been developed to run at multiple screen sizes and on different devices, with an interface—two symbols seen at a time—that is suited to a small screen. This will have to be tested separately.

Prior studies, and our results, show that data produced by electronic tests are consistent, repeatable, and have utility to clinicians, informing on a vital aspect of patient care [29]. The scores on both paper SDMT and the CoRe test fall with increasing disability. The CoRe test is more sensitive than the SDMT to age, with the SDMT being only affected in populations older than 55 years [27]. The electronic CoRe test allows greater analysis of this effect, demonstrating slower mean response times in higher ages and disability groups. There is some evidence that there may be a gender difference in cognitive tests [30], with males and females performing differently at various ages in different test types. Notably, this is seen with visual reaction times, and this would be consistent with the implementation of the test presented here. The fact that this extra variable of reaction time (QAV) can be measured as part of the CoRe test could have clinical or research utility in the future. Having additional quantifiable clinical measurement information via a simple-to-implement and rapid test could hopefully have some relevance to everyday clinical practice, research, and medication trials. Benedict et al [13] state that the current definition of “NEDA” (no evidence of disease activity) is predicated on largely physical outcome measures, but cognition is so fundamental to socialization, employment, and quality of life beyond pure health care that a prolonged measurement of cognitive aspects could add a compelling dimension to our understanding of disease activity.

Limitations
We identified some limitations with this study. First, there were few people with MS with progressive disease and advanced disability, and we did not have complete directly measured cognitive assessments. In addition, the population that took 1-month follow-up tests was limited, and we have only tested this on a single type of device here. The 1-month period chosen for retest represents the hospital visit pattern for some patients on a particular disease-modifying therapy. Differing retest periods should be tested in the future. Although testing was performed in the presence of a researcher, they had little or no input on the actual test itself—though this has been shown to not have effect on these types of tests [31]. We also did not consider the orientation of the device as having any effect. This could also be incorporated into future testing on other devices.

Given that the CoRe test is consistent and repeatable, we intend to test the app on other devices, including laptops and a variety of smartphones. This will facilitate completion of the test away from the clinic and will enable us to integrate the CoRe test into the range of PROs captured by the UKMSR. Additionally, this will allow us to carry out testing among participants with higher disability and more progressive disease at different intervals to ensure that the test maintains its reliability and repeatability. We recognize that the CoRe is not an exact replacement for SDMT. It is an entirely new test [32], but it is comparable and measurable compared with the SDMT.

Conclusion
The CoRe implementation of the SDMT test is reliable and correlates with the paper-based SDMT, while also offering the additional metric of patient reaction time (QAV). This will allow clinicians and researchers to capture important additional metrics in people with MS, and potentially in other diseases, quickly and reliably on existing tablet hardware.
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Abstract

Background: Most people who experience a potentially traumatic event (PTE) recover on their own. A small group of individuals develops psychological complaints, but this is often not detected in time or guidance to care is suboptimal. To identify these individuals and encourage them to seek help, a web-based self-help test called Mobile Insight in Risk, Resilience, and Online Referral (MIRROR) was developed. MIRROR takes an innovative approach since it integrates both negative and positive outcomes of PTEs and time since the event and provides direct feedback to the user.

Objective: The goal of this study was to assess MIRROR’s use, examine its psychometric properties (factor structure, internal consistency, and convergent and divergent validity), and evaluate how well it classifies respondents into different outcome categories compared with reference measures.

Methods: MIRROR was embedded in the website of Victim Support Netherlands so visitors could use it. We compared MIRROR’s outcomes to reference measures of PTSD symptoms (PTSD Checklist for DSM-5), depression, anxiety, stress (Depression Anxiety Stress Scale–21), psychological resilience (Resilience Evaluation Scale), and positive mental health (Mental Health Continuum Short Form).

Results: In 6 months, 1112 respondents completed MIRROR, of whom 663 also completed the reference measures. Results showed good internal consistency (interitem correlations range .24 to .55, corrected item-total correlations range .30 to .54, and Cronbach alpha coefficient range .62 to .68), and convergent and divergent validity (Pearson correlations range −.259 to .665). Exploratory and confirmatory factor analyses (EFA+CFA) yielded a 2-factor model with good model fit (CFA model fit indices: $\chi^2_{19} = 107.8$, $P<.001$, CFI=.965, TLI=.948, RMSEA=.065), conceptual meaning, and parsimony. MIRROR correctly classified respondents into different outcome categories compared with the reference measures.

Conclusions: MIRROR is a valid and reliable self-help test to identify negative (PTSD complaints) and positive outcomes (psychosocial functioning and resilience) of PTEs. MIRROR is an easily accessible online tool that can help people who have experienced a PTE to timely identify psychological complaints and find appropriate support, a tool that might be highly needed in times like the coronavirus pandemic.

(J Med Internet Res 2020;22(9):e19716) doi:10.2196/19716
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Introduction

Most people will experience at least one potentially traumatic event (PTE) in their lives [1-5]. The impact of PTEs is not the same for every individual. Research shows that most individuals are able to maintain a healthy level of functioning or resilience after experiencing a PTE and psychological complaints usually diminish over time without professional support [1,6-10]. However, a small but significant group of individuals develops psychological complaints such as posttraumatic stress disorder (PTSD) that require care [2].

Experiencing psychological complaints a few days to weeks after a PTE is often considered normal [11-13]. The National Institute for Health and Care Excellence (NICE) advises to consider active monitoring—also known as watchful waiting—following a PTE (ie, regular monitoring of people with some PTSD symptoms within 1 month of the event) [14]. The European Network for Traumatic Stress (TENTS) guideline for post-disaster psychosocial care advises against formal screening of everyone affected by a PTE but stresses the importance of identifying individuals in need of support. Once PTSD has been diagnosed, early treatment is advised [14-18]. It could be concluded, then, that support for people who have experienced a PTE is necessary, preferably early, and easily accessible.

Unfortunately, the small but significant group that develops persisting psychological complaints is often not detected in time or guidance to care is suboptimal [19,20]. Guidance to care can be hindered due to people not recognizing their symptoms or having self-stigma, which prevents them from seeking help [21-24]. In addition, health care facilities may lack the resources to be able to reach people who have experienced a PTE and identify the ones who need support [23,25]. Also, general practitioners may not recognize PTSD symptoms [26] or other psychological complaints [27].

In order to prevent the development and persistence of trauma-related complaints, timely and accurate identification is needed [23,28]. Short and easy-to-use screening instruments could enable individuals at risk of developing psychological complaints to self-identify and monitor possible symptoms after PTEs. Moreover, providing online or mobile self-help tests can aid in timely identification of symptoms in people who have experienced a PTE, providing more information regarding normal psychological responses and encouraging help seeking [29,30].

Multiple studies show that when one chooses to assist people who have experienced a PTE, it is important to support self-reliance and resilience [1,11,14]. Normalizing and validating emotional responses can promote the capacity to deal with these emotions [11]. Also, the extent to which individuals identify themselves as being resilient is considered to positively influence post-trauma outcomes [31,32]. Several self-report screening instruments are available to predict PTSD, such as the Trauma Screenliing Questionnaire, Impact of Event Scale–Revised or PTSD Checklist for the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (PCL-5) [33,34]. However, most instruments only screen for complaints and do not inquire about protective factors such as psychological resilience and psychosocial functioning [33,34]. In addition, most screening instruments do not consider the time period that has passed since the event. Such information is necessary to determine whether reported complaints can be appraised as normal given the stressful event just happened or whether referral to care is needed [14]. By not including time in classifying responses, screening can overlook or misappraise the different response trajectories that have been found after PTEs [9].

To incorporate above guideline advice and address the aforementioned concerns in the early support of people who have experienced a PTE, Mobile Insight in Risk, Resilience, and Online Referral (MIRROR) was developed. MIRROR takes an innovative approach since it integrates both negative and positive outcomes of PTEs and time since the event. This was realized by creating a new questionnaire based on existing measures on resilience, functioning, and PTSD, and by developing a new algorithm that takes into account multiple factors. In compliance with NICE, TENTS, and DSM-5 guidelines [14,15,35], MIRROR’s algorithm includes the following as main weight factors: severity of complaints, time passed since event, and level of psychosocial functioning.

MIRROR provides users with personal advice based on respondent answers with relevant follow-up support options such as a reminder for self-monitoring and contact information for consultation. Giving personal feedback to users is recommended to augment the use of mobile self-tests after PTEs [36]. Also, arranging active monitoring with follow-up within 1 month is advised [14]. Of relevance, no difference has been found between responses on a PTSD self-report administered via a mobile device versus paper administration [37]. MIRROR aims to contribute to the early identification of those likely to develop psychological complaints and encourage them to seek help. At the same time, MIRROR aims to support self-reliance by facilitating self-monitoring and self-recovery through follow-up support options.

While it is recognized that mobile apps have the potential to improve timely identification of complaints and delivery of mental health support after PTEs, there is very little research on their validity, reliability, and effectiveness [29,30,38,39]. Therefore, the aims of this study were to assess MIRROR’s use, examine MIRROR’s psychometric properties (factor structure, internal consistency, and convergent and divergent validity) and evaluate how well MIRROR classifies respondents into different outcome categories compared with reference measures.

Methods

Mobile Insight in Risk, Resilience, and Online Referral (MIRROR)

A multidisciplinary team of professionals in the fields of psychotrauma (clinicians, researchers, and policy officers) and victim and crisis support developed MIRROR. The items and algorithm were based on existing protocols—DSM-5 and the International Statistical Classification of Diseases and Related
A green outcome indicates few complaints and/or sufficient functioning, and the accompanying advice states no further action is needed. An orange outcome indicates complaints and moderate functioning in combination with a PTE that happened only recently (ie, less than 1 month). The accompanying advice is directed at normalizing complaints combined with promoting watchful waiting and encouraging setting a reminder to use MIRROR again in 2 weeks to assess if complaints have diminished. The red outcome indicates significant complaints (ie, low functioning or complaints with moderate to low functioning for a longer period or due to a reoccurring event) which have persisted for more than 1 month. Therefore, the advice aims to encourage the user to seek consultation with a general practitioner or to contact Victim Support Netherlands. MIRROR provides follow-up support options with its advice, such as the opportunity to get in touch with people who have had similar experiences, reading information about dealing with stress reactions, or setting a reminder to use MIRROR again in 2 weeks.

**Participants and Procedure**

MIRROR was available in the Dutch language and open for each visitor on the website of Victim Support Netherlands (Slachtoffershulp Nederland). The specifically targeted sample consisted of website visitors who were automatically led to MIRROR when searching for information regarding stress reactions following a PTE. MIRROR is a responsive website; respondents did not have to download it. MIRROR can be used on mobile and nonmobile devices. To evaluate the psychometric properties of MIRROR, we added a research survey with reference measures (see details in Measures) after the MIRROR questions. Data collection took place during a period of 6 months. We tested the usability and technical functionality of MIRROR and the research survey before making it available. Each item was presented on a new webpage.

Before starting MIRROR, respondents were invited to participate in the research survey. Participants were informed regarding the purpose of the study, duration time of the survey, and data storage. Participation was voluntary and completely anonymous. Respondents received no incentive for completing MIRROR or the research survey. They were asked for informed consent to use their data for research purposes, in accordance with the European General Data Protection Regulation. The Medical Ethical Committee of Amsterdam University Medical Center exempted this study from formal review (W18_364 #18.435).

Data collection took place between February and August 2019. Only original answers were saved in the database. That is, if respondents went back to change their answers once they already received their advice, changes were not saved. We followed data cleaning recommendations by Birnbaum [44] and Wood et al [45]. Data were discarded when respondents did not complete all survey items. In case of identical answers on all items of the different reference measures, other systematic answering patterns, or obvious unusual missing answers on certain measures, we reviewed individual results thoroughly and discarded the data in case of doubt.
Measures

Posttraumatic Stress Disorder Symptoms
To measure PTSD symptoms, we used the Dutch version of the PCL-5 [46,47]. The PCL-5 consists of 20 items and measures symptoms of intrusion (cluster B, 5 items), avoidance (cluster C, 2 items), negative alterations in cognitions and mood (cluster D, 7 items), and alterations in arousal and reactivity (cluster E, 6 items) in the past month. All items are answered on a 5-point scale, ranging from 0 (not at all) to 4 (extremely). The PCL-5 showed good psychometric properties in different languages [48-50]. The total score was calculated by adding all item scores. Scale scores per cluster were calculated by adding the scores of the corresponding items. Higher scores reflect more severe symptoms. Cronbach alphas in our sample ranged between .77 and .86 for the B, C, D, and E clusters. The DSM-5 rule to determine a provisional PTSD diagnosis was followed. This entails treating each item with a minimum score of 2 as a symptom endorsed and requiring at least one B symptom, one C symptom, two D symptoms, and two E symptoms [46].

Depression, Anxiety, and Stress
To assess other common psychological complaints after PTEs, we used the Dutch short version of the Depression Anxiety Stress Scale (DASS-21) measuring depression (7 items), anxiety (7 items), and stress (7 items) [51,52]. The DASS-21 is a valid and reliable measure [53,54]. Item scores were summed to calculate scale scores and the total score. Higher scores reflect more severe symptoms. In our sample, Cronbach alphas were .92, .86, and .86 for depression, anxiety, and stress scales, respectively. A 5-point response scale measures the extent to which each state has been experienced over the past week ranging from 0 (not at all) to 4 (most certainly). To determine cutoff values, DASS-21 scale scores were multiplied by two, in accordance with the scale’s manual [52]. The manual provides cutoff scores for a Dutch clinical sample. These discriminate the following categories: normal (depression <9, anxiety <7, stress <14), mild (depression 10-13, anxiety 8-9, stress 15-18), moderate (depression 14-20, anxiety 10-14, stress 19-25), severe (depression 21-27, anxiety 15-19, stress 26-33) and extremely severe (depression >28, anxiety >20, stress >34).

Psychological Resilience
We used the Resilience Evaluation Scale (RES) to assess psychological resilience [43]. The 9 items are rated on a 5-point scale ranging from 0 (strongly disagree) to 4 (strongly agree). We calculated the total score by adding all items. Higher scores reflect more psychological resilience. The RES is a valid and reliable measure [43]. In this sample, Cronbach alpha of the total scale was .88.

Positive Mental Health
We assessed positive mental health with the Dutch version of the Mental Health Continuum Short Form (MHC-SF) [55,56]. The MHC-SF measures emotional well-being (3 items), social well-being (5 items), and psychological well-being (6 items). Items were rated on a 6-point scale ranging from 0 (never) to 5 (every day). The MHC-SF is a valid and reliable instrument [56,57]. We calculated the total score by summing all item scores. Higher scores reflect more positive mental health. In this sample, Cronbach alpha of the total scale was .93.

Google Analytics
Google Analytics data were collected between March and August 2019 to examine MIRROR’s use. Due to technical problems, data from February 2019 were missing. The data provide information on the number of unique visits per page, type of device used, and number of visitors who have started MIRROR (defined as a unique page visit on MIRROR’s start page) and who have finished MIRROR (defined as unique page visit on MIRROR’s outcome and advice page). Google Analytics cannot determine to what extent the follow-up options were used, but it can detect how many respondents have visited the follow-up support option pages.

Statistical Analyses

Sample and Use
Since participation in the research survey was optional, this resulted in two 2 samples. The MIRROR-only sample consists of respondents who only completed MIRROR. The validation sample includes respondents who completed MIRROR and the accompanying survey with reference measures before receiving their advice. The total sample combines these two samples, consisting of all respondents. To examine if the validation sample was representative of the MIRROR user, we used independent-samples t tests in SPSS Statistics version 23 (IBM Corporation) to compare the MIRROR-only sample with the validation sample based on their MIRROR scores and event-related characteristics.

We used the total sample to evaluate MIRROR’s use and examine MIRROR’s factor structure and internal consistency because for these analyses only data from MIRROR were needed. We used the validation sample to examine MIRROR’s convergent and divergent validity and evaluate how well MIRROR classifies respondents into different outcome categories because for these analyses data from MIRROR as well as reference measures from the accompanied survey were needed.

Factor Structure
We used Mplus version 8 (Muthen & Muthen) to conduct exploratory factor analysis (EFA) using geomin rotation and confirmatory analysis (CFA). EFA assumes that any item may be associated with any factor. CFA specifies expected relationships between items and their underlying latent factors. Because items of MIRROR’s PTSD and resilience section were categorical, they were treated as ordinal and therefore the means and variance adjusted weighted least square (WLSMV) estimator was used. An underlying normal distribution was assumed for each ordinal item, where the 5 response categories were divided by 4 thresholds estimated from the data. MIRROR’s functioning item has 10 response categories and was treated as continuous. Because MIRROR’s factor structure was not tested before, several models with different numbers of latent factors were examined using EFA. To assess the model with the optimal number of latent factors needed to adequately account for the correlations among item scores, we used Kaiser criterion (ie,
PTSD diagnosis based on PCL-5 were used to classify respondents. To examine the distribution on depression, anxiety and stress symptoms, respondents were classified by comparing their scores to a Dutch clinical reference group. Respondents with normal and mild complaints compared with the reference group were classified into one group representing subclinical complaints. Respondents with average, severe, and very severe complaints compared with the reference group were classified into another group, representing clinical complaints. Since no reference groups were available with regard to the RES and MHC-SF, the sample was divided into tertiles (ie, 3 groups of equal size divided by the 33rd and 66th percentile) based on the total scores of the RES and MHC-SF. With regard to the RES, the first tertile (scores ≤17) was assumed to represent relatively low psychological resilience, the second tertile (scores from 18 to 24) relatively moderate psychological resilience, and the third tertile (scores ≥25) relatively high psychological resilience. With regard to the MHC-SF, the first (scores ≤23), second (scores from 24 to 47), and third tertile (scores ≥48) were assumed to represent relatively low, moderate, and high positive mental health, respectively.

Results

Sample and Use

MIRROR was completed 1314 times in the study period of 6 months. In total, 51.90% (682/1314) of respondents started the research survey. We deleted 51 respondents who indicated they used MIRROR on behalf of a family member, partner, friend, or colleague who experienced a PTE. We deleted 37 repeated measurements, completed by respondents who set a reminder. We excluded 95 respondents because they did not complete all research survey items. After thorough investigation of the answering patterns, we deleted 19 respondents because of unusual answering patterns. A total of 84.63% (1112/1314) of respondents were retained in the total sample, of whom 59.62% (663/1112) also completed all questionnaires of the accompanying research survey. Table 1 presents the MIRROR scores, outcomes, and event-related characteristics for the MIRROR-only and validation sample. We found no significant difference between the samples on MIRROR’s PTSD scale: \( t_{1110} = -0.401, P = .69 \); resilience scale: \( t_{1110} = 1.547, P = .12 \). We found a significant association between sample and MIRROR outcome: \( \chi^2_{2, n=1112} = 18.99, P < .001 \); the validation sample consisted of more respondents with the red MIRROR outcome than the MIRROR-only sample. The event-related characteristics for both samples were similar, see Table 1. Overall, the validation sample can be considered representative of all MIRROR users in this study period. In the validation sample, 74.2% (492/663) of respondents were female. Almost half (300/663, 45.3%) of respondents were aged between 21 and 40 years. Tables 2 and 3 present the frequency distributions for MIRROR’s response categories.
Table 1. Mobile Insight in Risk, Resilience and Online Referral (MIRROR) scores, outcomes, and event-related characteristics for the validation sample and MIRROR-only sample.

<table>
<thead>
<tr>
<th>MIRROR&lt;sup&gt;a&lt;/sup&gt; MIRROR scores, mean (SD)</th>
<th>Validation&lt;sup&gt;b&lt;/sup&gt; (n=663)</th>
<th>MIRROR&lt;sup&gt;b&lt;/sup&gt; only (n=449)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIRROR PTSD&lt;sup&gt;c&lt;/sup&gt; scale</td>
<td>14.88 (3.39)</td>
<td>14.80 (3.28)</td>
</tr>
<tr>
<td>MIRROR functioning</td>
<td>4.92 (1.96)</td>
<td>5.11 (1.94)</td>
</tr>
<tr>
<td>MIRROR resilience scale</td>
<td>10.08 (2.36)</td>
<td>10.91 (2.37)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MIRROR&lt;sup&gt;a&lt;/sup&gt; outcome&lt;sup&gt;b&lt;/sup&gt; b, n (%)</th>
<th>Validation&lt;sup&gt;b&lt;/sup&gt; (n=663)</th>
<th>MIRROR&lt;sup&gt;b&lt;/sup&gt; only (n=449)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>409 (61.7)</td>
<td>224 (49.9)</td>
</tr>
<tr>
<td>Orange</td>
<td>230 (34.7)</td>
<td>214 (47.7)</td>
</tr>
<tr>
<td>Green</td>
<td>24 (3.6)</td>
<td>11 (2.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of event (LEC-5&lt;sup&gt;d&lt;/sup&gt;), n (%)</th>
<th>Validation&lt;sup&gt;b&lt;/sup&gt; (n=663)</th>
<th>MIRROR&lt;sup&gt;b&lt;/sup&gt; only (n=449)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Another very stressful event or experience</td>
<td>216 (32.6)</td>
<td>150 (33.4)</td>
</tr>
<tr>
<td>Transportation accident</td>
<td>115 (17.4)</td>
<td>107 (23.8)</td>
</tr>
<tr>
<td>Physical assault</td>
<td>109 (16.5)</td>
<td>50 (11.1)</td>
</tr>
<tr>
<td>Sudden accidental death</td>
<td>38 (5.7)</td>
<td>20 (4.5)</td>
</tr>
<tr>
<td>Serious accident at work, home, or during recreation</td>
<td>33 (5.0)</td>
<td>28 (6.2)</td>
</tr>
<tr>
<td>Sexual assault</td>
<td>33 (5.0)</td>
<td>18 (4.0)</td>
</tr>
<tr>
<td>Assault with a weapon</td>
<td>30 (4.5)</td>
<td>25 (5.6)</td>
</tr>
<tr>
<td>Other unwanted or uncomfortable sexual experience</td>
<td>30 (4.5)</td>
<td>14 (3.1)</td>
</tr>
<tr>
<td>Sudden violent death</td>
<td>24 (3.6)</td>
<td>16 (3.6)</td>
</tr>
<tr>
<td>Severe human suffering</td>
<td>14 (2.1)</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Life-threatening illness or injury</td>
<td>10 (1.5)</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Fire or explosion</td>
<td>9 (1.4)</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Combat or exposure to a war zone</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Captivity</td>
<td>0 (0)</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Serious injury, harm, or death caused by you to someone else</td>
<td>0 (0)</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Natural disaster</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relation to the event, n (%)</th>
<th>Validation&lt;sup&gt;b&lt;/sup&gt; (n=663)</th>
<th>MIRROR&lt;sup&gt;b&lt;/sup&gt; only (n=449)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event happened to me</td>
<td>480 (72.5)</td>
<td>311 (69.3)</td>
</tr>
<tr>
<td>I witnessed the event</td>
<td>129 (19.5)</td>
<td>94 (20.9)</td>
</tr>
<tr>
<td>I learned about the event</td>
<td>42 (6.3)</td>
<td>35 (7.8)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;e&lt;/sup&gt;</td>
<td>11 (1.7)</td>
<td>9 (2.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Work-related, n (%)</th>
<th>Validation&lt;sup&gt;b&lt;/sup&gt; (n=663)</th>
<th>MIRROR&lt;sup&gt;b&lt;/sup&gt; only (n=449)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>586 (88.4)</td>
<td>379 (84.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>77 (11.6)</td>
<td>70 (15.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time since the event, n (%)</th>
<th>Validation&lt;sup&gt;b&lt;/sup&gt; (n=663)</th>
<th>MIRROR&lt;sup&gt;b&lt;/sup&gt; only (n=449)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 1 week</td>
<td>241 (36.3)</td>
<td>218 (48.6)</td>
</tr>
<tr>
<td>Over 4 weeks</td>
<td>214 (32.3)</td>
<td>113 (25.2)</td>
</tr>
<tr>
<td>Between 1 and 4 weeks</td>
<td>144 (21.7)</td>
<td>90 (20.0)</td>
</tr>
<tr>
<td>It happens repeatedly</td>
<td>64 (9.7)</td>
<td>28 (6.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MIRROR: Mobile Insight in Risk, Resilience, and Online Referral.
<sup>b</sup>Significant association between sample and MIRROR outcome, \(P<.001\).
PTSD: posttraumatic stress disorder.
LEC-5: Life Events Checklist for DSM-5.
If respondents could not select one of the event relations (happened to me, witnessed it, learned about it, work-related), they are asked to specify their relation to the event.

Table 2. Frequency distribution in percentages of Mobile Insight in Risk, Resilience and Online Referral (MIRROR) item response categories, items 1-4 and 6-8 (n=1112).

<table>
<thead>
<tr>
<th>Scale and item number</th>
<th>Never</th>
<th>Rarely</th>
<th>Sometimes</th>
<th>Often</th>
<th>All the time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTSD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.7</td>
<td>5.7</td>
<td>16.6</td>
<td>38.5</td>
<td>36.5</td>
</tr>
<tr>
<td>2</td>
<td>5.1</td>
<td>8.5</td>
<td>19.3</td>
<td>27.4</td>
<td>39.6</td>
</tr>
<tr>
<td>3</td>
<td>9.3</td>
<td>13.8</td>
<td>26.9</td>
<td>22.9</td>
<td>27.1</td>
</tr>
<tr>
<td>4</td>
<td>8.5</td>
<td>11.4</td>
<td>26.7</td>
<td>26.8</td>
<td>26.6</td>
</tr>
<tr>
<td>Resilience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.3</td>
<td>8.5</td>
<td>21.7</td>
<td>35.3</td>
<td>29.3</td>
</tr>
<tr>
<td>7</td>
<td>7.3</td>
<td>15.6</td>
<td>35.2</td>
<td>30.5</td>
<td>11.5</td>
</tr>
<tr>
<td>8</td>
<td>5.2</td>
<td>15.1</td>
<td>45.6</td>
<td>28.1</td>
<td>5.9</td>
</tr>
</tbody>
</table>

Table 3. Frequency distribution in percentages of Mobile Insight in Risk, Resilience and Online Referral (MIRROR) item response categories, item 5 (n=1112).

<table>
<thead>
<tr>
<th>Scale and item number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functioning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.9</td>
<td>6.9</td>
<td>10.4</td>
<td>15.8</td>
<td>19.8</td>
<td>20.9</td>
<td>12.1</td>
<td>6.3</td>
<td>1.6</td>
<td>1.3</td>
</tr>
</tbody>
</table>

A detailed overview of the scores of the validation sample on the reference measures can be found in Multimedia Appendix 2. Overall, these show a high level of complaints in our sample and rather low levels of psychological resilience and positive mental health (also see Table 7 and Figure 1 for reference measures of each MIRROR outcome category).

Google Analytics data provided insight into MIRROR’s use. The number of visitors who started MIRROR was 2555, of whom 2247 (87.95%) finished it. The original database contained 1314 entries. This discrepancy can be explained by users having the opportunity to refuse to have their data saved before starting. Of all users, 47.59% (1216/2555) chose this option. Furthermore, of the follow-up support options, the “seek contact with Victim Support Netherlands” page had most views (411 unique views), followed by “more information” (293 unique views), “send your advice to yourself or someone else” (235 unique views), “seek contact with people who have had similar experiences” (209 unique views), and “set a reminder” (161 unique views). A total of 28.7% (113/394) of respondents who received the orange outcome and were advised to complete MIRROR again in 2 weeks immediately set a reminder to complete MIRROR again in 2 weeks. A total of 22.1% (25/113) did so at the time of data analyses. The most often used device was the smartphone (1566/2555, 61.29%), followed by desktop (794/2555, 31.08%), and tablet (195/2555, 7.63%).

Factor Structure
Table 4 presents the factor loadings for the 2-factor and 3-factor solution model of MIRROR as estimated by EFA. EFA yielded a 3-factor solution with good model fit based on all fit indices. The Kaiser criterion was met for the first 2 factors, eigenvalues of the third through eight factor were <1. The 3-factor solution separated MIRROR’s PTSD items into 2 factors: 1 with the intrusion item and 1 with the avoidance and arousal/reactivity items. However, item 2 (“have you become jumpy and/or vigilant since the event?”) cross-loaded significantly on 2 factors within the model, with only a small difference between the 2 factor loadings ($\lambda=0.030$). This indicates that item 2 did not sufficiently distinguish between both factors. The 3-factor solution clustered the functioning item with the resilience items into a third factor.
Table 4. Geomin rotated factor loadings for the 2-factor and 3-factor solution model of Mobile Insight in Risk, Resilience and Online Referral (MIRROR) as estimated by exploratory factor analysis (n=1112).

<table>
<thead>
<tr>
<th>MIRROR items</th>
<th>2-factor solution</th>
<th>3-factor solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>F2</td>
</tr>
<tr>
<td>1. Are you troubled by images of or thoughts about the event?</td>
<td>0.525*</td>
<td>-0.004</td>
</tr>
<tr>
<td>2. Have you become jumpy and/or vigilant since the event?</td>
<td>0.585*</td>
<td>-0.009</td>
</tr>
<tr>
<td>3. Do you try to avoid things that are related to the event?</td>
<td>0.789*</td>
<td>0.071</td>
</tr>
<tr>
<td>4. Do you try to avoid thinking about the event?</td>
<td>0.648*</td>
<td>-0.016</td>
</tr>
<tr>
<td>5. How would you rate your present functioning (at work/home)?</td>
<td>-0.153*</td>
<td>0.354*</td>
</tr>
<tr>
<td>6. Do you experience support from those close to you?</td>
<td>0.081*</td>
<td>0.388*</td>
</tr>
<tr>
<td>7. Are you confident in yourself?</td>
<td>0.006</td>
<td>0.827*</td>
</tr>
<tr>
<td>8. Are you able to deal with any problems you encounter?</td>
<td>-0.015</td>
<td>0.730*</td>
</tr>
</tbody>
</table>

aMobile Insight in Risk, Resilience and Online Referral.
bModel fit indices for the 2-factor solution: $\chi^2 = 88.7$, P < .001, CFI = .969, TLI = .933, RMSEA = .072.
cModel fit indices for the 3-factor solution: $\chi^2 = 12.6$, P = .084, CFI = .998, TLI = .991, RMSEA = .027.
dEigenvalue 2.777.
eEigenvalue 1.466.
fEigenvalue .927.
gEigenvalue .715.
hEigenvalue .668.
iEigenvalue .640.
jEigenvalue .437.
kEigenvalue .369.

EFA yielded a 2-factor solution with adequate model fit. The RMSEA and TLI indicated adequate model fit and CFI indicated good model fit (Table 4). The Kaiser criterion was met for the first 2 factors; eigenvalues of the third through eighth factor were <1. The first factor of the 2-factor solution consisted of the PTSD items and the second factor consisted of the functioning and resilience items. No cross-loadings were observed in this model.

Next, we conducted CFA to further compare the 2- and 3-factor model that resulted from EFA. Table 5 presents the model fit indices based on CFA of both aforementioned models. The model fit indices were similar for both models; the CFI and TLI indicated good model fit, the RMSEA acceptable model fit. As indicated by the significant $\chi^2$ difference test, the 2-factor model has worse model fit compared with the 3-factor model ($\chi^2_{2,n=1112} = 13.63$, P = .001). However, the difference in CFI is < .01, indicating the 2-factor model does not have worse model fit. We selected the 2-factor model as the best-fitting model to our data, given the $\chi^2$ difference test is sensitive to sample size, the CFI difference is < .01, and it is more parsimonious and better interpretable at a conceptual level compared with the 3-factor model. The 2-factor model represents a clear distinction between negatively formulated outcomes (PTSD complaints) and positively formulated outcomes (psychosocial functioning and resilience) of PTEs. The positively formulated outcomes combine psychosocial functioning, social support, self-reliance and problem solving. We therefore propose to rename this factor psychosocial resources.

Table 5. Confirmatory factor analysis model fit indices (n=1112).

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>P value</th>
<th>df</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-factor solution</td>
<td>107.78</td>
<td>&lt;.001</td>
<td>19</td>
<td>0.965</td>
<td>0.948</td>
<td>0.065</td>
</tr>
<tr>
<td>Three-factor solution</td>
<td>95.868</td>
<td>&lt;.001</td>
<td>17</td>
<td>0.969</td>
<td>0.949</td>
<td>0.064</td>
</tr>
</tbody>
</table>

a: degree of freedom.
b: CFI: comparative fit index.
d: RMSEA: root mean square error of approximation.
Internal Consistency

Interitem correlations of MIRROR’s PTSD complaints scale ranged between .28 and .48 with a mean of .34. All of the interitem correlations of the PTSD scale were in the recommended range of moderate magnitude of .15 to .50, indicating that this scale has high internal consistency in combination with a differentiated item set. Corrected item-total correlations for this scale ranged between .39 and .54 with a mean of .46, indicating that high scores on the PTSD items are associated with high scores on the overall PTSD scale of MIRROR. Cronbach alpha coefficient for MIRROR’s PTSD scale was .68.

Interitem correlations of MIRROR’s resilience scale ranged between .24 and .55, with a mean of .36. In addition, 1 out of 3 interitem correlations was higher than the recommended range of moderate magnitude of .15 to .50 (between “are you confident in yourself” and “are you able to deal with any problems you encounter”), indicating that this scale has high internal consistency in combination with a differentiated item set. Corrected item-total correlations ranged between .30 and .52 with a mean of .44, indicating that high scores on the resilience items are associated with high scores on the overall resilience scale of MIRROR. Cronbach alpha coefficient for MIRROR’s resilience scale was .62.

Convergent and Divergent Validity

Pearson correlations between MIRROR and reference measures are presented in Table 6. MIRROR’s PTSD scale showed strongest correlations with PTSD as measured with the PCL-5, followed by a lower but still substantial correlation with psychological complaints as assessed with the DASS-21. The weakest correlations were observed between PTSD symptom severity as assessed with MIRROR and psychological resilience and positive mental health. MIRROR’s resilience scale showed strongest correlation with psychological resilience (RES), followed by a slightly lower correlation with positive mental health, psychological complaints (DASS-21), and PTSD (PCL-5). MIRROR’s functioning item showed strongest correlations with psychological complaints (DASS-21) followed by PTSD (PCL-5) with lower correlations with positive mental health (MHC-SF) and psychological resilience (RES). In conclusion, the correlational structure indicates good convergent and divergent validity of MIRROR’s PTSD subscale. The correlational structure with regard to MIRROR’s resilience scale and functioning item indicates adequate convergent and divergent validity.

Classification Quality

We expected respondents with the red MIRROR outcome to report more PTSD symptoms and depression, anxiety, and stress complaints; lower psychological resilience; and positive mental health compared with respondents with the green and orange MIRROR outcome. Table 7 presents the means and standard deviations on the reference measures for each MIRROR outcome category. Figure 1 shows the classification percentages on reference measures for each MIRROR outcome category. Both Table 7 and Figure 1 show that respondents with the red MIRROR outcome category report higher complaints and lower psychological resilience and positive mental health compared with the orange and green MIRROR outcome category.

Table 6. Correlations between Mobile Insight in Risk, Resilience and Online Referral (MIRROR) subscales and reference measures (n=663).

<table>
<thead>
<tr>
<th>MIRROR</th>
<th>PTSD&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>Resilience</th>
<th>P value</th>
<th>Functioning</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCL-5&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.665</td>
<td>&lt;.001</td>
<td>-.507</td>
<td>&lt;.001</td>
<td>-.442</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DASS-21&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.486</td>
<td>&lt;.001</td>
<td>-.539</td>
<td>&lt;.001</td>
<td>-.449</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RES&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-.265</td>
<td>&lt;.001</td>
<td>.612</td>
<td>&lt;.001</td>
<td>.279</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MHC-SF&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-.259</td>
<td>&lt;.001</td>
<td>.603</td>
<td>&lt;.001</td>
<td>.319</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>PTSD: posttraumatic stress disorder.<br><sup>b</sup>PCL-5: PTSD Checklist for DSM-5.<br><sup>c</sup>DASS-21: Depression Anxiety Stress scale.<br><sup>d</sup>RES: Resilience Evaluation Scale.<br><sup>e</sup>MHC-SF: Mental Health Continuum Short Form.
Table 7. Means and standard deviations of reference measures for each Mobile Insight in Risk, Resilience and Online Referral (MIRROR) outcome category (n=663).

<table>
<thead>
<tr>
<th>MIRROR(^a) outcome category (n)</th>
<th>Green (n=24), mean (SD)</th>
<th>Orange (n=200), mean (SD)</th>
<th>Red (n=439), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTSD(^b) (PCL-5(^c))</td>
<td>18.04 (12.49)</td>
<td>36.09 (15.77)</td>
<td>46.13 (14.04)</td>
</tr>
<tr>
<td>Depression (DASS-21(^d))</td>
<td>4.08 (8.10)</td>
<td>11.73 (11.54)</td>
<td>19.66 (11.54)</td>
</tr>
<tr>
<td>Anxiety (DASS-21)</td>
<td>5.25 (6.72)</td>
<td>14.03 (10.27)</td>
<td>18.04 (10.30)</td>
</tr>
<tr>
<td>Stress (DASS-21)</td>
<td>10.42 (7.32)</td>
<td>17.60 (9.20)</td>
<td>22.49 (9.37)</td>
</tr>
<tr>
<td>Psychological resilience (RES(^e))</td>
<td>25.58 (5.11)</td>
<td>22.04 (6.02)</td>
<td>18.82 (7.15)</td>
</tr>
<tr>
<td>Positive mental health (MHC-SF(^f))</td>
<td>50.0 (12.05)</td>
<td>43.11 (14.89)</td>
<td>31.42 (14.28)</td>
</tr>
</tbody>
</table>

\(^a\)MIRROR: Mobile Insight in Risk, Resilience and Online Referral.
\(^b\)PTSD: posttraumatic stress disorder.
\(^c\)PCL-5: PTSD Checklist for DSM-5.
\(^d\)DASS-21: Depression Anxiety Stress Scale.
\(^e\)RES: Resilience Evaluation Scale.
\(^f\)MHC-SF: Mental Health Continuum Short Form.

Figure 1. Classification percentages on reference measures of each Mobile Insight in Risk, Resilience, and Online Referral (MIRROR) outcome category.

We conducted several 1-way between-groups ANOVAs to investigate the difference in mean scores on the reference measures between MIRROR outcome categories. As can be seen, negative outcomes were highest for the red MIRROR outcome category and positive outcomes highest for the green outcome category. The ANOVA results are shown in Table 8. We found significant differences in PTSD symptoms; depression anxiety, and stress; psychological resilience; and positive mental health between groups. Post hoc tests revealed that PTSD symptoms and depression, anxiety, and stress complaints were significantly different between all groups \((P<.001)\). Psychological resilience was significantly higher for the green and orange MIRROR outcome category compared with the red category \((P<.001)\). It was also significantly higher for the green category compared with the orange category \((P=.01)\). Positive mental health was significantly higher for the green and orange category compared with the red category \((P<.001)\). There was no significant difference between the green and orange category \((P=.07)\).
with positive reference measures (assessed with the RES and MHC-SF). The results indicate adequate convergent and divergent validity for MIRROR’s resilience items but less distinct than MIRROR’s PTSD. MIRROR’s resilience items showed strongest correlations with psychological resilience, followed by slightly lower but substantial correlations with the other reference measures. The results in this study correspond with the finding of Van der Meer et al [43] who found the RES total scale to be positively associated with established measures for resilience, self-esteem, self-efficacy, and global functioning and negatively associated with PTSD symptoms. Furthermore, the different patterns of correlations for MIRROR’s PTSD and resilience scales agrees with the notion that PTSD and resilience are two separate constructs [63-65]. MIRROR’s functioning item showed the strongest correlation with psychological complaints and PTSD and lower correlations with the positive reference measures. This indicates adequate convergent and divergent validity. The factor analyses revealed that functioning belongs to the resilience items of MIRROR. However, the correlation between MIRROR’s functioning item and psychological complaints and PTSD is in line with studies that show that psychosocial functioning can be impaired by psychological complaints [64,66,67].

We found that both MIRROR’s PTSD and resilience scales show good internal consistency. The Cronbach alpha coefficients for these scales are relatively low (.68 and .62, respectively), but this is not unusual given the (intentionally) short scales of MIRROR and given that Cronbach alpha is a function of scale length [61]. Because MIRROR contains only few items, we calculated interitem and item-total correlations. The results indicate that both scales have high internal consistency and that high scores on the items are associated with high scores on the overall scales.

MIRROR was able to correctly classify respondents into green (no further action needed), orange (encourage self-monitoring), or red (encourage seeking consultation) outcome categories and advice compared with the other measures. Results showed that respondents with a red outcome reported having more severe PTSD symptoms; more severe depression, anxiety, and stress complaints; and lower psychological resilience and positive mental health compared with respondents with a green or orange

### Discussion

**Principal Findings and Comparison With Prior Work**

The purpose of this study was to evaluate the use and psychometric and classification properties of MIRROR. MIRROR is an innovative web-based self-help test to identify individuals who develop psychological complaints after a PTE, encourage them to seek help, and support self-reliance. Our results indicated that MIRROR is a valid and reliable self-help test to identify negative outcomes (PTSD core symptoms) and positive outcomes (psychosocial functioning and resilience). MIRROR is able to correctly classify respondents according to their PTSD complaints and scores on reference measures. During the study period, 87.95% (2247/2555) of respondents who started MIRROR completed it.

We found that MIRROR’s presupposed model of 3 factors (PTSD symptoms, psychosocial functioning, and resilience) did not fit our data best. Instead, a 2-factor solution showed good model fit, conceptual meaning, and maximum parsimony. This model separates MIRROR’s PTSD items from the functioning and resilience items (social support, self-reliance, and problem solving). In retrospect, the grouping of the functioning and resilience items is not entirely surprising. If we assume stress to be the result of an imbalance between perceived external and internal demands and perceived personal and social resources [62], it is likely that this distinction between demands and resources is reflected in the way people cope with PTEs. We propose to call the factor psychosocial resources. In accordance with this distinction, the 2-factor model clearly separates negative (PTSD complaints) and positive (psychosocial resources) outcomes of PTEs. This is in line with the general notion that PTSD and psychosocial resources are separate constructs [63-65].

The convergent and divergent validity of MIRROR is supported by the correlations that were found between MIRROR and the reference measures. The results indicate good convergent and divergent validity for MIRROR’s PTSD items. As expected, MIRROR’s PTSD showed strongest correlations with PTSD (assessed with the PCL-5), followed by a lower but substantial correlation with psychological complaints (measured with the DASS-21). MIRROR’s PTSD items showed low correlations...
outcome. The occurrence of PTSD and other stress-related complaints like depression following traumatic exposure is in line with former results [68]. It is important to recognize that MIRROR is specifically evaluating the risk of developing PTSD instead of other mental health outcomes of PTEs such as depression, anxiety, and substance abuse. If a respondent experiences low functioning, they will receive advice to seek consultation with their general practitioner despite the level of their PTSD complaints. This is based on the assumption that low functioning but no PTSD complaints may indicate that other problems could be at hand such as depression, anxiety, or substance abuse. Importantly, MIRROR appears to adequately identify users with more severe complaints and validly advises them to seek help. Our results seem to underline the relevance of including the factor “time since the event” in MIRROR’s algorithm. According to the PCL-5, 54.5% (109/200) of the respondents with the orange outcome had a provisional PTSD diagnosis. However, their complaints could still diminish, considering the event happened only recently for these respondents and research has shown that in most individuals complaints usually diminish over time [1,2,11]. Therefore, in accordance with international guidelines [14], respondents with the orange outcome are advised to monitor how their complaints develop (by setting a reminder to use MIRROR again in 2 weeks).

The evaluation of MIRROR’s use with Google Analytics showed that the number of users of MIRROR was substantial (n=2255), and the completion rate was high (2247/2255, 87.95%). These results are in line with former studies on apps assessing and monitoring mental health after PTEs indicating high use [29,30,36] and high completion rate [49]. In general, the follow-up options were visited less frequently (161 to 411 unique visits) than the outcome and advice page (2247 unique visits). A reason for this could be that receiving MIRROR’s outcome and advice is sufficient initial support for people who have experienced a PTE, providing insight into how they are coping. A total of 28.7% (113/194) of respondents who were advised to complete MIRROR again in 2 weeks immediately set a reminder, suggesting MIRROR is able to support self-monitoring. Unfortunately, this study’s design and considerations of ethical nature did not enable us to assess use in more depth.

Future Research and Limitations

Although guidelines on screening for PTSD complaints and postdisaster psychosocial care are widely available [7,15,69-71], the challenge remains how to reach and identify people at risk of developing psychological complaints after a PTE on a large scale. Future research could focus on investigating the implementation of MIRROR on a larger scale—for example, after terrorist attacks or natural disasters. Literature is inconclusive about the benefits versus disadvantages of formal screening of an entire population after a disaster or crisis [14,15,69,72]. Because of limited evidence of effectiveness and sensitivity of screening, organizational efforts related to screening, and the often scarce resources available [25,73], it is generally not recommended to perform formal screening of complaints among all involved people following incidents. At the same time, we know that early recognition and timely referral to help are essential for preventing and treating traumatic stress symptoms. This is supported by evidence of the effectiveness of early psychological interventions for individuals prescreened with traumatic stress symptoms shortly following trauma and no benefits in those not prescreened for these symptoms [16]. Mobile apps such as MIRROR can make a contribution to solving the screening dilemma by supporting low key, accessible, and easy-to-use self-assessment and monitoring. In this view, MIRROR could be implemented as a first step in the support for people who have experienced a PTE, before having to consult professional care [29,36]. MIRROR might lower the barrier to seek help given its open accessibility and anonymity. Future research could focus on acquiring longitudinal data of MIRROR to assess the development of complaints, functioning, and resilience over time and establish MIRROR’s ability to correctly classify users accordingly. Also, qualitative research might clarify what actions users take as a result of MIRROR’s personal advice.

Our study has some limitations. In our validation sample, 74.2% (492/663) of respondents were female, and 45.3% (300/663) of respondents were aged between 21 and 40 years. This could lead to selection bias and limited generalizability of the results, which is common with open internet surveys [74]. However, our sample is a specifically targeted sample because it consisted of visitors of the website of Victim Support Netherlands. Considering website visitors were automatically led to MIRROR when searching for information regarding stress reactions following a PTE, a high prevalence of psychological complaints after traumatic exposure in our sample could be expected. Moreover, research has shown that women have a higher risk of developing PTSD compared with men [75], they are more likely to seek medical or health-related information online [76], and young people use the internet as their main source of information, and this is also true for mental health concerns [77,78]. This demonstrates that the targeted sample was reached. The main strength of this study is by comparing MIRROR to more broadly used reference measures, it contributes to the highly needed evidence base of mobile apps with the potential to improve timely identification of psychological complaints [29,30,79].

Conclusions

This study shows that MIRROR is a psychometrically sound, anonymous, and easily accessible self-help test for people who have experienced a PTE. It is able to identify both negative (PTSD symptoms) and positive (psychosocial resources) outcomes of PTEs and classify respondents in accordance with reference measures. This study will hopefully contribute to enhancing adequate and timely identification of people who suffer from psychological complaints after PTEs.
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Abstract

Background: Millions of people worldwide are underserved by the mental health care system. Indeed, most mental health problems go untreated, often because of resource constraints (e.g., limited provider availability and cost) or lack of interest or faith in professional help. Furthermore, subclinical symptoms and chronic stress in the absence of a mental illness diagnosis often go unaddressed, despite their substantial health impact. Innovative and scalable treatment delivery methods are needed to supplement traditional therapies to fill these gaps in the mental health care system.

Objective: This study aims to investigate whether a self-guided web-based course can teach pairs of nonprofessional peers to deliver psychological support to each other.

Methods: In this experimental study, a community sample of 30 dyads (60 participants, mostly friends), many of whom presented with mild to moderate psychological distress, were recruited to complete a web-based counseling skills course. Dyads were randomized to either immediate or delayed access to training. Before and after training, dyads were recorded taking turns discussing stressors. Participants’ skills in the helper role were assessed before and after taking the course: the first author and a team of trained research assistants coded recordings for the presence of specific counseling behaviors. When in the client role, participants rated the session on helpfulness in resolving their stressors and supportiveness of their peers. We hypothesized that participants would increase the use of skills taught by the course and decrease the use of skills discouraged by the course, would increase their overall adherence to the guidelines taught in the course, and would perceive posttraining counseling sessions as more helpful and their peers as more supportive.

Results: The course had large effects on most helper-role speech behaviors: helpers decreased total speaking time, used more restatements, made fewer efforts to influence the speaker, and decreased self-focused and off-topic utterances ($d_s=0.8-1.6$). When rating the portion of the session in which they served as clients, participants indicated that they made more progress in addressing their stressors during posttraining counseling sessions compared with pretraining sessions ($d=1.1$), but they did not report substantive changes in feelings of closeness and supportiveness of their peers ($d=0.3$).

Conclusions: The results provide proof of concept that nonprofessionals can learn basic counseling skills from a scalable web-based course. The course serves as a promising model for the development of web-based counseling skills training, which could provide accessible mental health support to some of those underserved by traditional psychotherapy.
online learning; nonprofessional education; educational technology; computer-assisted instruction; social support; mental health; psychological stress; eHealth; internet

Introduction

Background

The mental health care system in the United States fails to meet the needs of millions of people, prompting numerous calls for disruptive innovations in mental health care delivery [1,2]. Several gaps in the current system point to the need for such innovations. First, many people with mental illness are unable to access treatment; the number of people with mental illness far outstrips available resources, and cost and other structural barriers are pervasive [3,4]. Second, others choose not to seek help because of negative beliefs about treatment [5,6]. Finally, the mental health system is not designed to address the adverse effects of subclinical symptoms and chronic stress that affect even those without diagnosable mental illnesses [7], and which increases the risk of future psychological and physical decline [8].

Self-guided digital technologies, including self-help apps and chatbots, have been proposed as solutions because of the advantages they provide in access and cost, but they are not a panacea, displaying several limitations [9,10]. Their reach is limited because people seeking mental health support typically prefer face-to-face over computerized therapy [11,12]. Their efficacy is limited because digital tools often fail to motivate and engage users [13,14]. They also currently lack the human-level intelligence required to address nuanced problems [15,16]. It appears that until realistic artificial intelligence is available, many people require human-delivered interventions to meet their preferences, engage them, and respond to their unique concerns. However, this raises the question of how human-delivered interventions could solve the problems with traditional treatments that digital interventions have been created to address—how can human-delivered interventions scale to reach an enormous number of people with mental illnesses, appeal to those who are not interested in professional care, and reduce the burden of subclinical symptoms and stress?

We propose one possibility for a human-delivered solution to address these needs: a Crowdsourcing Mental Health (CMH) model that leverages the benefits of technology to overcome treatment barriers while addressing limitations of technology by incorporating the important human element. In the proposed model, digital tools could be used to train nonprofessionals, who would then counsel their peers face-to-face. Even if it is less potent than traditional psychotherapy, such a scalable intervention could have considerable public health impact because of its greater reach [17], a possibility corroborated by survey research. In a survey of more than 500 internet users, 64% of respondents indicated that they would participate in reciprocal peer counseling using skills that they and a peer learned via a web-based course [18]. More than 50% of the respondents who stated that they would never seek psychotherapy or medication expressed willingness to try this model—an important indicator that some of those underserved by traditional treatments could benefit from reciprocal peer counseling.

Design Considerations for a Peer Counseling Program

We propose 3 features to include in the design of a nonprofessional peer counseling program if it is to meet the aforementioned gaps in traditional mental health care by scaling to meet demand, appealing to those who do not want to seek professional care, and treating subclinical symptoms and stress, all while incorporating human interaction. These features are (1) transdiagnostic applicability (ie, applicability regardless of diagnosis), (2) reciprocity between peers, and (3) scalability of training. In this section, we highlight the relevant literature from which these design considerations were derived. We discuss how these features can address the above gaps and provide additional benefits, and we describe how these features might be implemented.

Transdiagnostic Applicability

Applicability to a wide range of problems provides several advantages for nonprofessional peer counseling interventions. This could increase the appeal of the intervention to those who are reluctant to see a professional: if the intervention is appropriate regardless of whether one has received a diagnosis, participants would not need to identify themselves as having a mental illness or to see their symptoms as “severe enough” to merit professional treatment, which are among the most common reasons individuals choose not to seek care [5,6]. In addition, a broad intervention could address the growing number of individuals with impairing subclinical symptoms or chronic stress [7], which increases the risk for mental and physical health problems [8] in addition to the direct distress they cause. Finally, a domain-general intervention can be useful if individuals cannot receive accurate diagnosis (which is challenging in the absence of a professional) [19]; a simpler screening for the level of severity or appropriateness of peer counseling may be viable.

How might this transdiagnostic applicability be achieved? Among extant transdiagnostic treatments, supportive psychotherapy may be especially well-suited for peers with limited mental health training. In supportive psychotherapy, the therapist does not target a specific symptom but rather follows the support seeker’s lead while providing “reflection, empathic listening, encouragement, and [an opportunity] to explore and express ... experiences and emotions” [20]. Thus, support seekers can address whatever problems may arise, including psychological symptoms and “normal” stressors [21]. These techniques align well with what support seekers desire from nonprofessional social support, making supportive psychotherapy especially appropriate for peer delivery [22,23]. Furthermore, in contrast with many transcultural treatments that require extensive training and supervision to implement with fidelity [24,25], supportive psychotherapy’s abbreviated...
There is consistent evidence that supportive psychotherapy improves psychological symptoms. For example, in randomized controlled trials for depression, it has medium effects versus wait-list or no treatment (approximate $d=0.6$) [20,26]. Compared with treatments that directly target the symptoms or theorized root causes of a particular disorder, supportive psychotherapy does appear at a small disadvantage, with relative effects around $d=-0.2$, but there is some indication that this difference could be driven partly by publication bias or unequal dosages [20,27,28]. Indeed, several meta-analyses have failed to find differences between supportive psychotherapy and gold-standard cognitive behavioral therapy for generalized anxiety disorder [29,30]. In addition, several randomized trials have found no or minimal differences between supportive psychotherapy and directive or expressive treatments for a variety of other conditions, including borderline personality disorder [31], posttraumatic stress disorder [32], social anxiety disorder [33], generalized anxiety disorder [34], anorexia nervosa [35], personality disorders characterized by fearful behaviors [36], and comorbid chronic depression with alcohol dependence [37]. Consequently, some have argued that supportive psychotherapy should be regarded as a “therapy of choice” rather than a control condition [36,38].

This is not to deny that, in many cases, specific techniques that target symptoms or causes may increase the potency of treatment or may be necessary to achieve remission; for example, there is an increasing consensus that treatments that incorporate exposure are superior for anxiety disorders [39-41]. However, even if less powerful than such disorder-specific treatments, delivery of supportive psychotherapy skills on a large scale by laypeople could have a substantial public health impact, especially in cases where the alternative to supportive peer counseling is no treatment at all [17].

Determining the appropriate population for peer-delivered supportive psychotherapy techniques should be guided by future clinical trials, but we propose that this intervention may be a strong fit for any individual with subclinical distress and prodromal symptoms as well as for individuals with mild to moderate mental illness across a spectrum of disorders (eg, anxiety and related disorders, mood disorders, substance use disorders, and eating disorders) who would not otherwise seek treatment.

**Reciprocity Between Peers**

There are many advantages to making supportive psychotherapy delivered by nonprofessionals reciprocal, such that 2 members of a dyad both give and receive support, as opposed to unidirectional, such that one member takes on a patient role and the other a counselor role. A reciprocal model has a major advantage in scaling to meet demand. Unidirectional solutions such as task shifting to trained nonprofessionals would require a multiple-thousands-fold increase in employees delivering therapeutic services full time to treat all individuals with mental health difficulties [42,43]; in contrast, a reciprocal model does not demand a large change in the workforce. Instead, reciprocal peer counseling requires only a few hours of each person’s leisure time, and each person is compensated via (1) receiving support in return and (2) the benefits of providing support to others. In a sense, this model crowdsources mental health care by dividing the enormous undertaking of treating mental illness into manageable tasks carried out by laypeople.

Reciprocal peer counseling may also appeal to those who would not seek professional assistance (or, indeed, request it from their friends) because of the threat to self-esteem associated with being a person who needs help or because of concerns about burdening others. Indeed, unidirectional support receipt is sometimes associated with negative mood, potentially because of these features [44]. In contrast, reciprocity of support maintains an egalitarian relationship, and the opportunity to act as a support provider can protect health and improve mood [45,46], in some cases even more than receiving support [47].

The involvement of a peer can also remedy a limitation of most web-based self-help programs, that is, nonadherence or withdrawal from the program. A recent meta-analysis of clinical trials of smartphone apps for treating anxiety and depression found that 26% of participants withdrew (closer to half when adjusting for publication bias); however, the inclusion of human interaction reduced dropout to close to 12% [48]. Interaction with another person can provide a sense of accountability [49,50]; indeed, in a reciprocal program, participants might be especially motivated to persist because in addition to promoting their own well-being, they know another person is benefiting from their involvement.

Finally, a reciprocal peer counseling model may attack a driver of psychological ill health at its root. The detrimental health and mortality effects of social isolation and loneliness are well established [51,52], and perceived social support protects against mental illnesses [53-55]. Reciprocal self-disclosure generates intimacy [56], so taking turns as helper and client could increase perceived social support in a manner that is not present in traditional psychotherapy. Thus, a peer counseling program using this format could improve psychological well-being through 2 classes of mechanisms: it could not only give participants an opportunity to address the sources of their distress but could also generate feelings of closeness and support.

**Scalability of Training**

To meaningfully address mental health care shortages, training for peer counselors must be widely accessible at scale. To achieve the required reach, training should have little or no monetary cost, should be available regardless of geographic location or population density, and should effectively train people with varying backgrounds and abilities.

Therefore, we suggest that the training should be available on the web in a self-directed format (although this does limit its use to individuals who have access to an internet-connected device; additional solutions are needed for those who lack such access). Crucially, to reach the required scale, web-based training should be primarily self-guided, rather than requiring a live instructor [57]. Otherwise, the number of human trainers available would act as the limiting factor in the number of people who could be served, and human involvement would drive costs. This approach is consistent with the evolution of massive open
Research on Extant Web-Based Therapeutic Skills Training Programs

In this section, we briefly review the supporting evidence for web-based programs that have been created to teach related skills, and we explain how the proposed intervention differs from that work.

One group of existing web-based training programs includes courses for professionals in evidence-based psychotherapies [58] and distance education programs for graduate-level counselors [59]. These programs have succeeded in increasing knowledge, self-reported skill, and, more rarely, observed skill. However, these differ from the proposed peer counseling course in 2 consequential ways: (1) they often involve considerable instructor and student interaction through telecommunication, making them difficult to expand, and (2) they teach nondistressed groups that have self-selected for aptitude and interest in mental health care delivery [58].

Another handful of web-based peer support platforms train nondistressed volunteer listeners, but unlike our program, these platforms generally do not use evidence-based behavioral teaching techniques, and it is unknown if these trainings improve listeners’ behavioral adherence to guidelines [60-62].

Finally, several web-based romantic relationship enhancement programs exist, some of which teach communication skills, and these often do target couples in distress. However, studies of these programs have only shown benefits for relationship outcomes and have rarely measured changes in interpersonal behaviors [63,64] (refer to the study by Braithwaite and Fincham [65] for an exception).

Across all these types of programs, rather than rigorously evaluating observed behavior, tests of teaching efficacy tend to rely on assessments of learners’ self-reported perceived skills and book knowledge, which may be only weakly correlated with a learner’s ability to implement skills in a real interpersonal interaction [57]. We address this limitation in this study.

This Study

Owing to these gaps in the literature, it remains unclear whether a training program fitting our design desiderata would be effective—in other words, it is unknown whether nonprofessionals, including people reporting moderate psychological distress, could learn peer counseling skills via a self-guided web-based course. To address this question, we developed a peer counseling program called Crowdsourcing Mental Health (CMH). CMH fulfills our design criteria: it is a reciprocal program that begins by teaching pairs of peers supportive psychotherapy skills via a self-guided, web-based course. Thus, it may have the potential to address the current limitations of mental health care systems around access, appeal, and treatment of subclinical symptoms. Of course, CMH and other similar peer counseling programs are far from the sole solution; they are unlikely to be appropriate for some of the most vulnerable or most ill or those who have specific limitations around technology use or peer interactions. However, reciprocal peer support programs can add strong value to a portfolio of novel mental health interventions to fill gaps in the current health care system.

In this study, we describe CMH’s development and report on a randomized trial designed to test its efficacy in improving skill use, adherence to guidelines, and perceived helpfulness by evaluating users’ performance in recorded CMH sessions and their postsession reactions. The primary research questions (RQs) were as follows:

- **RQ 1**: How much does the course change the use of specific helping skills? By estimating changes in the use of individual skills, we can differentiate skills that were effectively taught from those ineffectively taught, informing revision of specific course sections. We hypothesized that helpers would increase the use of 2 behaviors prescribed by the course, would decrease the use of 2 behaviors prescribed by the course, and would decrease in-session speaking time. (We also measured some common behaviors that were neither prescribed nor proscribed and had no strong hypotheses about changes in those.)
- **RQ 2**: Does the course improve helpers’ overall adherence in delivering helping skills? We predicted an increase in adherence from pre- to posttraining.
- **RQ 3**: Does the talker’s perception of session helpfulness increase after taking the course? We hypothesized that talkers would perceive the sessions after training as more productive and that they would feel closer to their peers—in other words, that changes would take place in the 2 proposed mechanisms of reciprocal peer counseling.

Methods

Course Design

In CMH, pairs of acquaintances take a web-based course that teaches helping skills, which are the focus of this investigation, as well as talking skills, which consist of guidelines drawn from the literature on coping and emotion regulation. Both participants learn both roles. Once each person has completed the web-based course on his or her own, the peers can then meet for mutual support sessions, taking turns in the helper and talker roles. To address the design consideration of transdiagnostic
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applicability, CMH’s helping skills parallel the skills of supportive psychotherapy [38], which are also the core skills taught in the dominant counselor training models [66,67]. These skills include taking a warm and nonjudgmental attitude, listening attentively without attempting to influence the speaker, and using techniques to elicit reflection and elaboration (eg, paraphrasing and asking open-ended questions).

The CMH course consisted of 10 lessons, 5 on taking the helper role and 5 on taking the talker role. (The talking skills lessons were included because CMH users may be therapy-naive and have difficulty directing their own sessions. These lessons gave instructions on how to explore a stressor, describe emotions, and develop a coping plan. As talking performance was not the focus of this study, we do not discuss these lessons further.) Each of the helper lessons addressed 1 of the following 5 topics: focusing one’s attention on the talker, taking an accepting and caring attitude, avoiding unhelpful attempts to influence the talker, restating (paraphrase and summary), and asking open-ended questions.

The success of skills training is dependent on the pedagogical methods used [68]. In some previous studies of web-based psychotherapy skills training, self-guided instruction (which scales more easily) has been found to be inferior to self-guidance plus videoconference role-play with an instructor [69-71]. Owing to the need to address the design consideration of the scalability of training, we considered such use of videoconference to be infeasible for a widely disseminated and low-cost course. Therefore, we carefully developed alternative training strategies, relying on extensive review of basic and applied research on learning and online education to identify ways we could maximize efficacy while minimizing human-delivered instruction.

**Implementation of Behavior Modeling Training as a Teaching Method**

Behavior modeling training (BMT) is the best-supported set of techniques for increasing the performance of interpersonal and other behavioral skills [72], and it has been used effectively to teach nonprofessionals basic counseling and active listening skills in face-to-face settings [73,74]. Consequently, BMT served as the pedagogical foundation for the course. BMT includes 4 components: learners receive a description of each skill (instruction); view other people performing skills (modeling); practice skills, often through role-play (practice); and receive performance feedback (feedback).

To make the course scalable, these 4 components needed to be translated into a primarily self-guided, web-based format. Instruction and modeling were relatively simple to implement and took the form of videos; audio instruction was accompanied by text and images, and diverse volunteer actors modeled the skills. In creating these portions of the course, we also drew on training techniques identified through basic and applied research from areas as diverse as knowledge acquisition [75], motor learning [76], and computer-assisted instruction [77].

As noted earlier, practice and feedback are more challenging to translate into a primarily self-guided format. To implement practice, the course simulated interpersonal interactions with increasing degrees of complexity and realism, beginning with lower-fidelity, simpler automated exercises, and progressing toward live interactions. This approach has dual benefits: first, it can scaffold learning rather than immediately forcing learners to juggle the stimuli and challenges of a face-to-face conversation [78], and second, minimizing human involvement improves convenience and scalability. In the CMH course, learners began by typing responses to video-recorded actors, then progressed to practicing 3 times over the phone with a minimally trained mentor, and finally held 3 in-person practice sessions with the peer whom they had selected as their partner in the intervention. The demands of the mentor role were designed to be extremely minimal (eg, reading from a script) so that when CMH is publicly launched, any individual who uses CMH could volunteer to mentor new learners, eliminating the resource limitations associated with requiring trained instructors. For this study, undergraduate research assistants served as the telephone mentors.

Feedback took the form of self-assessments because of the challenges of providing nuanced human-delivered or machine-coded feedback at scale [79,80] and the risk associated with an untrained peer providing inaccurate or anxiety-provoking feedback [81]. After each exercise, the learners answered a series of questions about whether they followed each instruction. By assessing granular behaviors, learners can identify behaviors to change in the future while minimizing the threat to self-esteem and ensuing negative affect that could impede learning [82]. They were not asked to give themselves a global evaluation because self-evaluations are more accurate when specific and objective tasks are assessed [83].

**Course Development Process**

The course content was written by the first author, using BMT as an organizing framework for teaching the set of behavioral skills from supportive psychotherapy. Manuals on teaching counseling skills and motivational interviewing were consulted [66,67,84], both to ensure that no relevant skills were missed and to inform the design of practice exercises. When generating examples for the modeling portion of the course, we attempted to represent individuals with diverse life experiences and demographic characteristics (eg, socioeconomic status, race, and age). The written course content was then reviewed by another clinical psychologist and an online education researcher and was read and pilot tested by 2 research assistants.

After the first round of revisions to the written materials, a digital prototype of the course was created, including creating instructional and modeling videos and interactive exercises. These materials were designed in keeping with research on e-learning [77] to optimize visuals, narration style, and other elements for educational efficacy. The videos were edited using Camtasia software (TechSmith) and hosted on the TechSmith website, which allows for embedding quiz questions within videos. All course materials were hosted on the web using Qualtrics Research Suite survey software, which enabled additional interactive exercises in a variety of formats (eg, multiple choice and short answer questions). This digital version of the course was then pilot tested with 5 volunteers. Final
revisions were made based on volunteers’ feedback as well as observations of their performance.

**Participants**

**Inclusion and Exclusion Criteria**

We sought a sample with somewhat elevated distress through our recruiting methods (ie, by framing the program as a way to reduce stress), but we did not exclude participants with low distress because we (1) did not want to make it more difficult for participants to find eligible partners and (2) hoped that CMH may be a useful tool for prevention and personal growth even in the absence of current symptoms. Although we expected that this peer counseling model would be appropriate for those with more severe symptoms, we decided to limit initial testing of the course to those with milder distress for safety and ethical reasons. Therefore, we excluded individuals scoring more than 2 SDs above general population norms on the Brief Symptom Inventory (BSI) [85] or responding in the affirmative to the BSI item on suicidal thoughts.

We excluded individuals currently receiving psychotherapy, given that they already have access and willingness to seek care and, therefore, are not in CMH’s highest-priority target population. We did not exclude those taking psychiatric medication because it may be a weaker indicator of access to care (eg, some people might be prescribed medication through a general practitioner without having access to specialist treatment).

Additional eligibility criteria included being aged 18 years or older; having access to an internet-connected computer; and being able to speak, read, and write in English.

**Sampling and Recruitment Method**

Participants were recruited from several medium-sized towns (population 20,000-40,000) in the Western Massachusetts region. The study was advertised via flyers, web-based classifieds, and announcements on listservs and in college student groups. Advertisements presented the program as an opportunity to learn skills to reduce stress and to develop closeness with another person.

Recruitment followed a multistep process in which a first participant was recruited and screened, and then that individual recruited a peer from their existing social network. The first participant was discouraged from selecting first-degree relatives, romantic partners, or individuals with whom their relationships were characterized by conflict or disagreement. However, to increase the external validity of the study, no potential peer pairings were forbidden. Of the 30 initial participants enrolled in the study, 29 (97%) participated with their first-choice peers and 1 (3%) participated with her second-choice peer.

The sample of 60 individuals (30 pairs) comprised adult community members (18/60, 30%) and full-time undergraduate students (42/60, 70%). Of the 60 individuals, 42 (70%) identified as women, 15 (25%) as men, and 3 (5%) as transgender or gender nonconforming. They were aged 18 to 62 (median 20.5) years. The most common racial and ethnic identities were White non-Hispanic or Latinx (35/60, 58%), East Asian (10/60, 17%), and White Hispanic or Latinx (5/60, 8%), with the remainder identifying as South Asian (4/60, 7%), multiracial (3/60, 5%), Black (2/60, 3%), and Native American Hispanic or Latinx (1/60, 2%).

**Measures**

**Psychological Distress**

To assess psychological symptoms, we administered the BSI [85]. The BSI is a 53-item measure on which respondents rate symptoms experienced within the past week on 9 mental illness dimensions, from which an index of total distress can be calculated. This measure was chosen because it assesses symptoms of a range of disorders and summarizes them in a single index, has strong psychometric properties, and has published norms for patient and nonpatient populations. In the sample of this study, the BSI showed strong internal consistency in all sessions (coefficient α range=.95-.97).

To assess perceived stress, we administered the 10-item Perceived Stress Scale (PSS-10) [86]. This measure was chosen because although scores are correlated with psychological symptoms, the construct of stress as measured by this scale is distinct from mental illness and predicts future symptoms above and beyond current symptom measures [86]. The PSS-10 has been validated in numerous studies, and published norms also exist. In the sample of this study, internal consistency was good at all time points (coefficient α range=.82-.88).

**Coding System for Skill Performance**

The performance of participants in the helper role was evaluated using a study-specific coding system based on the psychometrically established Helping Skills Scale [87]. This coding system was developed specifically to assess participants’ use of the skills taught in the course (and avoidance of proscribed behaviors).

Conversational turns are segmented into sentence-like grammatical units, and each unit is coded as falling within a certain category. The system is not intended to capture all possible categories of verbal utterances, but instead codifies behaviors that are prescribed or proscribed in the CMH course or that are very common in social support interactions. The coding system includes 6 mutually exclusive categories: restatement and open-ended question (central CMH skills), closed-ended question (discouraged by the course), self-disclosure and sympathy (common response modes that are neither prescribed nor explicitly proscribed, although we regarded excessive self-disclosure as evidence of failure to focus on the talker), and other. The system also includes a nonmutually exclusive category called influencing. Any speech unit in which the helper attempts to problem solve or change the talker’s emotional response (which is proscribed by the course) is coded as influencing, in addition to its classification in 1 of the 6 primary categories. The 8 outcome variables for RQ 1 were the total number of sentence units uttered and the proportion of speech units in each category (the 6 mutually exclusive categories plus influencing).

Although these proportions provide a detailed profile of how helper behaviors change, they do not reveal whether learners increase their overall adherence to the guidelines given in the
course. Therefore, to address RQ 2, we created a composite index of adherence derived from the coded speech units. Participants are awarded points for engaging in behaviors encouraged by the course and are docked points for proscribed behaviors (e.g., they earn points if restatements form a high proportion of the session; points are subtracted depending on the number of units of advice giving). This scale has a theoretical range of −50 to +25.

The coding system was applied by the first author, who developed the system, and a team of 9 trained undergraduate research assistants, all of whom were blinded to session condition and time point. Psychometrics and training procedures are reported in Multimedia Appendix 1 [88-94].

**Perceived Session Helpfulness**

To address RQ 3, both participants in each dyad rated how helpful the sessions were to them using the Crowdsourcing Mental Health Session Reaction Scale (CSRS; see Multimedia Appendix 2 for the instrument), a modified version of the Revised Session Reaction Scale [88] that focuses on their experiences when they were in the talker role. The CSRS items loaded on 2 subscales: task reactions (6 items), which reflect progress toward the resolution of the problem through insight, emotional relief, or problem solving, and relationship reactions (3 items), which reflect feeling understood by, connected to, and supported by one’s peer. Thus, this measure addresses both types of potential mechanisms of peer counseling: resolution of distress and increased perceptions of closeness and support. Both subscales have a theoretical range of 1 to 9. Internal consistency of each subscale was good at all laboratory visits (coefficient of α range=.86-.92 for task reactions and .84-.95 for relationship reactions). Multimedia Appendix 1 provides scale development details.

**Procedure**

All study procedures were approved by the University of Massachusetts Amherst institutional review board.

**Study Design**

This randomized experiment used a pretest-posttest wait-list controlled design to assess whether participants’ behavior changed because of taking the course. Half of the dyads were randomized to an immediate training condition and half to a wait-list control (i.e., delayed training) condition using a random number generator. The dyads in the immediate training condition were recorded while discussing stressors before and after completing the course over a 4-week period, whereas the dyads in the delayed training condition engaged in 2 stressor discussions separated by 4 weeks, then took the course for 4 weeks, and ultimately completed a final stressor discussion. Participants in both conditions were contacted weekly to address any questions or concerns. Figure 1 depicts the participants’ flow through the study.
The randomized wait-list controlled element of this study design enabled us to determine whether behavioral changes could be causally attributed to the course by evaluating between-group differences in behavior change from the first to second laboratory visit. Collecting data on all participants’ pre- and postcourse behavior allowed us to obtain a more precise estimate of the magnitude of behavior change by analyzing data from all participants in a pre-post design.

Stressor Discussions
Stressor discussions were administered by trained research assistants according to a script and took place in treatment rooms in the university’s clinical psychology training clinic, which provided an intimate, comfortable setting along with a means for nonintrusive video recording. At each laboratory visit, participants took turns talking and listening about stressors, taking 30 min each in the talker and helper roles. The order of turn-taking was determined by a coin flip. A careful procedure...
for selecting stressors was used so that the severity of stressors was comparable across laboratory sessions: at visit 1, participants named 3 current stressors, rated their severity, and chose the second-most severe stressor; at subsequent visits, participants named 3 current stressors they had not previously discussed, rated their severity, and chose the stressor closest in severity to the stressor discussed previously.

In the precourse sessions, participants were told to disclose and respond as they would naturally. After taking the course, they were told to talk and respond using the skills they learned in the course; the instructions specified that they should use the skills “as they would when meeting outside of the lab rather than trying to impress anyone” to maximize ecological validity and reduce experimenter demand.

Participants were compensated for their time after each laboratory visit, US $50 for the precourse visits and US $70 for the postcourse visit. To minimize the impact of compensation on motivation to learn, the payment scheme was explained using language intended to encourage participants to construe payment as compensation for their laboratory visits, not for taking the course.

**Data Analysis**

All data analyses were planned a priori. We estimated 2 models to test the effects of the course on each outcome variable. First, to estimate the within-subjects magnitude of change from pre- to posttraining, we aggregated the pretraining and posttraining visits across conditions and tested the effect of time. Second, to establish whether changes could be attributed to the training (as opposed to, eg, repeated testing, maturation, and similar threats to internal validity) through a between-subjects analysis, we examined only the first 2 visits, testing the effects of time, condition, and their interaction to assess whether change from visit 1 to visit 2 was greater in the immediate training condition than in the delayed or wait-list condition. We used multilevel modeling to account for the nesting of time points within persons and the nesting of persons within dyads. As the limited number of data points would make such models unidentified, precluding maximum likelihood or related methods [95], we used Bayesian data analysis in the R package brms [89]. Bayesian data analysis produces a posterior distribution for each parameter that indicates the relative probability of all possible values in light of (1) the observed data and (2) a prior distribution that represents the possible values of the parameters as known or believed before data collection. Parameter estimates are typically summarized by the central tendency of the posterior (eg, the mean of the distribution) and the 95% credibility interval (CI), which is the range that contains 95% of the probability density of the posterior. When the 95% CI excludes 0 (or 1 in the case of odds ratios), one can conclude that an effect likely exists in the population. For all models, conservative priors were chosen, such that posterior distributions were influenced almost exclusively by the data. Unless explicitly stated otherwise, all analyses were planned a priori. More details, including model equations, are given in Multimedia Appendix 1.

**Results**

**Participant Characteristics**

Demographic and baseline clinical characteristics of the sample are provided in Table 1. The average participant’s global psychological symptoms fell 1 SD above the general population (nonpatient) norms, indicating that a substantial proportion of participants were experiencing elevated distress.

Participants reported a variety of relationship types. Most (17/30, 57%) pairs were friends; 20% (6/30) of pairs were in a romantic relationship, 10% (3/30) of pairs were coworkers, 10% (3/30) of pairs were roommates, and 3% (1/30) of pairs consisted of a mother and daughter. One-third of the pairs had been acquainted for less than 1 year, and one-fourth of the pairs had known each other for more than 10 years (median relationship length=2.5 years).
Table 1. Baseline demographic and clinical characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years; n=60)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>24.6 (12.4)</td>
</tr>
<tr>
<td>Median</td>
<td>20.5</td>
</tr>
<tr>
<td><strong>Gender (n=60), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>42 (70)</td>
</tr>
<tr>
<td>Man</td>
<td>15 (25)</td>
</tr>
<tr>
<td>Transman</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Genderqueer woman</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Race and ethnicity (n=60), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White non-Hispanic or Latinx</td>
<td>35 (58)</td>
</tr>
<tr>
<td>East Asian</td>
<td>10 (17)</td>
</tr>
<tr>
<td>White Hispanic or Latinx</td>
<td>5 (8)</td>
</tr>
<tr>
<td>South Asian</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Black</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Native American, Hispanic or Latinx</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Born outside the United States (n=60), n (%)</td>
<td>13 (22)</td>
</tr>
<tr>
<td>Nonnative English speakers (n=60), n (%)</td>
<td>8 (13)</td>
</tr>
<tr>
<td><strong>Educational level (n=60), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Some college education</td>
<td>41 (68)</td>
</tr>
<tr>
<td>Associate’s or technical degree</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Some graduate or professional school</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>6 (10)</td>
</tr>
<tr>
<td><strong>Marital status (n=60), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>51 (85)</td>
</tr>
<tr>
<td>Married</td>
<td>7 (12)</td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Household income (n=55), US $</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>96,000 (86,000)</td>
</tr>
<tr>
<td>Median</td>
<td>80,000</td>
</tr>
<tr>
<td><strong>Income/√ household membersa (n=55), US $</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>54,000 (43,000)</td>
</tr>
<tr>
<td>Median</td>
<td>42,000</td>
</tr>
<tr>
<td><strong>Visit 1 Brief Symptom Inventory T scoreb (n=60)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>60.8 (9.3)</td>
</tr>
<tr>
<td>Median</td>
<td>61.5</td>
</tr>
<tr>
<td><strong>Visit 1 Perceived Stress Scale-10 (n=60)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>18.7 (5.8)</td>
</tr>
<tr>
<td>Median</td>
<td>18</td>
</tr>
<tr>
<td>Ever in psychotherapy (n=60), n (%)</td>
<td>19 (32)</td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Months in psychotherapy (n=19)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>25.8 (31.7)</td>
</tr>
<tr>
<td>Median</td>
<td>10</td>
</tr>
<tr>
<td>Would consider psychotherapy (n=60), n (%)</td>
<td>52 (87)</td>
</tr>
<tr>
<td>Ever on psychiatric medication (n=60), n (%)</td>
<td>11 (18)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Months on psychiatric medication (n=11)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>41.0 (52.4)</td>
</tr>
<tr>
<td>Median</td>
<td>18</td>
</tr>
<tr>
<td>Currently on psychiatric medication (n=60), n (%)</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Would consider psychiatric medication (n=60), n (%)</td>
<td>44 (73)</td>
</tr>
</tbody>
</table>

*aIncome/√ household members is included to adjust total income for household size while accounting for economies of scale.

*bIn psychometrics, the T score refers to a normatively adjusted score with a mean of 50 and an SD of 10 (not to be confused with the t test statistic).

*cRefers to total months of treatment over the course of the lifetime; these months were not necessarily one contiguous course of treatment.

### Effects of the Course on Behaviors and Perceived Helpfulness

Means and SDs for each outcome variable are provided in Table 2. Effect sizes presented in the text represent within-person pre-post training changes. Table 3 displays the estimates for the coefficient of interest for each type of multilevel model. For the first model, the coefficient represents the change from pretraining to posttraining among all participants. For the second model, the coefficient represents the degree to which the change from visit 1 to visit 2 was greater in the immediate training condition than in the delayed training condition. When the 95% CI for this coefficient excludes 0 (or 1 for odds ratios), the change can be attributed to the training. The results for all other fixed and random effects are given in Multimedia Appendix 1.
<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Visit 1&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Visit 2&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</th>
<th>Visit 3&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sentence units uttered</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>239.3 (103.0)</td>
<td>112.6 (62.1)</td>
<td>_&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>252.9 (113.6)</td>
<td>241.5 (77.7)</td>
<td>88.9 (64.2)</td>
</tr>
<tr>
<td>Percent restatement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>3.0 (3.9)</td>
<td>27.9 (25.8)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>3.5 (3.2)</td>
<td>2.2 (4.0)</td>
<td>21.9 (17.4)</td>
</tr>
<tr>
<td>Percent influencing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>30.7 (17.6)</td>
<td>4.8 (6.8)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>40.5 (21.3)</td>
<td>39.7 (17.0)</td>
<td>12.4 (18.2)</td>
</tr>
<tr>
<td>Percent open-ended questions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>2.9 (2.1)</td>
<td>6.1 (6.4)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>2.1 (2.4)</td>
<td>3.7 (3.8)</td>
<td>12.7 (7.7)</td>
</tr>
<tr>
<td>Percent closed-ended questions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>16.1 (9.6)</td>
<td>13.9 (10.5)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>9.1 (6.1)</td>
<td>10.9 (7.0)</td>
<td>18.1 (13.1)</td>
</tr>
<tr>
<td>Percent self-disclosure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>16.6 (13.3)</td>
<td>3.5 (8.2)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>18.3 (13.1)</td>
<td>19.0 (14.9)</td>
<td>5.2 (9.6)</td>
</tr>
<tr>
<td>Percent sympathy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>16.1 (12.1)</td>
<td>15.3 (14.3)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>13.4 (11.5)</td>
<td>12 (9.2)</td>
<td>8.1 (7.7)</td>
</tr>
<tr>
<td>Percent other</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>45.4 (11.8)</td>
<td>33.4 (20.1)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>53.5 (17)</td>
<td>52.3 (17.7)</td>
<td>34.1 (17.9)</td>
</tr>
<tr>
<td>Adherence score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>−17.8 (6.7)</td>
<td>4.1 (8.3)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>−21.3 (8.3)</td>
<td>−22.8 (6.5)</td>
<td>0.9 (12.0)</td>
</tr>
<tr>
<td>CSRS&lt;sup&gt;e&lt;/sup&gt; task reactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>5.4 (1.5)</td>
<td>7.0 (1.5)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>5.4 (1.5)</td>
<td>5.4 (1.5)</td>
<td>7.0 (1.6)</td>
</tr>
<tr>
<td>CSRS relationship reactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate training condition</td>
<td>7.0 (1.4)</td>
<td>7.1 (1.8)</td>
<td>_</td>
</tr>
<tr>
<td>Delayed training condition</td>
<td>6.6 (1.6)</td>
<td>6.6 (1.6)</td>
<td>7.2 (1.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>n=60 at visit 1.
<sup>b</sup>n=22 for immediate training and n=28 for delayed training at visit 2.
<sup>c</sup>n=20 at visit 3 (delayed training condition only).
<sup>d</sup>Cells for the immediate training group are blank for visit 3 because the immediate training group only participated in two laboratory visits (see “Study Design” section).
<sup>e</sup>CSRS: Crowdsourcing Mental Health Session Reaction Scale.
Table 3. Results of Bayesian multilevel models estimating change from pretraining to posttraining among all participants (model 1) and the difference between the 2 conditions in change from the first to second laboratory visits (model 2).

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Pre-post training effect</th>
<th>Pre-post training effect</th>
<th>Visit×condition interaction</th>
<th>Visit×condition interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(model 1), estimate(^a)</td>
<td>(model 1), 95% CI (^b)</td>
<td>(model 2), estimate</td>
<td>(model 2), 95% CI</td>
</tr>
<tr>
<td>Total sentence units uttered(^c)</td>
<td>-1.88</td>
<td>-2.21 to -1.54</td>
<td>-1.97</td>
<td>-2.47 to -1.46</td>
</tr>
<tr>
<td>Behavior categories(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restatement</td>
<td>16.44</td>
<td>7.92 to 34.81</td>
<td>28.50</td>
<td>6.89 to 119.1</td>
</tr>
<tr>
<td>Influencing</td>
<td>0.09</td>
<td>0.04 to 0.16</td>
<td>0.14</td>
<td>0.07 to 0.28</td>
</tr>
<tr>
<td>Open-ended questions</td>
<td>3.63</td>
<td>2.46 to 5.42</td>
<td>1.40</td>
<td>0.59 to 3.22</td>
</tr>
<tr>
<td>Closed-ended questions</td>
<td>1.15</td>
<td>0.84 to 1.55</td>
<td>0.63</td>
<td>0.36 to 1.07</td>
</tr>
<tr>
<td>Self-disclosure</td>
<td>0.05</td>
<td>0.01 to 0.16</td>
<td>0.09</td>
<td>0.03 to 0.25</td>
</tr>
<tr>
<td>Sympathy</td>
<td>0.86</td>
<td>0.59 to 1.23</td>
<td>1.08</td>
<td>0.59 to 1.95</td>
</tr>
<tr>
<td>Other</td>
<td>0.51</td>
<td>0.36 to 0.71</td>
<td>0.64</td>
<td>0.36 to 1.13</td>
</tr>
<tr>
<td>Adherence score(^e)</td>
<td>1.64</td>
<td>1.39 to 1.9</td>
<td>1.90</td>
<td>1.48 to 2.32</td>
</tr>
<tr>
<td>Perceived session helpfulness(^f)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSRS(^f) task reactions</td>
<td>0.96</td>
<td>0.69 to 1.26</td>
<td>1.00</td>
<td>0.41 to 1.56</td>
</tr>
<tr>
<td>CSRS relationship reactions</td>
<td>0.28</td>
<td>-0.06 to 0.62</td>
<td>0.20</td>
<td>-0.38 to 0.77</td>
</tr>
</tbody>
</table>

\(^a\)Estimate: mean of estimated posterior distribution.  
\(^b\)95% CI: 95% credibility interval.  
\(^c\)Count variable with Poisson link function; coefficients are in log units.  
\(^d\)Binomial or Bernoulli distributed variables with logistic link function; coefficients are in odds ratio units. For model 1, the estimate represents the relative odds of the behavior at posttraining compared with pretraining; for model 2, the estimate represents the degree to which the relative odds of a behavior at visit 2 compared with visit 1 were higher or lower in the group that underwent immediate training.  
\(^e\)Metric variables with identity link function; coefficients are in standardized units (ie, SDs).  
\(^f\)CSRS: Crowdsourcing Mental Health Session Reaction Scale.

**RQ 1: How Much Does the Course Change the Use of Specific Helping Skills?**

At baseline, participants’ behaviors were typical of untrained supportive conversations. We observed signs of positive intentions and a lack of hostility (eg, criticism was rare, and advice and encouragement were common). However, helpers did not spontaneously display several other behaviors recommended by supportive psychotherapy guidelines. For example, participants spent more than one-third (34%) of the pretraining session, on average, trying to influence the talker through advice giving and related behaviors, and they delivered relatively few restatements or open-ended questions (approximately 3% on average for both categories; note that the averages reported in the text of this section represent mean values, aggregating across both the immediate and delayed training groups).

After training, we observed that participants changed their behavior to more closely match the supportive psychotherapy guidelines taught. As evidenced by the between-group comparisons, the course had strong effects on several of these baseline behaviors in line with our hypotheses. Helpers decreased their overall volume of speech (\(d=-1.5\) for within-person change from pretraining to posttraining) from an average of 163 (SD 82) utterances per 30 min of discussion time before training to an average of 34 (SD 36) utterances posttraining. They increased their frequency of restatements (\(d=1.0\)); on average, restatements formed 3% (SD 4%) of the session at baseline and grew to 25% (SD 22%) posttraining. Helpers also decreased average attempts to influence the talker (\(d=-1.6\)) from 34% (SD 18%) of the session at baseline to 8% (SD 14%) posttraining. Taking the course decreased self-disclosure (\(d=-0.8\)) from 18% (SD 14%) to 4% (SD 9%) and speech behaviors in the other category (\(d=-0.8\)) from 48% (SD 15%) to 34% (SD 19%).

Evidence of an effect on open-ended questions was more equivocal: open-ended questions increased (\(d=0.8\)) from around 3% (SD 3%) to 9% (SD 8%), but the 95% CI for the visit by condition interaction included an odds ratio of 1, so one cannot claim with certainty that change was because of the course. There was no strong indication that participants changed closed-ended questions (\(d=0.2\)) or expressions of sympathy (\(d=-0.1\)).

**RQ 2: Does the Course Increase Helpers’ Overall Adherence to Helping Skills Guidelines?**

Adherence scores greatly increased from an average of -20.0 (SD 7.0) at pretraining to +2.6 (SD 10.2) at posttraining (\(d=2.1\)). The between-group analysis showed that this change can be causally attributed to training.
RQ 3: Does the Talker’s Perception of Session Helpfulness Increase After Taking the Course?

On the CSRS task reactions scale, participants indicated that they perceived more progress in developing insight and solving problems in their sessions after taking the course ($d=1.1$), going from an average score of 5.4 (SD 1.5) to an average score of 7.0 (SD 1.6). In contrast, there was no reliable evidence for change in the CSRS relationship reactions subscale, which represents feelings of understanding and support between peers ($d=0.3$); the average score was 6.8 (SD 1.5) pretraining and 7.1 (SD 1.9) posttraining.

Accounting for Attrition as a Potential Confound

Overall, 30% (9/30) of dyads withdrew, 4 of the 9 (44%) from the immediate training condition and 5 of the 9 (56%) from the delayed training condition (not a significant difference; $\chi^2_{1}=0.1; P=.79$). The most endorsed reasons for attrition were difficulty finding time or motivation to work on the course, stress from the additional workload conferred by the course, and interference from unanticipated life events. There were no differences in psychological symptoms or stress between those who withdrew and those who did not, and there were no differences in demographic characteristics. Individuals who withdrew were more likely to report past psychotherapy (66.7% vs 16.7%; $\chi^2_{1}=12.3; P<.001$) and current psychiatric medication use (33.3% vs 7.1%; $\chi^2_{1}=6.8; P=.02$) than individuals who completed the study. There was also a marginally significant difference in household income (divided by the square root of the number of household members to adjust for household size and economies of scale), with those who withdrew coming from higher-income households (median US $61,500 for withdrawing and US $35,800 for completers; two-tailed t$_{25.4}=1.94; P=.06$).

In most trials, participants decide whether to withdraw of their own accord, raising the possibility that differences in outcome are due to self-selection rather than to the effects of the intervention. In this study, attrition from the study took place pairwise: if one participant wished to exit the study, that person’s peer left as well; consequently, withdrawal from the study was not perfectly correlated with intention to remain in the study. All participants (regardless of whether they left the study prematurely) retrospectively rated on a 10-point Likert scale how much they had wanted to withdraw versus remain. Withdrawers indicated a greater desire to leave the study (mean 5.8, SD 2.1) than completers (mean 4.5, SD 2.1; $d=0.60$), although the difference failed to achieve statistical significance ($P=.09$). Thus, there is still some possibility of self-selection affecting the results, such that participants who withdrew from the study might have shown no skill improvement, attenuating effect sizes.

By statistically controlling for the desire to withdraw, one can potentially model the missing data mechanism so that the assumption of missingness at random is met, reducing or eliminating bias in effect estimates [96]. Therefore, we conducted a post-hoc analysis in which we re-estimated the models used to investigate changes from pre- to postraining, now while controlling for desire to withdraw and the interaction between desire and time point. All of the 95% CIs for effects of motivation to withdraw included 0, and other coefficients remained similar, suggesting that attrition is unlikely to be a meaningful source of bias in the results. The detailed results are presented in Multimedia Appendix 1.

Discussion

Principal Findings

The goal of this study was to test the efficacy of a web-based course for teaching counseling skills to nonprofessionals, including those with elevated psychological symptoms. The course caused participants to change most of their helper speech behaviors in the hypothesized directions. Participants spoke less during a mock CMH session and they spent less time talking about themselves, suggesting that they learned to focus their attention on the talker. They increased their use of restatements and decreased their attempts to influence the talker. They also slightly increased their use of open-ended questions, although there was insufficient evidence that this increase was caused by taking the course, and there was no decrease in closed-ended questions. Overall, participants showed substantial increases in aggregate adherence scores. In addition, participants reported more progress in problem solving and insight during counseling sessions after taking the course, which may indicate that peer counseling using this model could improve mental health.

These findings provide cause for optimism that nonprofessionals can learn to deliver therapeutic ingredients via primarily self-directed web-based courses. This model—reciprocal peer delivery of techniques derived from supportive psychotherapy that are taught via a self-directed web-based course—has a variety of advantages that enable it to address gaps in traditional mental health care. First, it addresses practical barriers to treatment access because it does not require working with professionals (who often have limited availability), has no financial cost, and can be conducted in flexible times and places. Second, it addresses attitudinal barriers by not requiring participants to identify as mentally ill or see themselves as needing help (instead, they are in an egalitarian relationship). Third, it addresses gaps in the treatment of subclinical symptoms and distress by using a transdiagnostic treatment (supportive psychotherapy) that is appropriate even in the absence of a diagnosable mental illness. In addition to these gap-addressing features, it has the additional potential to increase feelings of intimacy and perceived social support and to provide the psychological benefits of delivering care in a way that is not present in psychotherapy with a professional.

The evidence suggests that supportive psychotherapy is efficacious for a variety of conditions, but it may not be as powerful as other treatments (eg, those that target specific symptoms of a disorder), especially if delivered by peers. However, even if such peer-delivered interventions are not as powerful as those delivered by professionals and even if only a subset of laypeople can learn the skills, disseminating therapeutic ingredients through nonprofessionals could improve public health by reaching large numbers of people who might not otherwise receive mental health support. One can imagine numerous permutations of peer-delivered interventions for the many settings where need is great and access or willingness to
use traditional psychotherapy is low. Continued research and development of web-based training programs such as CMH that use the reciprocal peer counseling model is warranted.

Despite the clear impact of the course on most behaviors and perceived helpfulness, this study also suggests that refinements might be needed to improve its efficacy and reach. Perhaps the largest concern is attrition: 30% of the participants chose to withdraw from the study. Although this value is comparable with dropout rates for psychotherapy trials [97,98] and trials of smartphone apps to treat anxiety and depression [48] and is low relative to the 80% to 90% rate often cited for massive open online courses [99], it suggests the course could be modified to increase motivation or decrease learner burden. Interestingly, individuals who withdrew from the study were no more psychologically distressed or symptomatic than those who continued, but they were more likely to have experience using professional mental health services and had marginally higher household income. They may have had greater access to or comfort with traditional treatment and thus felt a less pressing need to learn an alternative tool for mental health support. Regardless of their reasons for withdrawing, some participants clearly found the course burdensome; although the course had no financial cost, the version used in this study requires considerable time and effort. Maximizing scalability for CMH and related courses means minimizing the time and effort cost without compromising efficacy. Anecdotally, participants seemed to find the lessons on talking more onerous than the lessons on helping; thus, for future iterations of the course, we plan to reduce or eliminate the talking skills lessons and replace them with real-time, in-session topic prompts [100], in addition to using participant feedback to make the helper lessons more enjoyable.

Finally, reported feelings of interpersonal closeness and support assessed via the CSRS relationship reactions subscale remained stable (there was a small increase, but a zero increase was a credible value in the Bayesian models). This may be attributable to a ceiling effect: participants’ ratings of their relationship-related perceptions in the first mock session were high. It is also likely that measurable changes in perceptions of support giving in relationships require more than one counseling session, especially in established relationships in which perceptions of the other person’s supportive behavior may draw on information from numerous interactions. Nevertheless, future iterations of the course can draw on close relationships and communication research to identify more ways to foster feelings of closeness and support.

**Generalizability**

The study’s sample was fairly culturally diverse, with approximately 40% of participants identifying as non-White (compared with about 25% of the US population), and more than 1 in 5 participants born outside the United States. Several were recent English language learners, and one of these informally commented that she found the English of the course accessible and useful for practicing her English skills. The success of the course with this sample suggests that it is at least effective in teaching people with diverse cultural and linguistic backgrounds. However, this does not mean that it will be successful in improving the mental health of individuals from all cultures, especially considering that culturally adapted psychotherapy is more effective [101] and that there are cultural differences in preferred and delivered social support styles [102,103].

In addition, the course’s educational efficacy for individuals with less formal education or technology experience remains unknown because most participants were college educated or current students and, thus, may have been particularly well-equipped to learn from the course. Adaptations may be warranted for other populations. Fortunately, even if delivering these skills in this format to individuals with less education or comfort with technology is found to be impractical, CMH could still have a public health impact. It could, for example, be deployed with college students, addressing rising psychological distress and the shortage of mental health services on college campuses [104]. However, it would be ideal to make CMH accessible to as many individuals as possible; thus, further research must assess whether a redesign is needed to reach those without a college education.

Although we made efforts to make the study as ecologically valid as possible (eg, framing compensation as payment for study visits rather than completing the course; encouraging participants to speak “as [they] really would in everyday life, without trying to impress anybody”), it must be acknowledged that learners might engage with the course material differently or adhere less to the supportive psychotherapy skills if they are not monitored by research staff or financially incentivized to participate. This limitation to ecological validity highlights the need to make the course truly intrinsically motivating to facilitate adherence.

**Limitations and Future Directions**

In addition to some limitations to generalizability, the study’s scope (ie, assessing the impact of the course on skill performance immediately after training) limits the conclusions that can be drawn. In particular, the mental health impact of applying CMH skills has not been rigorously investigated. As a proxy for the impact of the intervention, participants rated the perceived helpfulness of their sessions, but there is no guarantee that what participants viewed as helpful in the short run would have positive effects on psychological symptoms in the long run. Furthermore, because participants were not blinded to condition, the measured increase in perceived session helpfulness could be driven by a placebo effect or experimenter demand.

Furthermore, because the mental health effects of engaging in these peer counseling sessions were not assessed beyond the immediate postsession reaction, we could not thoroughly assess any harm or risks that could result from participating. For example, it is possible that peers could use these sessions as an opportunity to air grievances with each other or to gossip about mutual acquaintances, damaging their relationships. We attempted to mitigate this possibility by including instructions in the course that (1) discourage partnering with a peer with whom one has a contentious or familial relationship and (2) proscribe discussing a stressor that directly involves one’s development of web-based training programs such as CMH that use the reciprocal peer counseling model is warranted.
partner (instead, we encouraged learners to find a neutral third party with whom to discuss such topics).

Peers could also disclose extremely troubling or traumatic material, or indications of risk such as suicidal thoughts, to which nonprofessionals rarely have the skills to respond. For the purposes of this study, participants were instructed not to discuss such material with their peers, but instead to contact a professional or the research staff if they needed to talk about such topics. (They were provided with extensive local referral information.) If the course were launched to the general public, additional safeguards would need to be put in place, such as easy access to crisis hotlines along with materials that have been empirically demonstrated to increase utilization of crisis services [105] and instructions for responding to a suicidal peer, among others.

A potentially more common risk is that peer counseling partners engage in co-rumination, a process that involves repetitive discussion and speculation about problems and has demonstrable negative as well as positive effects (ie, on relationships and mental health) [106-108]. This risk was one of the reasons we included instructions for the talker that encouraged talkers to identify proactive coping or problem-solving actions within a session or two rather than repeatedly rehashing problems. Despite the inclusion of these mitigations, it is impossible to perfectly control peer counseling behaviors, so harm could result from participating. The question is whether the benefits outweigh these risks and whether these harms would have occurred anyway in the absence of a formal peer counseling program (ie, friends may disclose distressing material or suicidal thoughts in everyday life, and the addition of a structured counseling program may not affect the frequency of such disclosures).

An additional limitation of this study is the absence of a follow-up timepoint to assess the durability of the training. It is possible that as they engage in repeated reciprocal peer counseling sessions over time, CMH users may forget the material or drift toward their typical interaction styles. Periodic self-assessments and booster training sessions may be needed to maintain skills over time.

Future work should aim to remedy the limitations of this investigation. As a first step, the course must be revised to reduce the time and effort required to complete it (eg, by replacing the talker lessons with in-session discussion prompts). Next, it is essential to assess the longer-term mental health effects as well as risks of harm that result from engaging in repeated CMH sessions with a peer. These studies should be conducted in naturalistic settings, to the degree possible, while maintaining some monitoring (eg, through regular assessment) for ethical reasons. These longer-term studies must also assess whether skills erode over time and whether such erosion can be prevented with self-assessment tools (to check whether one has followed guidelines) and/or booster training sessions.

To maximize its reach, CMH is also likely to require tailoring to specific populations (eg, individuals with less education or experience with technology, particular cultural groups, or others). The tailoring process can begin with qualitative research (eg, focus groups, interviews, and pilot testing) to drive initial revisions to the course, followed by experimental assessments of the updated course’s effects on skills and the longer-term mental health effects. Importantly, early steps in this process may reveal that CMH’s defining features do not adequately address the unique needs or barriers experienced by a particular group and that it is necessary to develop entirely different innovative interventions.

When the course is eventually launched at scale, frequent A/B testing (controlled experiments comparing two different versions of a website or software) can be used to fine-tune it to be as effective as possible, to tailor it further to specific populations, to eliminate exercises that do not increase skill, and to make other refinements.

Conclusions
This study demonstrates the feasibility of teaching empirically supported counseling skills to pairs of nonprofessionals via a highly scalable web-based course. Although the model may not be able to reach all populations, this study demonstrates the potential of the CMH model to fill important gaps in the current mental health care system. Further research and refinement are necessary to assess the mental health effects of the course and to ensure that it is effective for diverse groups. Our results underscore that reciprocal, peer-delivered interventions disseminated via web-based courses have the potential to fill gaps in mental health care, thus enabling evidence-based treatment ingredients to reach individuals who might otherwise not be served by the existing mental health care system.
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Abstract

Background: The internet has become a major source of health care information for patients and has enabled them to obtain continuous diagnosis and treatment services. However, the quality of web-based health care information is mixed, which raises concerns about the credibility of physician advice obtained on the internet and markedly affects patients’ choices and decision-making behavior with regard to web-based diagnosis and treatment. Therefore, it is important to identify the influencing factors of continuous use of web-based diagnosis and treatment from the perspective of trust.

Objective: The objective of our study was to investigate the influencing factors of patients’ continuous use of web-based diagnosis and treatment based on the elaboration likelihood model and on trust theory in the face of a decline in physiological conditions and the lack of convenient long-term professional guidance.

Methods: Data on patients with diabetes in China who used an online health community twice or more from January 2018 to June 2019 were collected by developing a web crawler. A total of 2437 valid data records were obtained and then analyzed using correlation factor analysis and regression analysis to validate our research model and hypotheses.

Results: The timely response rate (under the central route), the reference group (under the peripheral route), and the number of thank-you letters and patients’ ratings that measure physicians’ electronic word of mouth are all positively related with the continuous use of web-based diagnosis and treatment by patients with diabetes. Moreover, the physician’s professional title and hospital’s ranking level had weak effects on the continuous use of web-based diagnosis and treatment by patients with diabetes, and the effect size of the physician’s professional title was greater than that of the hospital’s ranking level.

Conclusions: From the patient’s perspective, among all indicators that measure physicians’ service quality, the effect size of a timely response rate is much greater than those of effect satisfaction and attitude satisfaction; thus, the former plays an essential role in influencing the patients’ behavior of continuous use of web-based diagnosis and treatment services. In addition, the effect size of electronic word of mouth was greater than that of the physician’s offline reputation. Physicians who provide web-based services should seek clues to patients’ needs and preferences for receiving health information during web-based physician-patient interactions and make full use of their professionalism and service reliability to communicate effectively with patients. Furthermore, the platform should improve its electronic word of mouth mechanism to realize its full potential in trust transmission and motivation, ultimately promoting the patient’s information-sharing behavior and continuous use of web-based diagnosis and treatment.

(J Med Internet Res 2020;22(9):e18737) doi:10.2196/18737
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Introduction

Background

In recent years, health care in China has been confronting problems such as increasing numbers of patients with chronic diseases and intensified population aging. With the continuous increase of the number of “netizens” as well as the popularization of web-based health care services [1], the internet has become an essential channel for the dissemination of health care information, providing an opportunity to alleviate the abovementioned problems. Specifically, integration of the internet and health care services has established new communication channels for people to seek medical services on the internet, including health information searches, web-based inquiries, and web-based registration. By assembling high-quality medical resources from various places, the rich information flow allows precise matching between suitable medical service suppliers and patients in need, consequently aiding the balance of medical resource distribution to a certain extent [2]. Furthermore, through web-based inquiry, health counseling, health care activities, and health-themed education, these Web 2.0–based online health communities also provide information support and social support to patients [3,4], exerting positive impact on their self-management of their health and daily disease control through communication [5].

At present, prevention and treatment of diabetes is a major public health problem in China. Diabetes is a chronic and noncommunicable disease that is characterized by long duration, high disability rates, and a wide range of complications [6]. The treatment and control of diabetes is complicated, and long-term professional scientific management is necessary to achieve the goal of reducing acute and chronic complications [7]. Even in daily life, patients with diabetes may experience physical discomfort; obtaining health-related information through the internet can not only cater to patients’ individual needs but can also help decrease costs and greatly increase the efficiency of informational retrieval [8]. By definition, online health communities are places where users can engage in activities such as knowledge sharing and member exchange with regard to health- or treatment-related issues [9]. Web-based inquiry is a vital driving force for the development of online health communities. Physician-patient inquiry is not only the main service provided by online health communities; it is also the most important web-based activity for patients. With guidance in treatment management, medication management, dieting management, etc., communication between patients, family members of patients, and attending physicians is becoming more efficient; this can help patients achieve self-management of their health. The literature on online health communities mainly focuses on knowledge sharing, web-based health information–searching behavior, physician-patient interactions, and web-based health management [10-13]. Few studies have investigated trust and continuous diagnosis and treatment in the context of web-based medical environments. Although there are exceptions, trust is often examined as one of many influencing factors; however, in-depth research of trust is lacking. For example, through questionnaire research, Deng et al [14] found that the credibility of websites, hospitals, and physicians, as well as perceived benefits and perceived risks, have significant effects on the trust of patients who use web-based services. Yi et al [15] designed experiments to examine health information searching behavior and found that the quality of evidence, expertise of the source, perceived information quality, and perceived risk significantly affected users’ trust in network health information. Additionally, web-based inquiry breaks the patient’s constraints in seeking medical care in the sense that that online health communities not only bring together physicians and patients from all over the country to realize mutual assistance regarding knowledge and emotion [16] but also help avoid the embarrassment of face-to-face communication about certain diseases [17].

Prior studies showed that 26% of adult internet users have browsed and viewed others’ published experiences concerning health and medical care [18], and 16% of internet users are willing to find groups with the same health problems through the internet; among these, patients with chronic diabetes are even more inclined to search for disease information and interact with each other on the internet [16]. Therefore, from the perspective of the patient, by analyzing posting data on disease-related questions by patients with diabetes and the top-rated answers from physicians crawled from an online health community and surveyed with a questionnaire, in this paper, we develop a conceptual model to explore factors that influence the continuous use of web-based diagnosis and treatment by patients with diabetes based on the elaboration likelihood model (ELM) and trust theory. The patients’ continuous use of web-based diagnosis and treatment in the present study refers to the patients’ repeated behavior of using an online health community for inquiry, consultation, and help services. Overall, this study not only enriches the strand of empirical research on the web-based interactions, web-based inquiries, and health self-management of patients with diabetes but also has practical implications for the operation and development of online health communities.

Prior Literature

Literature on User Behavior in Online Health Communities

At present, the Chinese literature on user behavior in online health communities mainly comprises various types of behavior, such as information disclosure, information acquisition and searching, information sharing, information service usage and continuous usage, and social support behavior. With regard to the methods, questionnaire surveys and user interviews [19] are the most important approaches for studying user behavior in online health communities in China. However, considering that questionnaire data is subjective in nature and limited in quantity, objective data from the network of the online health community are used in research on user behaviors in these communities. For instance, the impact of user competition on health status was explored in the context of an online weight-loss community [20]. In another study, web-based data from the Good Doctor online health community was obtained using a web crawler, and multiple regression analysis was then conducted to examine the impact of physicians’ and patients’ behavior in online health communities on the knowledge exchange effect [21]. In addition,
techniques such as text mining and content analysis have been applied to the analysis of network data, thus expanding the research methods used to study user behavior in online health communities. For example, by applying text mining, users’ question data can be captured based on the keyword hypertension and then analyzed; it was found that the informational needs of users in a hypertension health community were mainly concentrated on daily disease management, disease diagnosis and treatment, and the expectation of patients to receive emotional support from society [22]. Applying content analysis to subdivide group behavior into six types for a cancer-themed group on the QQ social media platform, the analysis of different types of behavior showed that the most important types of behavior were emotional support, knowledge sharing, and off-topic behavior [23].

In recent years, the application of social network analysis to research user behavior in online health communities has developed gradually. For instance, based on posting and replying data for half a year as well as on users’ personal information in Tianmijiaoyuan, an online diabetes health community, Liu et al [24] used an exponential random graph model to explore how network structure and node attributes affect the establishment of users’ reply networks. Zhai et al [16] conducted statistical analysis and social network analysis on user data from the Baidu Quitting Smoking Post Bar; they found that the user group was gradually decreasing in size and that the loss rate was also accelerating. In addition, social network analysis was used to study users’ knowledge-sharing behavior [25] and information dissemination and interaction behavior [26] in online health communities.

**Physician-Patient Interaction and Patients’ Trust**

Physicians are among the most important participants in online health communities. Due to the information asymmetry in online health communities, physicians’ personal information, responses to patients’ consultations, and electronic word-of-mouth reputation can effectively help patients distinguish between physicians at different professional levels to make efficient decisions. For example, some studies have found that a physician’s electronic word-of-mouth reputation, efforts, and service price significantly influence the quantity of their medical inquiry, and the relationship between reputation and inquiry quantity is partially mediated by service price [27]. Moreover, for different diseases, the influencing factors of physicians’ contribution behavior exert varying degrees of impact within different time lengths [28]. Concerning physician-patient interactions, existing research has mainly been conducted from the perspectives of knowledge exchange, physician-patient communication, and physician-patient trust. For example, according to knowledge exchange theory, the impact of behaviors of both physicians and patients (amount of knowledge exchanged, trust, cost, benefits, etc.) on the effectiveness of knowledge exchange was empirically verified [29]. The interaction between physicians and patients was studied from the aspects of the physicians’ degree of activity, patients’ visits, and patients’ satisfaction [22]. By integrating trust factors with perceived benefit and perceived risk, the influencing factors of physician-patient trust in online health services were also explored based on the conceptual framework of web-based trust [14].

Trust is considered to be a basic factor in the formation of successful relationships [30]. In particular, recent studies have focused on the relationship between trust toward providers of products and services and customers’ intentions to make web-based purchases [31]. Among various contexts, patients’ trust can be defined as the patients’ belief and expectation that a medical service provider will take actions that are beneficial to them when they lack the capability to supervise physicians [32]. Previous studies found that trust toward members impacts web-based participation behavior, such as seeking and providing information in focus groups [33]. Hospital rules and regulations as well as the physician’s professional skills and service attitudes will have an impact on patient trust. These factors usually exert roles in the context of medical institutions, medical staff, and medical treatment situations [34]. At the same time, patients’ trust will affect their own health [35]. In particular, information obtained from credible sources is often considered to be more useful and is treated as the basis for decision-making [36].

To conclude, it can be found that literature studies on users in online health communities mainly focus on users’ relationship networks, users’ behavior regarding health information, physician-patient interaction, and patients’ trust. Additionally, some studies have addressed the subjects of methods for calculating similarity among virtual health community users [37], emotional expression of users in online health communities [38], a member's value co-creation model and its influencing factors [39], and the algorithms of sentiment analysis for user reviews on the internet [40].

**Theoretical Basis and Hypotheses**

**Theory of the ELM**

The ELM is a social psychology model. It is a theoretical model that was proposed by Petty and Cacioppo to explain users’ attitudes towards persuasive information changes [41]. It is believed that there are two development routes for changes in personal attitudes: the central route and the peripheral route [41]. The difference between the two routes is mainly reflected in the type of energy input or by information processing differences regarding verbosity. The attitude of the central path mainly comes from a careful evaluation of the information available and the possible benefits of adopting this attitude. This path requires individuals to think critically about the arguments contained in a message and to examine the arguments’ relative advantages and relevance. Then, the judgment of the target behavior is formed. Conversely, in the peripheral route, users mainly rely on tips about the target behavior to make a judgment, such as the number of existing users and information technology experts’ approval.

As a model of persuasion, the ELM is widely used in social psychology, management, marketing, and other fields. Bhattacherjee et al [42] explored how information processing processes affect users’ information technology based on detailed likelihood models and examined how long these effects last. Research finds that quality and information credibility affect user intentions. Filieri and McLeay [43] used a detailed description of user behavior and attitude.
Influencing Factors of Patients’ Continuous Diagnosis-Treatment Behavior Under the Central Route

According to the theory of the ELM, when individuals have sufficient motivation and capability, they will think carefully about and make judgments on the quality of argument information; finally, they will form their attitude and behavior towards the information accordingly [48]. For a web-based inquiry service, the homepage of the registered physicians can display evaluations of the service quality by treated patients. These evaluations mainly include patients’ rating of and satisfaction with the physician’s web-based service attitude and service outcomes, respectively reflecting their levels of professionalism and medical technology. As a special commodity service, through web-based medical inquiry, patients often expect physicians to respond quickly to help them solve their personal problems in a timely manner. Usually, if the patients’ satisfaction with the web-based inquiry service and the quality of a physician’s web-based service are high, the risk perceived by the patients will be lower, and they will expect to obtain more professional and effective medical advice and better service. Research shows that informational interaction between consumers and sellers can promote consumers’ trust in sellers and their behavioral intentions [49]. Therefore, a timely response rate, as a characteristic of web-based physician-patient interactions, may positively affect a patient’s online treatment behavior. Therefore, based on the above analyses, the following hypotheses are proposed:

H1: Satisfaction with service attitude has a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

H2: Satisfaction with service outcome has a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

H3: Physicians’ timely response rate has a positive impact on patients’ behavior toward continuous use of web-based diagnosis and treatment.

H4: The effectiveness of physicians’ advice has a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

Influencing Factors of Patients’ Continuous Use of Web-Based Diagnosis and Treatment Under the Peripheral Route

Trust propensity varies depending upon an individual’s personality, resulting in different degrees of trust in an environment [50]. Therefore, internet users’ trust in a website is influenced by their personal trust propensity traits. Even for users in the same network, their different trust propensities can lead to different degrees of trust [51]. Studies have found that trust propensity will affect a user’s acceptance of new things, their attitudes towards network communities, and the the degrees of interaction among community members in unfamiliar environments [52]. The higher the individual’s trust propensity, the higher their degree of acceptance of new things or information and the greater their tendency to exchange, communicate, and interact with other community members. A reference group refers to individuals or groups that are closely related to an individual’s evaluation, pursuits, or behavior [50]. These groups have an impact on users’ behaviors, lifestyle, attitudes, etc. [53] When users face complex products that lack relevant information, they are more inclined to obtain information from reference groups. Hence, based on the above illustration, an individual’s trust propensity and reference group can be classified as influencing factors under the peripheral route, and the following hypotheses are proposed:

H5: An individual patient’s trust propensity has a positive effect on the patient’s behavior toward continuous use of web-based diagnosis and treatment.

H6: The credibility of the reference group has a positive effect on patients’ continuous behavior toward web-based diagnosis and treatment.

Trust Theory

Trust theory was originally proposed by Luhmann [54] to verify changes regarding users’ long-term relationships. This theory has since been applied widely in various disciplines. Trust theory states that users have confidence in network providers, and their willingness to rely on them increases during the process of opinion adoption and purchase payment in the context of shopping on the internet. Existing literature has mainly examined factors that affect web-based consumption, such as product reputation, word of mouth, brand, reliability, etc., and we found that consumer trust is related to factors such as the seller’s reputation, word of mouth, and consumer interest–related guarantee mechanisms [55]. Furthermore, product safety and reliability can influence a customer’s purchase intention by affecting customer trust [56].

The Impact of a Physician’s Offline Reputation on Patients’ Continuous Use of Web-Based Diagnosis and Treatment

All registered physicians in online health communities are required to provide real-name authentication and must display rank information in terms of their professional skill (eg, resident or attending physician) and the hospitals where they work (eg, tier 1C). Generally, the hospital’s ranking represents the medical level of the hospital as a whole. The rank of the physician represents their own professionalism. A higher professional title indicates that the physician has rich clinical experience and a
higher degree of professionalism. Therefore, in web-based medical inquiry services, patients believe that a physician with a higher rank who is affiliated with a higher-ranked hospital will have better professional performance and higher authority; therefore, they are more likely to choose that physician. As a matter of fact, a physician’s title is indeed a good indicator of their performance and knowledge. This is usually qualified based upon comprehensive evaluations of a physician’s academic background, work experience, and certificate of their professional qualification examination [57]. As a result, a physician’s title can improve patients’ recognition and trust of that physician and can thus promote patients’ behavioral intentions. Based on the above illustration, the following hypotheses are proposed:

H7: The physician’s professional title has a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

H8: The hospital’s ranking has a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

The Impact of a Physician’s Electronic Word of Mouth on Patients’ Continuous Use of Web-Based Diagnosis and Treatment

An online health community platform can capture various forms of feedback, such as the number of thank-you letters sent by patients and the patients’ rating of the platform. Specifically, after receiving web-based inquiry services from physicians, patients usually give positive feedback such as thank-you letters and satisfaction ratings to express gratitude or recognize the physician’s professionalism. This type of information is publicly shared on the internet and can improve other patients’ understanding towards the physician, reducing the negative impact of asymmetric information between physicians and patients and helping patients with decision-making. Studies have found that on social media websites, electronic word of mouth can affect users’ purchase intentions through trust transfer and then affect their purchase decisions [58,59]. Based on the above illustration, the following hypotheses are proposed:

H9: The number of thank-you letters has a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

H10: Ratings by other patients have a positive effect on patients’ behavior toward continuous use of web-based diagnosis and treatment.

In summary, public information in a web-based medical community is the main basis for patients’ perception and trust-building towards web-based physicians and determines whether they will choose their services. Therefore, in this study, after controlling for the effect of the platform on the choice of physician by patients with diabetes, we established a conceptual model (Figure 1) in which a patient’s behavior toward continuous use of web-based diagnosis and treatment is conjointly influenced by factors through both the central route and peripheral route as well as by factors such as the physician’s electronic word of mouth and offline reputation. Furthermore, patients with diabetes are considered as a whole in this study, and individual characteristics of the patients are not taken into consideration in this model.

Figure 1. Influencing factor model of behavior toward continuous web-based diagnosis and treatment for patients with diabetes. ELM: elaboration likelihood model.
Methods

Data Collection
In this study, the data were obtained from an online medical community, WeiYi [60], which archives information about patients' activities related to web-based diagnosis and treatment. Because patients form their perceptions toward physicians by browsing information on the website and then select a physician for medical inquiry, a web crawler was developed to collect the data. As noted, the focus of the present study is to analyze the influencing factors of the continuous use of web-based diagnosis and treatment by patients with diabetes. The crawler program was written in Python language, and data spanning January 2018 to June 2019 that documented patients with diabetes who had ≥2 medical inquiry records were collected. The data include basic information about physicians and hospitals, the patients' web-based inquiry procedures, and the patients' feedback. Furthermore, the patients' age and sex information were provided by WeiYi authorities. After matching the patients' ID from the two sources, 4100 pieces of raw data were obtained after excluding missing values. Then, the data information that measure the variables in the conceptual model were identified in a stepwise process to conduct the empirical analysis.

The independent variables were selected based on the conceptual model. The corresponding empirical indicators were selected according to the data provided by the website. The physicians' offline information (ie, professional title and hospital ranking level) represented the variable of the physicians' reputation. The indicators for the patients' central route processing were service quality and information quality, of which service quality was measured by the patient’s satisfaction with the service attitude and service outcome as well as the timely response rate, while information quality was measured by the effectiveness of the physician's advice. The indicators for the patient’s peripheral route processing were trust propensity and the reference group (ie, feasibility of information provided by the group). The indicators for a physician’s electronic word-of-mouth reputation were the patients' rating and the number of thank-you letters. The index of service price was obtained directly based on the actual paid price.

The dependent variable is the goal of the research model. As mentioned, the patients' continuous use of web-based diagnosis and treatment in the present study refers to the patients' repeated behavior of using the online health community for inquiry, consultation, and help services. Therefore, patients with ≥2 inquiries were selected, and the total number of these patients’ inquiries was measured as the dependent variable to explore its influencing factors.

Data Analysis

Data Preprocessing
Data that met descriptive statistical requirements were obtained through text mining and data cleaning, and data required for correlation analysis and regression analysis were obtained through data transformation. The data preprocessing steps included valid field data matching, character field assignment conversion, null value processing, descriptive statistical analysis, data transformation (normalization and standardization), and outlier rejection.

Data Cleaning
According to the variables operationalized in the definition, irrelevant original data were deleted. Then, data collected through the web crawler were matched and integrated with the patients’ ID information. The rules of the character field assignment conversion were as follows. Physicians’ professional titles were ranked as resident physician, attending physician, associate chief physician, and chief physician, corresponding to 1, 2, 3, and 4, respectively. Hospitals were ranked with 9 tiers, and the ranks of the hospitals were classified by searching their full names, in which tier 1C, tier 1B, tier 1A, tier 2C, tier 2B, tier 2A, tier 3C, tier 3B, and tier 3A corresponded to 1, 2, 3, 4, 5, 6, 7, 8, and 9, respectively. The rules of null value processing were as follows. The null value was eliminated if one piece of information regarding the physician’s professional level, hospital ranking level, patient rating score, or price was missing, as this would render the entire piece of information a meaningless outlier. However, if no thank-you letter was found, this was actually of practical significance and was assigned a value of 0, indicating that the physician had not received this type of feedback. In the text of the patient’s review, their opinion of the physician’s professionalism can be described in three ways: extremely professional, very professional, and professional, which were assigned values of 1, 2, and 3. Regarding the trust propensity, the credibility of information provided by patients (the reference group) and the effectiveness of physicians’ advice, a value of 0 or 1 was given, for which 0 indicated low credibility and less effectiveness. After cleaning, 3200 pieces of data were obtained. A sample of the data is shown in Table 1.
Table 1. Sample of the data obtained for the study.

<table>
<thead>
<tr>
<th>Physician’s professional title</th>
<th>Hospital’s ranking level</th>
<th>Thank-you letters, n</th>
<th>Patient’s rating</th>
<th>Satisfaction with service attitude, %</th>
<th>Satisfaction with service outcome, %</th>
<th>Timely response rate, %</th>
<th>Trust propensity</th>
<th>Credibility of reference group</th>
<th>Advice effectiveness</th>
<th>Internet inquiries, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9</td>
<td>20</td>
<td>5</td>
<td>98.8</td>
<td>97.6</td>
<td>67</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>100.0</td>
<td>100.0</td>
<td>55</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>8</td>
<td>5</td>
<td>100.0</td>
<td>78.0</td>
<td>91</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>0</td>
<td>5</td>
<td>89.0</td>
<td>100.0</td>
<td>100</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>10</td>
<td>5</td>
<td>100.0</td>
<td>98.6</td>
<td>69</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>90</td>
<td>4</td>
<td>98.6</td>
<td>100.0</td>
<td>64</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>40</td>
<td>5</td>
<td>100.0</td>
<td>99.0</td>
<td>100</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>65</td>
<td>5</td>
<td>97.9</td>
<td>98.8</td>
<td>100</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>38</td>
<td>5</td>
<td>98.8</td>
<td>99.0</td>
<td>63</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>40</td>
<td>3</td>
<td>98.0</td>
<td>96.0</td>
<td>66</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>60</td>
<td>5</td>
<td>99.0</td>
<td>98.8</td>
<td>66</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>46</td>
<td>4</td>
<td>99.0</td>
<td>98.8</td>
<td>72</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>97</td>
<td>5</td>
<td>99.0</td>
<td>99.0</td>
<td>78</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>


cPatients’ rating: score of 1 to 5, where 1=poor and 5=excellent.

dValue of 0 or 1, where 0 is invalid and 1 is valid.

Data Transformation

Based on the descriptive statistical results, it was found that the magnitudes of the different variables varied greatly and that the variables showed obviously skewed distribution, excluding the physician’s professional title, hospital’s ranking level, patients’ rating, effectiveness of advice, number of inquiries, and trust propensity and credibility of reference group information. Using square transformation and logarithmic transformation, all data were scaled to the same magnitude, and the skewness was corrected to a certain degree. Within the data boundary, the intervals of different variable indicators intersected. The lower bound of each CI is the difference between the average value and the sampling error, and the upper bound is the sum of the average value and the sampling error. Additionally, outliers that significantly exceeded the range of the variable were removed to reduce noise. Moreover, data that did not fall within the confidence interval were deleted. Finally, 2437 records were obtained for the correlation analysis and regression analysis.

Results

Demographic Characteristics

Among the 2437 patients surveyed, 1617 were female (66.4%). This may be because women are often required to care for family health and other responsibilities in addition to work; also, women tend to pay more attention to health information than men [61]. A total of 2060/2437 patients (52.3%) were 20 to 40 years of age. This may be due to specific limitations of the internet use of patients with diabetes. Specifically, diabetes is a chronic noncommunicable disease, and older people may not frequently consult physicians on the internet or ask their family members to perform online inquiries because of their rich personal experiences in consulting physicians and obtaining medicines. In the 2437 records, 1048 of the physicians (43.0%) are chief physicians or associate chief physicians, while 2368 hospitals (97.16%) were ranked 3A. All interviewees had two or more web-based interactions with physicians (see Table 2).
Table 2. Summary of the characteristics of the collected data records (N=2437), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>820 (33.7)</td>
</tr>
<tr>
<td>Female</td>
<td>1617 (66.4)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>786 (32.3)</td>
</tr>
<tr>
<td>31-40</td>
<td>1274 (52.3)</td>
</tr>
<tr>
<td>41-50</td>
<td>309 (12.7)</td>
</tr>
<tr>
<td>&gt;55</td>
<td>68 (2.8)</td>
</tr>
<tr>
<td>Physician’s professional title</td>
<td></td>
</tr>
<tr>
<td>Resident physician</td>
<td>465 (19.1)</td>
</tr>
<tr>
<td>Attending physician</td>
<td>891 (36.6)</td>
</tr>
<tr>
<td>Associate chief physician</td>
<td>848 (34.8)</td>
</tr>
<tr>
<td>Chief physician</td>
<td>200 (8.2)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (1.2)</td>
</tr>
<tr>
<td>Hospital’s ranking level</td>
<td></td>
</tr>
<tr>
<td>3A</td>
<td>2368 (97.2)</td>
</tr>
<tr>
<td>Other</td>
<td>69 (2.8)</td>
</tr>
<tr>
<td>Number of web-based consultations by the patient per year</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1680 (27.3)</td>
</tr>
<tr>
<td>3</td>
<td>376 (35.1)</td>
</tr>
<tr>
<td>4</td>
<td>205 (14.2)</td>
</tr>
<tr>
<td>&gt;4</td>
<td>176 (4.5)</td>
</tr>
</tbody>
</table>

Spearman Correlation Analysis

Correlation analysis was conducted on all independent variables to effectively avoid the problem of multiple collinearity of independent variables during multiple regression analysis. Spearman correlation analysis was performed on the final data after cleaning because this method is more suitable for data sets with discontinuous variables. The analysis results showed three pairs of strong correlations. First, a strong correlation was observed between the patients’ rating and the number of thank-you letters, with a correlation coefficient of 0.968. Second, a strong correlation was found between satisfaction with service outcomes and satisfaction with service attitude, with a correlation coefficient of 1; this is consistent with existing research [62]. Last, trust propensity and effectiveness of advice were strongly correlated, with a correlation coefficient of 1. The correlations of all other independent variables were within normal ranges (see Table 3).
Table 3. Spearman correlation analysis of all variables (significance level=.05), r.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Physician title</th>
<th>Hospital ranking level</th>
<th>Timely response rate</th>
<th>Satisfaction with service outcome</th>
<th>Satisfaction with service attitude</th>
<th>Thank-you letters</th>
<th>Patients’ rating</th>
<th>Trust propensity</th>
<th>Reference group</th>
<th>Advice effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician title (P&lt;.001)</td>
<td>1</td>
<td>0.040</td>
<td>-0.006</td>
<td>0.012</td>
<td>0.012</td>
<td>0.005</td>
<td>0.004</td>
<td>0.065</td>
<td>0.004</td>
<td>0.016</td>
</tr>
<tr>
<td>Hospital ranking level (P&lt;.001)</td>
<td>0.040</td>
<td>1</td>
<td>-0.036</td>
<td>0.018</td>
<td>0.018</td>
<td>0.093</td>
<td>0.012</td>
<td>0.063</td>
<td>0.009</td>
<td>0.020</td>
</tr>
<tr>
<td>Timely response rate (P&lt;.001)</td>
<td>-0.006</td>
<td>-0.036</td>
<td>1</td>
<td>0.089</td>
<td>0.089</td>
<td>0.087</td>
<td>0.056</td>
<td>0.593</td>
<td>0.026</td>
<td>0.023</td>
</tr>
<tr>
<td>Satisfaction with service outcome (P=.78)</td>
<td>0.012</td>
<td>0.018</td>
<td>0.089</td>
<td>1</td>
<td>1.000</td>
<td>0.548</td>
<td>0.387</td>
<td>0.048</td>
<td>0.017</td>
<td>0.032</td>
</tr>
<tr>
<td>Satisfaction with service attitude (P=.14)</td>
<td>0.012</td>
<td>0.018</td>
<td>0.089</td>
<td>0.089</td>
<td>1</td>
<td>0.548</td>
<td>0.387</td>
<td>0.163</td>
<td>0.018</td>
<td>0.032</td>
</tr>
<tr>
<td>Thank-you letters (P=.36)</td>
<td>0.005</td>
<td>0.093</td>
<td>0.087</td>
<td>0.548</td>
<td>0.548</td>
<td>1</td>
<td>0.968</td>
<td>0.029</td>
<td>0.032</td>
<td>0.014</td>
</tr>
<tr>
<td>Patients’ rating (P=.74)</td>
<td>0.004</td>
<td>0.012</td>
<td>0.056</td>
<td>0.387</td>
<td>0.387</td>
<td>0.968</td>
<td>1</td>
<td>0.065</td>
<td>0.046</td>
<td>0.163</td>
</tr>
<tr>
<td>Trust propensity (P=.48)</td>
<td>0.065</td>
<td>0.063</td>
<td>0.593</td>
<td>0.048</td>
<td>0.163</td>
<td>0.029</td>
<td>0.065</td>
<td>1</td>
<td>0.034</td>
<td>1.000</td>
</tr>
<tr>
<td>Reference group (P=.04)</td>
<td>.004</td>
<td>0.009</td>
<td>0.026</td>
<td>0.017</td>
<td>0.018</td>
<td>0.032</td>
<td>0.046</td>
<td>0.034</td>
<td>1</td>
<td>0.008</td>
</tr>
<tr>
<td>Advice effectiveness (P=.74)</td>
<td>0.016</td>
<td>0.020</td>
<td>0.023</td>
<td>0.032</td>
<td>0.032</td>
<td>0.014</td>
<td>0.163</td>
<td>1.000</td>
<td>0.008</td>
<td>1</td>
</tr>
</tbody>
</table>

Regression Analysis

Linear regression analysis was performed on all variables, and the results showed that the $R^2$ value of the model is 0.916. However, when the significance level is .05, the $F$ statistics of number of thank-you letters, satisfaction with service outcome, satisfaction with service attitude, patients’ rating, trust propensity, and advice effectiveness are not significant, which indicates that serious multicollinearity is likely to occur. To eliminate collinearity, two groups of control experiments for the three sets of strongly correlated indicators in the correlation analysis results were established. In group A, the indicators of patients’ rating, satisfaction with service attitude, and number of thank-you letters were retained. In group B, the indicators of trust propensity, satisfaction with service outcome, and advice effectiveness were retained. SPSS software (IBM Corp) was used to perform regression analysis on the normalized data set. The results are shown in Table 4.

The experimental results of the two groups were basically the same, indicating that the models were reliable. The $R^2$ values of both models were greater than 0.68, indicating that the independent variables can account for more than 68% of the change in the dependent variable. Therefore, the regression model had a good fit. The $F$ statistic ($\alpha=.000, P<.005$) showed that at the significance level of .05, the linear relationship of the regression model was significant; therefore, the regression model was explanatory for the hypotheses. Based on the model results, the final multiple regression model is as follows:

$CQ_A = 0.004 \times $ physician’s professional title + 0.018 \times $ hospital’s ranking level + 0.096 \times $ number of thank-you letters + 0.628 \times $ timely response rate + 0.428 \times $ patients’ rating + 0.513 \times $ reference group – 0.798 \times $ satisfaction with service attitude

$CQ_B = 0.006 \times $ physician’s professional title + 0.019 \times $ hospital’s ranking level + 0.693 \times $ timely response rate + 0.518 \times $ reference group + 0.002 \times $ advice effectiveness – 0.912 \times $ satisfaction with service outcome – 0.013 \times $ trust propensity
Discussion

Main Findings

In this section, we discuss the hypotheses regarding the influencing factors of patients’ continuous use of web-based diagnosis and treatment based on the above empirical results. Generally speaking, according to the analytical results, the timely response rate, reference group, and patients’ rating are the three indicators with the largest positive regression coefficients, indicating that the timeliness of a physician’s service has a great effect on the patient’s choice, and the lower their satisfaction, the more positive their rating for the service. Furthermore, the coefficient of the hospital ranking level is very small; this may be related to the fact that patients generally choose physicians in hospitals that rank at tier 3a for web-based inquiry.

Hypotheses H1 through H6 can be discussed from the perspective of ELM theory. The physician’s service quality (operationalized as satisfaction with service outcome, satisfaction with service attitude, and timely response rate) is an important factor that affects patients’ continuous use of web-based diagnosis and treatment through the central route. The data show that attitude satisfaction and effect satisfaction have negative effects on patients’ continuous use of web-based diagnosis and treatment, and the regression coefficients are large. The data also show that timely response rate has a significant positive effect on patients’ continuous use of web-based diagnosis and treatment, while advice effectiveness presents a small effect. Therefore, the analytical results deny H1 and H2 and support H3 and H4. These findings can be explained in two ways. On the one hand, patients do not select physicians with high satisfaction ratings incautiously. On the other hand, in contrast with other diseases, diabetes is a disease that requires chronic long-term treatment; therefore, patients with diabetes may be more concerned about the quality of service from the perspective of response timeliness. For H5 and H6, the data show that the reference group and trust propensity have significant effects on patients’ continuous use of web-based diagnosis and treatment through the peripheral route; the effect size of the reference group is greater than that of trust propensity, providing supportive evidence for both hypotheses. These results reveal that when patients lack motivation and capability to judge the information quality provided by physicians in online health communities, or when a clear view is not yet formed, a credible reference group is a very convincing indicator of the patients’ decision. This is consistent with the conclusions in existing literature studies of the effects of reference groups on consumer behavior, lifestyle, self-concept development, and attitude [63].

From the perspective of trust theory, H7 through H10 can be discussed. The statistics show that a physician’s professional title and hospital ranking level are positively related to patients’ continuous use of web-based diagnosis and treatment, supporting H7 and H8. The significance of the relationship suggests that trust in a physician’s offline reputation will influence trust in their web-based services. In other words, trust in offline medical services can be directly transferred to web-based medical services. However, the low coefficients further indicate that patients are less susceptible to a physician’s offline characteristics after receiving multiparty information [62]. The statistics also show that the number of thank-you letters and the patients’ rating are positively related with the number of uses and have a greater impact on patients’ continuous use of web-based diagnosis and treatment, supporting H9 and H10. The significance of relationships suggests that patients care more about physicians’ electronic world of mouth

Table 4. Results of the regression analyses.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Group A ($R^2=0.689$; significance level=.000)</th>
<th>Group B ($R^2=0.692$; significance level=.000)</th>
<th>All variables ($R^2=0.916$; significance level=.000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unstandardized coefficient</td>
<td>Significance level</td>
<td>Unstandardized coefficient</td>
</tr>
<tr>
<td>Physician’s professional title</td>
<td>0.004</td>
<td>0.000</td>
<td>0.006</td>
</tr>
<tr>
<td>Hospital’s ranking level</td>
<td>0.018</td>
<td>0.000</td>
<td>0.019</td>
</tr>
<tr>
<td>Number of thank-you letters</td>
<td>0.096</td>
<td>0.000</td>
<td>N/A*</td>
</tr>
<tr>
<td>Timely response rate</td>
<td>0.628</td>
<td>0.000</td>
<td>0.693</td>
</tr>
<tr>
<td>Satisfaction with service outcome</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.912</td>
</tr>
<tr>
<td>Satisfaction with service attitude</td>
<td>-0.798</td>
<td>0.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Patients’ rating</td>
<td>0.428</td>
<td>0.000</td>
<td>N/A</td>
</tr>
<tr>
<td>Trust propensity</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.013</td>
</tr>
<tr>
<td>Reference group</td>
<td>0.513</td>
<td>0.000</td>
<td>0.518</td>
</tr>
<tr>
<td>Advice effectiveness</td>
<td>N/A</td>
<td>N/A</td>
<td>0.002</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.*
because they believe that it is an indicator that condenses other patients’ internet experiences. The finding that a physician’s electronic word-of-mouth reputation can help patients make decisions is consistent with the research findings of Cao et al [64]. At the same time, this research also reflects that trust has an overall positive effect on the continuous use of web-based diagnosis and treatment by patients with diabetes, which demonstrates that patients’ trust in web-based inquiry services is highly significant in predicting whether they will choose web-based consultation services.

Theoretical Contributions and Practical Implications

The present study makes several theoretical contributions. First, few previous studies have comprehensively applied ELM theory and trust theory together to examine web-based inquiry services; also, these studies seldom take price and credibility of the trust source into consideration for analysis. By filling this research gap, our research contributes to new ideas regarding patients’ behavior related to web-based diagnosis and treatment. We found that a physician’s offline reputation has a relatively weak influence on patients’ decision-making with regard to continuous use of web-based diagnosis and treatment. On the one hand, when using the web-based inquiry service, among the physicians and hospitals selected by patients, 55.4% of physicians are chief physicians or associate chief physicians and 98% of hospitals are in the top tier (3a). It can be concluded that the level of professional skill does not significantly influence patients’ decision-making because this type of information is usually available to patients on the internet without distinction. On the other hand, unlike offline interactions with physicians, patients mainly make web-based inquiries for the purpose of obtaining disease-related information. After receiving information from multiple sources, they can make a wise decision as to which physician to choose. Furthermore, the acquisition of information is not restricted by region. Thus, the role of the physician’s offline reputation is no longer significant.

Second, the core factor that influences patients’ continuous use of web-based diagnosis and treatment is the physician’s electronic word-of-mouth reputation. Patients can preliminarily perceive physicians’ service attitudes and professional skill through the timeliness of their responses and their professional titles. Then, combined with other patients’ ratings of physicians’ receptive attitude and service efficacy, patients will establish their own trust toward the physicians, which will aid their subsequent decision-making. This finding suggests that patients place much more value on the timeliness of web-based inquiry. Previous studies have shown that the impact of positive evaluation on purchase intention is less than that of negative evaluation on customers’ refusal to purchase [65], and both the quality and number of evaluations affect users’ purchase intentions [66]. Our data illustrate that the average score of satisfaction with the physicians is quite high (98%), and only a few records show satisfaction below 60%. Taken together, these analyses reflect that the satisfaction scoring mechanism of the platform is not well designed, leading to a decrease in the reliability of the satisfaction score and likely consequently exerting a negative impact on patients’ decision-making.

Building upon these findings, several practical implications can be summarized to improve actual service. First, in terms of physicians who are registered on the internet, to improve patients’ rate of use of their services, it is key for the physicians to ensure the quality of their responses to patients’ web-based inquiries and consultations as well as to increase their activity on the platform. Further, physicians are encouraged to provide complete supplementary information regarding their professional experiences. Second, in terms of web-based platform building, the feedback mechanism should be optimized. This is because patients pay more attention to the number of thank-you letters and ratings by other patients when making decisions. At the same time, the indicators that measure physician-patient interactions, such as timeliness of response, should be much more scientifically refined. The mechanism related to electronic word-of-mouth should be improved to reflect its role in trust transmission and encouragement. For instance, the control of satisfaction scoring should be strengthened to reduce or avoid adverse network behaviors such as click farming, ensuring the quality of web-based inquiry information. Third, in terms of the relationship between platforms, physicians, and patients, compared with the ranking of the hospital, the physician’s professional title has a greater impact on patients’ decision-making. This implies that the platform should strengthen and broaden its cooperation with patient-trusted physicians who offer high-quality services and that specific needs for behavior related to web-based diagnosis and treatment and the underlying psychological mechanisms for patients with different diseases should be further carefully considered.

Limitations

The present research is not without limitations. First, the data were obtained from a single web-based medical community, WeiYi, which decreases the generalizability of the findings. In future research, collection of data from multiple online health community platforms should be considered to verify the results. Second, this study is focused on factors that influence the behaviors of Chinese patients with diabetes regarding web-based diagnosis and treatment. In the future, similar studies should be carried out in western regions. Third, regarding the research methods, future studies should take various regression methods into consideration and conduct comparative analyses. For instance, in addition to the regression methods used in this study, baseline regression analysis containing all variables can also be applied, and follow-up studies on factors that moderate patients’ behavior regarding web-based services can be conducted by introducing patients’ experiences with web-based inquiries, involvement in social networks, etc.

Conclusions

In this study, we collaborated with the operators of an online health community by crawling backend log data and obtaining patients’ basic information (age and gender) from the platform; the results of this study help provide a reference for how to optimize web-based inquiry services and enhance patients’ continuous behavior related to diagnosis and treatment. As a necessary means to alleviate the problem of restricted offline medical resources, web-based inquiry services, which are not constrained by time and space, have improved the satisfaction...
of patients with diabetes regarding their self-management of their health. However, the actual adoption rate of web-based inquiry services by patients with diabetes remains low. Applying ELM theory and trust theory, the results of our study show that the timeliness of physicians’ responses to web-based inquiries is positively related to patients’ continuous use of web-based diagnosis and treatment, leading to high intention of patients to continue to use web-based inquiry services; the reference group is conducive to patients’ trust towards and continuous use of web-based inquiry services; and the effect sizes of hospital ranking levels and physicians’ professional titles are small. Overall, the conceptual model showcases good explanatory power for predicting continuous use of web-based diagnosis and treatment by patients with diabetes, expanding the literature on mobile medical services. The findings provide important implications regarding ways to promote healthy development of online health communities and to help solve the problems of resource shortages and information asymmetry in the medical industry.
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Abstract

Background: Previously, we reported a model for assessing ovarian reserves using 4 predictors: anti-Müllerian hormone (AMH) level, antral follicle count (AFC), follicle-stimulating hormone (FSH) level, and female age. This model is referred as the AAFA (anti-Müllerian hormone level–antral follicle count–follicle-stimulating hormone level–age) model.

Objective: This study aims to explore the possibility of establishing a model for predicting ovarian reserves using only 3 factors: AMH level, FSH level, and age. The proposed model is referred to as the AFA (anti-Müllerian hormone level–follicle-stimulating hormone level–age) model.

Methods: Oocytes from ovarian cycles stimulated by gonadotropin-releasing hormone antagonist were collected retrospectively at our reproductive center. Poor ovarian response (<5 oocytes retrieved) was defined as an outcome variable. The AFA model was built using a multivariable logistic regression analysis on data from 2017; data from 2018 were used to validate the performance of AFA model. Measurements of the area under the curve (AUC), sensitivity, specificity, positive predictive value, and negative predictive value were used to evaluate the performance of the model. To rank the ovarian reserves of the whole population, we ranked the subgroups according to the predicted probability of poor ovarian response, which was calculated using our AFA model. The actual incidences of poor ovarian response in groups from A-D in the AFA model were 0.037 (95% CI 0.029-0.046), 0.128 (95% CI 0.099-0.165), 0.294 (95% CI 0.250-0.341), and 0.624 (95% CI 0.577-0.669), respectively. The order of ovarian reserve from adequate to poor followed the order from A to D. The clinical pregnancy rate, live-birth rate, and specific differences in groups A-D were similar when predicted using the AFA and AAFA models.

Conclusions: This AFA model for assessing the true ovarian reserve was more convenient, cost-effective, and objective than our original AAFA model.
Introduction

The antral follicle count (AFC) is the number of follicles <8 mm in diameter in early gonadotropin-dependent follicular growth. It has been widely accepted that the pool of primordial follicles in the ovary—the ovarian reserve—is related to the number of growing antral follicles. Thus, in theory, the AFC reflects the remaining ovarian follicle pool [1-3]. However, obtaining an accurate AFC demands a time- and resource-consuming ultrasound examination by a skilled transvaginal sonography specialist. The lack of standardization in AFC measurements [4], AFC changes through the menstrual cycle, contraceptive use [5], and the sensitivity and resolution of transvaginal sonography equipment are all confounding factors making the reliable assessment of AFC difficult.

We have previously published a model for estimating ovarian reserves, using 4 predictors: anti-Müllerian hormone (AMH) level, the AFC, follicle-stimulating hormone (FSH) level, and age. This model was named as the AAFA (anti-Müllerian hormone level–antral follicle count–follicle-stimulating hormone level–age) model [6]. With the development of accurate AMH assays [7,8], the level of this hormone might replace the use of AFC in the measurement of ovarian reserve, avoiding the complexity, cost, and interobserver variation in the AFC [9,10]. Here, we aimed to explore the possibility of establishing a model for assessing a true ovarian reserve using the 3 predictors: AMH levels, FSH levels, and age. This model is referred to as the AFA (anti-Müllerian hormone level–follicle-stimulating hormone level–age) model. If the performance of the AFA model without using the AFC is only slightly worse or even similar to the 4-predictor AAFA model, it might be of better clinical significance, especially in physical examination centers or third-party clinical laboratories, which cannot perform AFC measurements by transvaginal sonography.

Methods

Subjects

This was a retrospective observational cohort study using the same dataset as in our previous study [6]. Briefly, data from 2017 to 2018 were selected according to the inclusion and exclusion criteria. In total, we selected 1523 oocytes from ovarian cycles stimulated by a gonadotropin-releasing hormone (GnRH) antagonist 2017 and 3273 oocytes, from 2018. The first and second stimulation cycles were included as described by Xu et al [6], and there were no strict restrictions on the women’s age or body mass index. Diseases potentially related to defects in follicular development were excluded, including ovarian cysts, previous ovarian surgery, polycystic ovarian syndrome, previous metabolic or endocrinological diseases, previous tuberculosis, chromosomal abnormalities, and women with pregnancies within the previous 3 months. The need for informed consent by the patients was waived, and institutional review board approval was not needed for the de-identified data in this retrospective analysis, as per the Declaration of Helsinki [11].

Sampling and Endocrine Assays

Venous blood samples were drawn, and the sample tubes were immediately inverted 5 times to facilitate thorough blood clotting. Serum was collected by centrifugation and used for endocrine assessment. The circulating FSH level was measured on menstrual cycle day 2, and the circulating AMH level was measured on any day of the menstrual cycle. Serum FSH measurements were performed using a Siemens Immulite 2000 immunoassay system (Siemens Healthcare Diagnostics). The quality controls used for the FSH assay were Lypocheck Immunoassay Plus Control, Trilevel, catalog number 370, lot number 40340 (Bio-Rad Laboratories). Serum AMH concentrations were measured by an ultrasensitive 2-site enzyme-linked immunoassorbent assay (Ansh Laboratories), using quality controls supplied within the kits. The coefficients of variation for each assay were indicated previously [6].

Statistical Analysis

In this study, poor ovarian response with <5 oocytes retrieved was defined as an outcome variable. The predictor variables were age and basal serum FSH and AMH concentrations. A multivariable logistic regression analysis was performed to construct a predictive model for poor ovarian response to stimulation using 2017 data; the data from 2018 were used to validate the performance of that model. Measurements of the area under the curve (AUC), sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) were used to evaluate the predictive models. The main effect of each predicting variable measures the variation over the distribution of $\chi_2$ in the mean poor ovarian response. Venn diagrams were used to compare the differences between the AAFA and AFA models.

To rank the ovarian reserve of the whole population, we ranked subgroups according to the predicted probability of poor ovarian response and further divided the 60 subgroups into 4 groups A-D, according to cut-off values consistent with our established AAFA model [6]. Analyses were conducted using SAS JMP Pro (version 14.2; SAS Institute), and $P<.05$ was considered statistically significant.

Results

We previously established an AAFA model, using the 4 predictors of AMH, AFC, FSH, and age [6]. We used this to classify the study population into 4 subgroups: A, B, C and D. However, the lack of standardization in AFC measurements [4] makes the reliable assessment of AFC very difficult. Moreover, the AFCs were well correlated with AMH, FSH, or age [12,13], implying collinearity. Therefore, we sought to explore the possibility of establishing a model for assessment of the true
ovarian reserve using only 3 predictors—AMH, FSH, and age (ie, the AFA model)—instead of the previous 4-predictor AAFA model [6].

**Multivariable Logistic Regression to Build a Predictive Model for Poor Ovarian Response Using the 2017 Data**

Basic characteristics of the treatment cycles are shown in Table 1.

**Table 1. Basic characteristics of treatment cycles.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>2017 (n=1523)</th>
<th>2018 (n=3273)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), Mean (SD)</td>
<td>33.4 (5.3)</td>
<td>32.7 (4.8)</td>
</tr>
<tr>
<td>Basal FSH a (IU/L), Mean (SD)</td>
<td>7.5 (3.3)</td>
<td>7.2 (3.1)</td>
</tr>
<tr>
<td>AMH b (ng/mL), Median (IQR)</td>
<td>2.2 (1.1-4.0)</td>
<td>2.7 (1.2-4.8)</td>
</tr>
</tbody>
</table>

a FSH: follicle-stimulating hormone.  
b AMH: anti-Müllerian hormone.

As in our previous study, we transformed the 3 continuous variables of age, AMH, and FSH into categorical variables. The data used here were exactly the same as those from 2017, when we built our AAFA model [6]. The cut-off values of each predictor in both AFA and AAFA models are listed in Table 2.

**Table 2. Comparison of grouping criteria of the AFA and AAFA models.**

<table>
<thead>
<tr>
<th>Grouping criteria</th>
<th>AFA a model groups</th>
<th>AAFA b model groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMH c (ng/mL)</td>
<td>&lt;0.5</td>
<td>0.5 to &lt;1</td>
</tr>
<tr>
<td>Basal FSH d (IU/L)</td>
<td>&lt;6.5</td>
<td>6.5 to &lt;8.5</td>
</tr>
<tr>
<td>Age (years)</td>
<td>≤30</td>
<td>&gt;30 to 40</td>
</tr>
<tr>
<td>AFC e</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

a AFA: Anti-Müllerian hormone level–Follicle-stimulating hormone level–Age.  
b AAFA: Anti-Müllerian hormone level–Antral follicle count–Follicle-stimulating hormone level–Age.  
c AMH: anti-Müllerian hormone.  
d FSH: follicle-stimulating hormone.  
e AFC: antral follicle count.

The transformed categorical variables were then analyzed using multivariable logistic regression. The main effects that each independent variable exerted in this model were AMH (85.2%), followed by FSH (6.8%), and age (2.8%). Thus, we have named this model as AFA based on the order of the main effects of each predictor. The odds ratios of each predictor are indicated in Table 3.
The odd ratios of each predictor in the AFA model.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.753 (1.177-2.611)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Categorical age (1 vs 0)</td>
<td>2.239 (1.344-3.731)</td>
<td>.006</td>
</tr>
<tr>
<td>Categorical age (2 vs 0)</td>
<td>1.863 (1.270-2.734)</td>
<td>.002</td>
</tr>
<tr>
<td>Categorical FSH (1 vs 0)</td>
<td>2.300 (1.438-3.681)</td>
<td>.002</td>
</tr>
<tr>
<td>Categorical FSH (2 vs 0)</td>
<td>3.594 (2.333-5.538)</td>
<td>.001</td>
</tr>
<tr>
<td>Categorical FSH (3 vs 0)</td>
<td>24.641 (14.997-40.488)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Categorical AMH (0 vs 4)</td>
<td>11.431 (7.281-17.945)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Categorical AMH (1 vs 4)</td>
<td>5.010 (3.167-7.928)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Categorical AMH (2 vs 4)</td>
<td>2.211 (1.259-3.882)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Categorical AMH (3 vs 4)</td>
<td>1.753 (1.177-2.611)</td>
<td>.006</td>
</tr>
</tbody>
</table>

FSH: follicle-stimulating hormone.  
AMH: anti-Müllerian hormone.

Comparing the Performances of the AFA and AAFA Models

To further evaluate the performance of this AFA model, we calculated the AUC, sensitivity, specificity, PPV, and NPV in the training set (2017 data) and the validation set (2018 data) as indicated in Table 4.

A calibration plot was drawn to evaluate the calibration performance of the AFA model in the training set and validation set (Multimedia Appendix 1). The performance of the AAFA model in the validation set (2018 data) is indicated in Table 4. A comparison shows that the AUCs of the AFA and AAFA models for the same validation set are similar at 0.853 (95% CI 0.841-0.865) and 0.850 (95% CI 0.838-0.862), respectively. The specificity, sensitivity, PPV, and NPV are also indicated in Table 4. The AUC between AFA model and AAFA model was tested with DeLong test. The difference of the 2 models in AUC level is 0.009 (95% CI –0.004 to 0.022), indicating no significant difference.

Table 4. The performance of AFA model.

<table>
<thead>
<tr>
<th>Performance indicators</th>
<th>AFA a model</th>
<th>AAFA b model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set, OR (95% CI)</td>
<td>Validation set, OR (95% CI)</td>
</tr>
<tr>
<td>AUC c</td>
<td>0.860 (0.843-0.877)</td>
<td>0.853 (0.841-0.865)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.511 (0.456-0.566)</td>
<td>0.489 (0.445-0.533)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.940 (0.925-0.952)</td>
<td>0.949 (0.940-0.957)</td>
</tr>
<tr>
<td>PPV d</td>
<td>0.688 (0.626-0.744)</td>
<td>0.633 (0.585-0.680)</td>
</tr>
<tr>
<td>NPV e</td>
<td>0.881 (0.862-0.897)</td>
<td>0.911 (0.901-0.922)</td>
</tr>
</tbody>
</table>

AFA: Anti-Müllerian hormone level–Follicle-stimulating hormone level–Age.  
AAFA: Anti-Müllerian hormone level–Antral follicle count–Follicle-stimulating hormone level–Age.  
AUC: area under the curve.  
PPV: positive predictive value.  
NPV: negative predictive value.

The numbers of overlapping and nonoverlapping cases in the predicted positive (poor ovarian response) and negative estimated by the 2 models are shown in Figure 1. There were 328 positive (poor responders) and 2732 negative (nonpoor responders) cases overlapping in the 2 models. The 2 models had 93.5% (3060/3273) overlapping positive and negative cases in the 2018 validation set.
Ranking the Ovarian Reserve Based on the Predicted Probability of a Poor Ovarian Response

We previously ranked the ovarian reserve of the whole population according to the predicted probability of a poor ovarian response [6], given that the number of oocytes retrieved is closely related to the number of primordial follicles in the ovarian cortex [14-16]. In this study, we used the same method to rank the ovarian reserve according to the predicted probability of a poor ovarian response calculated using the AFA model. The 60 groups were further divided into 4 subgroups: A, B, C, and D (Multimedia Appendix 2).

The order of ovarian reserve from adequate to poor followed the order of predicted probability of a poor ovarian response from low to high. Women with a predicted probability of more than 50% were classified into the population with diminished ovarian reserve (namely, group D that includes subgroups 43-60), as shown in Multimedia Appendix 2. The actual incidences of poor ovarian response, clinical pregnancy rate per starting cycle, clinical pregnancy rate per embryo transfer cycle, live-birth rate per starting cycle, and live-birth rate per embryo transfer cycle (with 95% CIs) are also indicated in Table 5.
Table 5. The clinical pregnancy rate and live-birth rate in the 4 ovarian reserve groups.

<table>
<thead>
<tr>
<th>Ovarian reserve group and model</th>
<th>Actual incidence of poor ovarian response (95% CI)</th>
<th>CP(^a) per starting Cycles (95% CI)</th>
<th>CP per ET(^b) cycles (95% CI)</th>
<th>LB(^c) per starting Cycles (95% CI)</th>
<th>LB per ET cycles (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFA(^d)</td>
<td>0.037</td>
<td>0.217</td>
<td>0.454</td>
<td>0.176</td>
<td>0.368</td>
</tr>
<tr>
<td>(0.029-0.046)</td>
<td>(0.199-0.235)</td>
<td>(0.424-0.486)</td>
<td>(0.160-0.193)</td>
<td>(0.339-0.399)</td>
<td>(0.331-0.388)</td>
</tr>
<tr>
<td>AAFA(^e)</td>
<td>0.038</td>
<td>0.212</td>
<td>0.439</td>
<td>0.174</td>
<td>0.360</td>
</tr>
<tr>
<td>(0.030-0.046)</td>
<td>(0.195-0.229)</td>
<td>(0.409-0.469)</td>
<td>(0.158-0.190)</td>
<td>(0.331-0.388)</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFA</td>
<td>0.128</td>
<td>0.165</td>
<td>0.298</td>
<td>0.138</td>
<td>0.249</td>
</tr>
<tr>
<td>(0.099-0.165)</td>
<td>(0.123-0.205)</td>
<td>(0.242-0.361)</td>
<td>(0.108-0.175)</td>
<td>(0.197-0.309)</td>
<td>(0.196-0.310)</td>
</tr>
<tr>
<td>AAFA</td>
<td>0.139</td>
<td>0.210</td>
<td>0.370</td>
<td>0.167</td>
<td>0.294</td>
</tr>
<tr>
<td>(0.101-0.177)</td>
<td>(0.166-0.254)</td>
<td>(0.300-0.439)</td>
<td>(0.126-0.207)</td>
<td>(0.228-0.359)</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFA</td>
<td>0.294</td>
<td>0.157</td>
<td>0.277</td>
<td>0.142</td>
<td>0.249</td>
</tr>
<tr>
<td>(0.250-0.341)</td>
<td>(0.124-0.197)</td>
<td>(0.221-0.340)</td>
<td>(0.110-0.180)</td>
<td>(0.196-0.310)</td>
<td>(0.265-0.446)</td>
</tr>
<tr>
<td>AAFA</td>
<td>0.362</td>
<td>0.140</td>
<td>0.402</td>
<td>0.124</td>
<td>0.355</td>
</tr>
<tr>
<td>(0.308-0.415)</td>
<td>(0.101-0.179)</td>
<td>(0.309-0.495)</td>
<td>(0.087-0.161)</td>
<td>(0.265-0.446)</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFA</td>
<td>0.624</td>
<td>0.135</td>
<td>0.289</td>
<td>0.080</td>
<td>0.170</td>
</tr>
<tr>
<td>(0.577-0.669)</td>
<td>(0.105-0.171)</td>
<td>(0.229-0.356)</td>
<td>(0.057-0.110)</td>
<td>(0.124-0.229)</td>
<td>(0.114-0.213)</td>
</tr>
<tr>
<td>AAFA</td>
<td>0.571</td>
<td>0.126</td>
<td>0.268</td>
<td>0.077</td>
<td>0.164</td>
</tr>
<tr>
<td>(0.525-0.616)</td>
<td>(0.095-0.156)</td>
<td>(0.208-0.327)</td>
<td>(0.053-0.102)</td>
<td>(0.114-0.213)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CP: clinical pregnancy.
\(^b\)ET: embryo transfer.
\(^c\)LB: live birth.
\(^d\)AFA: Anti-Müllerian hormone level–Follicle-stimulating hormone level–Age.
\(^e\)AAFA: Anti-Müllerian hormone level–Antral follicle count–Follicle-stimulating hormone level–Age.

Comparing Specific Differences Between the AFA and AAFA Models in Groups A-D

Figure 2 displays the specific differences between the AFA and AAFA models in classifying the whole population into groups A-D. The horizontal axis includes the 3273 cases in the 2018 validation data. The 2 models did not show a 3-level difference; that is, there was no case classified as A (good ovarian reserve) by the AAFA model but as D (diminished ovarian reserve) by the AFA model. In addition, most cases were classified into the same groups by both models. However, there were differences for some cases. We focus on 3 groups having 2-level differences defined by the AFA or AAFA models, as shown by the red, green, and purple arrows in Figure 2. The same colors are used to indicate those 3 groups in Figure 3.
The raw data and the corresponding predicted probability of a poor ovarian response in the 2 models are listed in Multimedia Appendix 3. The actual incidences of poor ovarian response in the 3 subgroups were 4/45 (red), 5/11 (green), and 1/16 (brown). These results suggest that for the red subgroup, the AAFA classification might be closer to the actual incidence of poor ovarian response (4/45). Thus, these cases should have been placed in group A, rather than in the group C. However, for the purple subgroup with a poor ovarian response incidence of 1/16, the group A classified by AFA model might be more suitable. For the green subgroup with a poor ovarian response incidence of 5/11, not group B by the AAFA model or group D by the AFA model, but group C is more appropriate with its predicted probability of 30% to 50%. For groups having 1-level differences, specific cohorts are shown in Figure 2, Figure 3, and Multimedia Appendix 3.
Discussion

We previously established our AAFA model to assess ovarian reserve based on AMH, AFC, FSH, and age [6]. However, standardization of the AFC has long been difficult for fertility clinics worldwide. In this study, using the same 2018 validation data without the AFC predictor, the AFA model showed similar performance as that of the AAFA model, with an AUC of 0.853 (95% CI 0.841-0.865) vs 0.850 (95% CI 0.838-0.862) for the AAFA model. Since it does not require the AFC, the applicability and cost-effectiveness of the AFA model is better than the AAFA model. Thus, a large number of first- and second-tier hospitals, physical examination centers, or third-party clinical laboratories, which cannot conduct AFC tests, can now assess ovarian reserve using our AFA model.

There were no large (3-level) differences, in that no subject was classified into the A group by the AAFA model and the D group by the AFA model (Figure 2 and Multimedia Appendix 3). There were at most 2 levels of difference, as shown in Figure 2, indicated in red, green, and purple. After referring to the actual rate of poor ovarian response in these groups, we came to the conclusion that the 2 models have their own benefits and can complement each other in assessing ovarian reserve. Integration of these 2 models might give infertility clinics more individualized recommendations before starting controlled ovarian stimulation.

The global infertility rate is increasing, affecting about 1 in 7 couples [17]. A large proportion of women worldwide choose to delay having their first child for pursuit of opportunities to improve their education and workforce participation. It has long been acknowledged that fertility (the ability to establish a clinical pregnancy) decreases with increasing female age. Thus, the prevalence of infertility is increasing worldwide due to the postponement of childbearing. However, many women of reproductive age are not aware of the existing large heterogeneity in ovarian reserve for the same age [18]. In response to the increasing of infertility rate, to achieve a successful pregnancy, an increasing number of couples seek for assisted reproductive treatment. However, not all couples will benefit from it, as the beneficial effect of assisted reproductive treatment is limited in women with diminished ovarian reserve or in women with premenopause [19,20]. If women with potential diminished ovarian reserve could evaluate their ovarian reserve status earlier, it might be possible to avoid the subsequent infertility problem. Our new AFA model provides better means for assessing ovarian reserve, so that women of childbearing age, especially those who hesitate to start a family, might be able to evaluate their ovarian reserve in time.

The circulating AMH concentration is well-correlated with the AFC, and it is considered to be the best predictor for an ovarian response [3,14,21,22]. However, it should be noted that AMH concentrations and AFC are not necessarily linked. The term “ovarian reserve” refers to the number of primordial follicles remaining in the ovarian cortex. AMH is secreted by immature granulosa cells in the gonadotropin-independent phase of follicular development, while the AFC reflects the later gonadotropin-dependent phase. For example, in patients with hypogonadotropic hypogonadism, AFC is undetectable because of the extremely low level of FSH, but such young patients can have a sufficient ovarian reserve, manifested by normal AMH levels and good pregnancy outcomes when undergoing assisted reproductive technology. In addition, some patients exhibit a diminished ovarian reserve and low AMH concentrations but have a satisfactory AFC. AMH gene knockout mice might help us to understand the underlying mechanisms in such patients. In these mice, diminished ovarian reserve induced by the absence of AMH leads to accelerated follicular activation and an increase in the AFC in 4-month-old AMH-null mice (young adult) [23]. Therefore, it is possible that the AMH concentration is a more accurate measure of the actual ovarian reserve than the AFC. Furthermore, the main effect of AMH level was 62.0% in our AAFA model, and 85.2% in the AFA model, meaning that this hormone is the best predictor of ovarian reserve among the existing indicators.

The relationship between AMH concentration and pregnancy outcomes has been investigated extensively [14,24-27]. Fertility is defined as the natural capability to establish a clinical pregnancy [28]. The most accepted predictor for fertility is the ovarian reserve. Within a certain range, the number of primordial follicles does not correlate well with fertility [6], but when the number falls below a certain threshold, as in the case of diminished ovarian reserve defined by our AAFA [6] or AFA models (Table 5), female fertility declines significantly. This might explain the relatively weak relationship between fertility and ovarian reserve. There is a large variation in the number of granulosa cells needed to maintain at least 1 healthy oocyte; however, if there are too few granulosa cells to support at least 1 healthy oocyte, pregnancy is not possible.

There were some limitations to our study. First, it had a retrospective and nonrandomized design. However, as one of the largest reproductive centers in China, there is no strict limit on our selection of patients, thus helping avoid selection bias among our study population. Therefore, our AFA model is relevant to daily clinical practice. Second, our AFA model divides the population into 60 subgroups (3^4.5) rather than the 16 subgroups in the AAFA model. Thus, the sample sizes in our groups were relatively small, such as the 20th group (Multimedia Appendix 2) with only 1 case. We aim to include more samples in the future to verify and improve our formula used in the AFA model. Our last concern is that the positive rate predicted by the validation set (2018 data) is lower than the training set (2017 data), which may be induced by the lower rate of actual poor responders in 2018 data (315/1523 in 2017 data vs 499/3273 in 2018 data). Although the predicted positive rate of the validation set is low, considering the similarity of the AUC of the training set and the validation set, and the main purpose of our research, which is to classify the whole population into more groups according to the predicted probability of poor ovarian response, we believe that the AFA model is satisfactory and comparable to AAFA model. For subsequent related software, we will also integrate the AFA model, the AAFA model, and the actual rate of poor ovarian response in each subgroup together to further optimize the algorithm of this ovarian reserve assessment–related software.
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Abstract

Background: Supervised machine learning (ML) is being featured in the health care literature with study results frequently reported using metrics such as accuracy, sensitivity, specificity, recall, or F1 score. Although each metric provides a different perspective on the performance, they remain to be overall measures for the whole sample, discounting the uniqueness of each case or patient. Intuitively, we know that all cases are not equal, but the present evaluative approaches do not take case difficulty into account.

Objective: A more case-based, comprehensive approach is warranted to assess supervised ML outcomes and forms the rationale for this study. This study aims to demonstrate how the item response theory (IRT) can be used to stratify the data based on how difficult each case is to classify, independent of the outcome measure of interest (eg, accuracy). This stratification allows the evaluation of ML classifiers to take the form of a distribution rather than a single scalar value.

Methods: Two large, public intensive care unit data sets, Medical Information Mart for Intensive Care III and electronic intensive care unit, were used to showcase this method in predicting mortality. For each data set, a balanced sample (n=8078 and n=21,940, respectively) and an imbalanced sample (n=12,117 and n=32,910, respectively) were drawn. A 2-parameter logistic model was used to provide scores for each case. Several ML algorithms were used in the demonstration to classify cases based on their health-related features: logistic regression, linear discriminant analysis, K-nearest neighbors, decision tree, naive Bayes, and a neural network. Generalized linear mixed model analyses were used to assess the effects of case difficulty strata, ML algorithm, and the interaction between them in predicting accuracy.

Results: The results showed significant effects (P<.001) for case difficulty strata, ML algorithm, and their interaction in predicting accuracy and illustrated that all classifiers performed better with easier-to-classify cases and that overall the neural network performed best. Significant interactions suggest that cases that fall in the most arduous strata should be handled by logistic regression, linear discriminant analysis, decision tree, or neural network but not by naive Bayes or K-nearest neighbors. Conventional metrics for ML classification have been reported for methodological comparison.

Conclusions: This demonstration shows that using the IRT is a viable method for understanding the data that are provided to ML algorithms, independent of outcome measures, and highlights how well classifiers differentiate cases of varying difficulty. This method explains which features are indicative of healthy states and why. It enables end users to tailor the classifier that is appropriate to the difficulty level of the patient for personalized medicine.
Introduction

Background

This study aims to demonstrate an approach to assess the effectiveness of binary machine learning (ML) classification, which is an alternative to the more traditional single scalar measures in the literature. Our approach uses an item response theory (IRT) model to enhance the understanding of the data set on which ML protocols are run as well as the results of the classification outcomes. Aspects of IRT’s utility have recently surfaced in the ML literature, including comparisons of collaborative filtering [1], evaluation of natural language processing systems [2], identification of initial computer adaptive learning items [3], assessment of the utility of ML classifiers [4], and ML feature selection [5]. However, using IRT in the manner proposed in this study has not yet been undertaken.

The varied and numerous contexts (eg, business, finances, medicine, home, government agencies) in which ML is being used is no less than staggering [6]. Since the advent of the development of ML classification protocols, there has been a commensurate interest in assessing and comparing their efficacy [7]. Evaluation techniques fall into several major categories [8-12]. Many techniques use estimates of single scalar values to summarize the quality of classification based on the frequencies in a confusion matrix (true-positive, false-positive, true-negative, and false-negative). The most common measures include accuracy, precision, negative predictive value, sensitivity, and specificity, although some combine sensitivity and specificity (eg, Youden index, likelihoods, and discriminant power) [13]. Further refinements of scalar estimates have been introduced including reducing the amount of bias and variance of the estimate that have enhanced their interpretability [14], presenting statistical comparisons (eg, t test, conservative z, McNemar test) between ML protocol scalar outcomes [15] and assessing the invariance of estimates with changes in the confusion matrix [16]. Graphical presentations of the confusion matrix data at various points along a continuum include gain and lift charts, receiver operating characteristic curves, and area under the curve (AUC). These provide a more comprehensive depiction of the various scalar measures [12] by contextualizing them.

Despite the advances in metric development, there is an interest in developing more extensive descriptions of ML classification outcomes. For example, it has been argued that “...any single scalar measure has significant limitations” and “that such measures ... oversimplify complex questions and combine things that should be kept separate” [17]. Another issue is that many different programs, search and optimize strategies, and evaluation approaches have populated the literature, sparking researchers to attempt to systematize the findings for more general consumption [18]. Some reviews have supported the contention that ML algorithms should outperform human experts [19], but others have found that overly complex approaches used in some ML models are no better than simpler, more intuitive models [20]. Studies should give readers an understanding of the reasons why algorithms perform differently, rather than simply providing results of differences between 2 scalar summary values [21,22].

These comments are consistent with general calls for a fuller explanation regarding the interpretability of ML studies [23], particularly in the biomedical and health fields that have been slower to exploit this technology. Overreliance on text-based information rather than contextual elements and the inherent uncertainty in medical decision making have been cited as problems in applying ML findings [24]. The associations within data sets that are theory-free offer little guidance with regard to improving clinical care [25]. Medical professionals are not well trained in how ML works and thus are not able to critically evaluate the utility of the reported findings [26].

The ML criticism of the lack of attention to the unique characteristics of the individual cases is the focus of this study. We propose to address this challenge using a more comprehensive, case-nuanced approach. Although there has been some work in this regard, such as the now accepted wisdom that standard classifiers do not work well with imbalanced data [27], a focus on the individual cases that fall into the miss or false-positive categories has only rarely been investigated as a point of interest [28].

This lack of attention is highlighted in the assessment study of various ML models; they often result in comparable outcomes as similar percentages of cases are misclassified regardless of the model used [29]. Some insight into this phenomenon was brought to light in a study on benchmarking data sets, where some sets had more difficult-to-classify cases and other sets contained largely easy-to-classify cases, providing similar results at the aggregate level regardless of the ML approach used [30].

It has been argued that cleaning up the data by eliminating some cases in the training data set is an appropriate tactic to improve classification accuracy [31]. We disagree with this approach and instead argue that hard-to-classify cases should be examined in a more systematic manner. This study shifts the focus from the level of utility of an ML only at the aggregate sample level toward pinpointing where that model falls short and, more importantly, why the model falls short. The process described identifies, a priori, which cases in the data set (balanced or imbalanced) will be more or less difficult to classify. The evaluation of ML algorithms across these cases will help to understand why these cases are difficult to classify. Examining this phenomenon in detail is as important as the classification accuracy index of the data set as a whole.

There are 2 fundamental building blocks to any ML system: the features of interest and the cases in the data set. To investigate the research question in this study, methods derived from IRT were employed as they simultaneously estimate the...
characteristics of both features and cases. Understanding this phenomenon allows medical professionals to tailor the classifier to the patient.

**Similarities Between ML and Test Taking**

Following an examination, there are discussions by students about the test items; often they remark “that question was hard, what did you put?” or “that was as easy question.” Such comments reflect the purposeful construction of the test items. Some items are designed to be relatively easy to pass whereas others are designed to be more difficult such that only a few can pass. Similarly, students talk about the test takers—“she always gets the highest score in the class” or “I think I have a 50-50 chance of passing.” Test takers are quite cognizant of the fact that not all test items are created equal and that not all test takers have the same ability. These fundamental assumptions give rise to IRT, where the characteristics of the items and of the students are modeled together, providing a clearer picture about which items discriminate between which test takers.

A parallel can be drawn between a set of students passing or failing a test based on their performance on a set of items with a set of patients being classified into 1 of 2 categories (alive or not alive) based on their scores on a set of health-related features. Using the test item information, an ML classifier should be able to predict which students will pass or fail the test, and using the feature information, an ML classifier should be able to predict which patients will be alive or not alive. There is likely to be a base level at which it correctly classifies cases as belonging to 1 group or another by chance alone, and additional case information on each feature should enhance the prediction. Some cases can be easily partitioned into the pass the test (ie, they pass all the items) or fail the test (ie, they fail all the items). Cases with more moderate levels of mastery however would be expected to pass some and fail some items (features in ML terms). It is these difficult cases where classifiers would be less likely to successfully predict their probability of passing or failing the test. One option to enhance prediction is to add more features to help classify these more difficult cases, but doing so results in high dimensionality, overfitting models, difficult-to-interpret findings, and nongeneralizing results. This quandary is a classic optimization problem in the ML literature. As not all test takers score 100% or 0% on an examination, some combination of right and wrong answers to questions provides an index of individual test-taker ability in completing the test. The term ability (symbolized by the term theta, \( \theta \)) is used in the psychometric literature where IRT evolved and is used to describe any latent construct of interest being measured. In this study, within-range or out-of-range laboratory values and vital signs as well as demographic information comprise the features in our data sets. Thus, we can ascertain a case’s placement with respect to the underlying distribution of unhealthiness. These individual case-based indices create a distribution of unhealthiness across all features (or in our case laboratory values, vital signs, and demographic information). Depending on where individual patients fall on the distribution, the ease with which ML classifiers correctly predict the outcome (mortality) is expected to be affected—those concentrated in the central area of the distribution will be more challenging to correctly classify relative to those cases lying more at the tails of the distribution. Thus, rather than labeling case scores as being on a healthy-unhealthy continuum, suggesting these scores might only be useful in a health context, we use the classification difficulty index (CDI) because of their ease or difficulty in being able to be correctly classified using supervised ML.

The process of generating CDIs on the unhealthiness continuum will be carried out without using the outcome variable of mortality itself, that is, IRT provides case-based scores (CDIs) that can be examined before the data as a collective is subjected to an ML protocol.

**Specific Study Hypotheses and Research Questions**

The IRT analysis provides case-based CDIs using a set of feature characteristics that do not use the information on the outcome classification variable. CDIs for the sample are generated along the normal distribution, with a mean 0.0 (SD 1.0). It is hypothesized that cases with more centrally located CDIs will be less likely to be classified correctly, whereas cases with more peripherally located CDIs will be more likely to be classified correctly. One research question is as follows: Will some ML classifiers be more accurate in classifying cases at all CDIs? Another research question is as follows: Will some ML classifiers be more accurate than others in classifying cases at different CDIs? Identifying these cases \textit{a priori} provides an alternative manner to evaluate different ML protocols or classification methods and will advance our understanding of ML findings and the data they are being fed with.

**Methods**

**Data Sets**

Data were obtained through 2 large, freely available data sets. One was the MIMIC-III (Medical Information Mart for Intensive Care III) database housing health data of >40,000 critical care unit patients at the Beth Israel Deaconess Medical Center admitted between 2001 and 2012 [32,33]. The other was the electronic intensive care unit (eICU) Collaborative Research Database that houses data from critical care unit patients from across the continental United States admitted between 2014 and 2015 [34].

**Case Inclusion**

Databases were queried using the SQL plug-in for Python (Python Software Foundation). Case inclusion criteria were as follows: (1) age 16 years, (2) at least three-fourth of the features of interest were available for a select case (patient), leading to subsequent imputation, and (3) first hospital visit in the case of repeated patients. Features of predictive interest were selected based on 2 common severity of illness scores: Simplified Acute Physiology Score II and Acute Physiology and Chronic Health Evaluation IV for MIMIC-III and eICU, respectively. To test the hypothesis with both balanced and imbalanced data sets, the number of death cases in both data sets (coded 1) was noted and the same number of cases of no death was then randomly selected and incorporated into the balanced data sets. Imbalanced data sets were created by randomly sampling twice as many no death cases compared with death cases. We used the 1/3:2/3
imbalance ratio to detect any change in results using a somewhat mildly imbalanced than an extremely imbalanced set.

For the MIMIC-III data set, there were 4039 cases that experienced death in hospital, resulting in a final and balanced sample size of 8078 and imbalanced sample size of 12,117. In the eICU data set, there were 10,970 death in hospital cases. Employing the same methodology resulted in a balanced sample size of 21,940 and an imbalanced sample size of 32,910.

**Features**

The features included demographic, procedural, pre-existing conditions, and laboratory values (Tables 1 and 2). Normal values were presented and were obtained from the Medical Council of Canada [35] unless otherwise noted. Laboratory values represent the worst values taken during the intensive care unit (ICU) stay in both data sets in the first 24 hours. In the IRT component of the analyses, variables were dichotomized into disease-promoting states (1) akin to failing the item on the test or disease-protective states (0; passing the item). Values that fell outside the normal laboratory ranges were coded as 1 (too low or too high). Pre-existing conditions were coded as 1 (present) or 0 (absent). Age was demarcated at 65 years, with those aged >65 years coded 1 and those aged ≤65 years coded 0 [36-39]. For the sex variable, men were assigned 1 and women were assigned 0 [40]. Imputation of missing data was performed using a multiple imputation chained equations technique using the impute library in Python 3.7.7 to preserve the pre-existing distribution of features.

Table 1. Medical Information Mart for Intensive Care III variables based on Simplified Acute Physiology Score II.

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Description</th>
<th>Normal values, units</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIDS</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Heme malignancy</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Metastatic cancer</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Minimum GCS(^a)</td>
<td>Glasgow Coma Scale</td>
<td>15(^b), 1-15</td>
</tr>
<tr>
<td>WBC(^c) minimum</td>
<td>Lowest white blood cell</td>
<td>4-10, 10(^d)</td>
</tr>
<tr>
<td>WBC maximum</td>
<td>Highest white blood cell</td>
<td>4-10, 10(^d)</td>
</tr>
<tr>
<td>Na minimum</td>
<td>Sodium minimum</td>
<td>135-145, mmol/L</td>
</tr>
<tr>
<td>Na maximum</td>
<td>Sodium maximum</td>
<td>135-145, mmol/L</td>
</tr>
<tr>
<td>K minimum</td>
<td>Potassium minimum</td>
<td>3.5-5, mmol/L</td>
</tr>
<tr>
<td>K maximum</td>
<td>Potassium maximum</td>
<td>3.5-5, mmol/L</td>
</tr>
<tr>
<td>Bilirubin maximum</td>
<td>Bilirubin maximum</td>
<td>≤1.52, mg/dL</td>
</tr>
<tr>
<td>HCO(_3^-) minimum</td>
<td>Bicarbonate minimum</td>
<td>24-30, mmol/L</td>
</tr>
<tr>
<td>HCO(_3^-) maximum</td>
<td>Bicarbonate maximum</td>
<td>24-30, mmol/L</td>
</tr>
<tr>
<td>BUN(^d) minimum</td>
<td>Blood urea nitrogen minimum</td>
<td>7-22, mg/dL</td>
</tr>
<tr>
<td>BUN maximum</td>
<td>Blood urea nitrogen maximum</td>
<td>7-22, mg/dL</td>
</tr>
<tr>
<td>PO(_2)</td>
<td>Partial pressure of oxygen</td>
<td>85-105, mm Hg</td>
</tr>
<tr>
<td>Fi(_O_2)</td>
<td>Fraction of inspired oxygen</td>
<td>21, %</td>
</tr>
<tr>
<td>Heart rate mean</td>
<td>Mean heart rate</td>
<td>60-100, bpm</td>
</tr>
<tr>
<td>BP mean</td>
<td>Mean systolic blood pressure</td>
<td>95-145, mm Hg</td>
</tr>
<tr>
<td>Max temp</td>
<td>Maximum temperature</td>
<td>36.5-37.5, °C</td>
</tr>
<tr>
<td>Urine output</td>
<td>Urine output</td>
<td>800-2000(^e), mL/24h</td>
</tr>
<tr>
<td>Sex</td>
<td>Male or female</td>
<td>Male: 1, Female: 0, Male or female</td>
</tr>
<tr>
<td>Age</td>
<td>Age in years</td>
<td>≤65: 0, years</td>
</tr>
<tr>
<td>Admission type</td>
<td>Emergency or elective</td>
<td>Emergency: 1; else: 0, N/A(^f)</td>
</tr>
</tbody>
</table>

\(^a\)GCA: Glasgow Coma Scale.
\(^b\)Teasdale and Jennett, 1974 [41]; Teasdale and Jennett, 1976 [42].
\(^c\)WBC: white blood cell.
\(^d\)BUN: blood urea nitrogen.
\(^e\)Medical CMP, 2011 [43].
\(^f\)N/A: not applicable.
### Table 2. Electronic intensive care unit data set variables based on Acute Physiology and Chronic Health Evaluation IV.

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Description</th>
<th>Normal values, Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Glasgow Coma Scale</td>
<td>15&lt;sup&gt;b&lt;/sup&gt;, 1-15</td>
</tr>
<tr>
<td>Urine output</td>
<td>Urine output in 24 hours</td>
<td>800-2000&lt;sup&gt;c&lt;/sup&gt;, mL/24 hour</td>
</tr>
<tr>
<td>WBC&lt;sup&gt;d&lt;/sup&gt;</td>
<td>White blood cell count</td>
<td>4-10, 10&lt;sup&gt;9&lt;/sup&gt;</td>
</tr>
<tr>
<td>Na</td>
<td>Serum sodium</td>
<td>135-145, mmol/L</td>
</tr>
<tr>
<td>Temperature</td>
<td>Temperature in Celsius</td>
<td>36.5-37.5&lt;sup&gt;e&lt;/sup&gt;, °C</td>
</tr>
<tr>
<td>Respiration rate</td>
<td>Highest white blood cell</td>
<td>12-20&lt;sup&gt;f&lt;/sup&gt;, breaths/min</td>
</tr>
<tr>
<td>Heart rate</td>
<td>Heart rate/min</td>
<td>60-100&lt;sup&gt;f&lt;/sup&gt;, bpm</td>
</tr>
<tr>
<td>Mean blood pressure</td>
<td>Mean arterial pressure</td>
<td>70-100&lt;sup&gt;f&lt;/sup&gt;, mm Hg</td>
</tr>
<tr>
<td>Creatinine</td>
<td>Serum creatinine</td>
<td>0.57-1.02 (F); 0.79-1.36 (M), mEq/L</td>
</tr>
<tr>
<td>pH</td>
<td>Arterial pH</td>
<td>7.35-7.45, N/A&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Hematocrit</td>
<td>Red blood cell volume</td>
<td>37-46 (F); 38-50 (M), %</td>
</tr>
<tr>
<td>Albumin</td>
<td>Serum albumin</td>
<td>3.5-5.0, g/dL</td>
</tr>
<tr>
<td>PO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Partial pressure of oxygen</td>
<td>85-105, mm Hg</td>
</tr>
<tr>
<td>PCO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Partial pressure carbon dioxide</td>
<td>35-45, mm Hg</td>
</tr>
<tr>
<td>BUN&lt;sup&gt;k&lt;/sup&gt;</td>
<td>Blood urea nitrogen maximum</td>
<td>7-22, mg/dL</td>
</tr>
<tr>
<td>Glucose</td>
<td>Blood sugar level</td>
<td>68-200, mL/dL</td>
</tr>
<tr>
<td>Bili</td>
<td>Serum bilirubin</td>
<td>≤1.52, mEq/dL</td>
</tr>
<tr>
<td>FiO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Fraction of inspired oxygen</td>
<td>21&lt;sup&gt;l&lt;/sup&gt;, %</td>
</tr>
<tr>
<td>Sex</td>
<td>Male or female</td>
<td>Male: 1; female: 0, M or F</td>
</tr>
<tr>
<td>Age</td>
<td>Age in years</td>
<td>≤65: 0, years</td>
</tr>
<tr>
<td>Leukemia</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Cirrhosis</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Hepatic failure</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Metastatic cancer</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>AIDS</td>
<td>Pre-existing diagnosis</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Thrombolytics</td>
<td>Medical intervention</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Ventilator</td>
<td>Medical intervention</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Dialysis</td>
<td>Medical intervention</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Immunosuppressed</td>
<td>Medical intervention</td>
<td>Absent: 0, 0 or 1</td>
</tr>
<tr>
<td>Elective surgery</td>
<td>Medical intervention</td>
<td>Absent: 0, 0 or 1</td>
</tr>
</tbody>
</table>

<sup>a</sup>GCS: Glasgow Coma Scale.

<sup>b</sup>Teasdale and Jennett, 1974 [41]; Teasdale and Jennett, 1976 [42].

<sup>c</sup>Medical CMP, 2011 [43].

<sup>d</sup>WBC: white blood cell.

<sup>e</sup>Lapum et al. 2018 [44].

<sup>f</sup>MDCalc [45].

<sup>g</sup>Healthline [46].

<sup>h</sup>F: female.

<sup>i</sup>M: male.

<sup>j</sup>N/A: not applicable.
IRT Analyses

Using the IRTPRO (Scientific Software International) program, a 2-parameter logistic model (2PL) was run on the dichotomous data. The program uses a marginal maximum likelihood estimation procedure to calculate feature and case parameters [48] and assumes that respondents belong to a population that can be characterized by their placement on a latent normal probability distribution—unhealthiness in this study with the left and right sides of the distribution indicating better and worse health, respectively [49]. Although higher scores on the latent distribution in IRT usually indicate better outcomes (eg, students have passed more items on a test), in this context, higher scores mean more of the patients’ features were out of range and are thus associated with worse outcomes (ie, higher likelihood of death). The output generates logistic item characteristic curves that describe each feature’s relationship to the underlying distribution. For each feature, 2 characteristics were estimated, slope and location.

Equation 1 shows a 2PL model in IRT; slope \(a_i\) captures the discriminability capacity of the feature. Feature functions with flat slopes indicate that they are not very discriminatory, whereas those with steep slopes are highly discriminatory, particularly at the inflection point. The location \(b_i\) denotes where along the function the inflection point occurs. As the functions are set along the standard normal distribution (mean 0.0, SD 1.0), this point indicates where along the unhealthiness continuum the feature is most likely to differentiate cases. An example is presented in Figure 1.

Figure 1. Characteristic curve using a 2-parameter logistic model.

CDI estimation in a 2PL model is calculated based on equation 2, where the probability of obtaining the correct answer is based on the scores on the items’ \(u_i\) weighted by \(a_i\).

Equation 3, where \(u_i \in (0, 1)\) is the score on item \(i\), is called the likelihood function. It is the probability of a response pattern given the CDIs and the item parameters across cases. There is 1 likelihood function for each response pattern, and the sum of all such functions equals 1 at any value of the distribution. On the basis of the pattern of each case’s values on the features, the program uses a Bayesian estimation process that provides a CDI on the unhealthiness continuum for each case in the data set.

CDIs are reported on the standard normal distribution and typically range between \(-2.50\) and \(+2.50\). Each case’s CDI has its own individual SE around it based on the individual’s pattern of results across all features and their unique characteristics. Using the results from the 2PL model, it was possible to identify which of the cases were more centrally or more peripherally located on the distribution and thus would be less or more likely to be accurately classified into their respective categories (no death or death).

To allow for easy visualization and testing of effects, several strata bins were created into which continuous IRT CDIs could be assigned. These bins were separated at every 0.5 difficulty
change in the distribution of the data. The first bin was centered over the 0.0 mark to denote the most difficult cases and subsequent bins were demarcated at 0.5 levels toward each periphery. This process of bin allocation continued until all observed CDIs for the cases were accounted for.

ML Analyses

Multiple ML algorithms were tested using the original feature values for both MIMIC-III and eICU data sets. These included logistic regression, linear discriminant analysis, K-nearest neighbors, decision tree, naive Bayes, and neural network. Both the K-nearest neighbors and neural network had their hyperparameters optimized by a grid search. In the case of the K-nearest neighbors, the search grid included K from 1 to 40 and distance methods of Minkowski, Hamming, and Manhattan. The grid investigated for the neural network included activation functions such as softmax, softplus, softsign, relu, Tanh, sigmoid, and hard sigmoid; learning rates such as 0.001, 0.01, 0.1, 0.2, and 0.3; and hidden neurons in a single hidden layer of 1, 5, 10, 15, 20, 25, and 30. In each of these methods, a 10-fold cross-validation was performed, and the numerical prediction was extracted for each case and then reassOCIated with its subject ID number for graphical plotting. The evaluation methods, accuracy, precision, recall, F1, and AUC metrics were calculated. Accuracy was used to assess the hypotheses and research questions.

Comparison Analyses

To test the main effects of CDI and the repeated measure of the ML classifier as well as their interaction on each case’s accuracy score (0,1), generalized linear mixed model (GLMM) [50] analyses were conducted using the GENLINMIX program of SPSS 23 [51]. GENLINMIX uses the penalized quasi-likelihood estimation method for fixed effects. Separate analyses for each of the balanced and imbalanced data sets were conducted. The standard form of the GLMM is shown in equations 4 and 5. y is a response vector, and b is the random effects vector. Distr is a conditional distribution of y given b. μ is the conditional mean, and is the dispersion parameter.

In equation 5, g(μ) is the logit link function that defines the relationship between the mean response μ and the linear combination of predictors. X represents the fixed effects matrix, and Z is a random effects matrix, where is simply an offset to the model.

The models specified that (1) all effects are fixed, (2) the dependent variable follows a binomial distribution, and thus the predictors and criterion are linked via a logit function, (3) the residual covariance matrix for the repeated measure (ML classifier) is diagonal, and (4) the reference category was set to 0. Follow-up paired-comparison tests on the estimated marginal and cell means used a P level of<.001 to protect against a type I error.

Results

IRT 2PL Model Results

Descriptive results of case CDIs are shown in Table 3, and frequency distributions are shown in Figures 2 and 3 (MIMIC-III) and Figures 4 and 5 (eICU).

It should be noted that the 2 data sets have different distributions, and this fingerprint is inherently unique to the data set processed.

<table>
<thead>
<tr>
<th>Data set</th>
<th>CDP range</th>
<th>Overall, mean (SD)</th>
<th>Point-biserial correlations[^b]</th>
<th>No death, mean (SD)</th>
<th>Death, mean (SD)</th>
<th>Two-tailed t value[^c]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r value</td>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td>t test (df)</td>
</tr>
<tr>
<td>MIMIC-III[^d]</td>
<td>−1.81 to +2.16</td>
<td>0.00 (0.85)</td>
<td>0.37 &lt;.001</td>
<td>−0.32 (0.79)</td>
<td>0.32 (0.80)</td>
<td>35.76 (8077)</td>
</tr>
<tr>
<td>balanced</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIMIC-III imbalan-ced</td>
<td>−1.70 to +2.27</td>
<td>0.00 (0.85)</td>
<td>0.35 &lt;.001</td>
<td>−0.21 (0.80)</td>
<td>0.42 (0.80)</td>
<td>40.88 (12116)</td>
</tr>
<tr>
<td>eICU[^e]</td>
<td>−2.63 to +2.83</td>
<td>0.00 (0.80)</td>
<td>0.50 &lt;.001</td>
<td>−0.40 (0.73)</td>
<td>0.40 (0.64)</td>
<td>86.18 (21939)</td>
</tr>
<tr>
<td>balanced</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eICU imbalanced</td>
<td>−2.55 to +2.93</td>
<td>0.00 (0.81)</td>
<td>0.51 &lt;.001</td>
<td>−0.29 (0.73)</td>
<td>0.59 (0.61)</td>
<td>109.09 (32909)</td>
</tr>
</tbody>
</table>

[^a]CDI: classification difficulty index.
[^b]Between CDI and outcome (no death or death).
[^c]Difference between no death and death means.
Using the feature parameter estimates and case CDI, the unique differentiating capacity for each feature can be depicted by calculating the probability of each case falling into the 0 (no death) or 1 (death) categories. For example, the slope and location parameters for the blood urea nitrogen (BUN) minimum and urine output for the 2 MIMIC-III data sets are shown in Table 4. The higher slope of the BUN minimum feature is contrasted with the very low slope of the urine output feature. These differences highlight the importance of some features over others in terms of being useful in categorizing cases.
Similar to the MIMIC-III results, the IRT analyses of the eICU showed that BUN was a highly discriminating feature whereas urine output was not (Table 5). In fact, many of the features for both MIMIC-III and eICU were not discriminatory (slopes of <0.35 [52]).

### Table 5. Electronic intensive care unit feature parameters.

<table>
<thead>
<tr>
<th>Feature parameter</th>
<th>Slope</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood urea nitrogen (minimum)</td>
<td>1.55</td>
<td>−0.33</td>
</tr>
<tr>
<td>Urine output</td>
<td>0.04</td>
<td>−1.19</td>
</tr>
<tr>
<td>Imbalanced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood urea nitrogen (minimum)</td>
<td>1.49</td>
<td>−0.1</td>
</tr>
<tr>
<td>Urine output</td>
<td>0.03</td>
<td>−1.39</td>
</tr>
</tbody>
</table>

### ML Classification Results

Checking the K-nearest neighbors grid warranted using Manhattan distancing and 27 nearest neighbors for MIMIC-III and Manhattan distancing with 19 neighbors for eICU. The neural network grid search results returned an optimum learning rate of 0.001, activation function softmax, and a number of hidden nodes, 15 for MIMIC-III and 17 for eICU.

Traditional metrics of accuracy, precision, recall, F1, and AUC are presented for MIMIC-III in Table 6.
Table 6. Medical Information Mart for Intensive Care III classification performance in traditional metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>LR (a) (%)</th>
<th>LDA (b) (%)</th>
<th>KNN (c) (%)</th>
<th>DT (d) (%)</th>
<th>NB (e) (%)</th>
<th>NN (f) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balanced</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>75.3</td>
<td>75.0</td>
<td>67.2</td>
<td>70.9</td>
<td>70.4</td>
<td>76.1</td>
</tr>
<tr>
<td>Precision</td>
<td>75.8</td>
<td>75.6</td>
<td>69.3</td>
<td>71.1</td>
<td>79.5</td>
<td>75.6</td>
</tr>
<tr>
<td>Recall</td>
<td>74.3</td>
<td>73.8</td>
<td>61.8</td>
<td>70.6</td>
<td>54.9</td>
<td>77.2</td>
</tr>
<tr>
<td>F1</td>
<td>75.0</td>
<td>74.7</td>
<td>65.3</td>
<td>70.8</td>
<td>64.9</td>
<td>76.4</td>
</tr>
<tr>
<td>AUC</td>
<td>75.3</td>
<td>75.0</td>
<td>67.2</td>
<td>70.9</td>
<td>70.4</td>
<td>76.5</td>
</tr>
<tr>
<td><strong>Imbalanced</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>78.3</td>
<td>77.9</td>
<td>72.8</td>
<td>73.7</td>
<td>75.3</td>
<td>80.5</td>
</tr>
<tr>
<td>Precision</td>
<td>73.3</td>
<td>73.8</td>
<td>63.1</td>
<td>60.6</td>
<td>67.7</td>
<td>72.7</td>
</tr>
<tr>
<td>Recall</td>
<td>54.8</td>
<td>52.1</td>
<td>44.4</td>
<td>60.6</td>
<td>49.6</td>
<td>66.6</td>
</tr>
<tr>
<td>F1</td>
<td>62.7</td>
<td>61.1</td>
<td>52.2</td>
<td>60.6</td>
<td>57.3</td>
<td>69.5</td>
</tr>
<tr>
<td>AUC</td>
<td>72.4</td>
<td>71.4</td>
<td>65.7</td>
<td>70.9</td>
<td>68.9</td>
<td>76.9</td>
</tr>
</tbody>
</table>

(a) LR: logistic regression.  
(b) LDA: linear discriminant analysis.  
(c) KNN: K-nearest neighbor.  
(d) DT: decision tree.  
(e) NB: naive Bayes.  
(f) NN: neural network.  
(g) AUC: area under the curve.

In both the balanced and imbalanced MIMIC-III data sets, the neural network outperformed the other classifiers (balanced: accuracy was 76.1% and imbalanced: accuracy was 80.5%) using traditional metrics. It is worth highlighting the role an imbalanced data set has on an increased accuracy and a reduction in precision, recall, and F1.

Table 7 shows our proposed method of demonstrating accuracy as a function of CDI. The metric used in Table 7 is accuracy as F1, recall, and precision were undefined in the extreme negative (where features were predominantly 0), and no cases of death existed by which to divide. A parabolic relationship existed in the accuracy level and the strata values, where those more distant from the strata bin=0 were more likely to be classified correctly. ML researchers should be most interested in the problematic cases CDI bin 0.0 and where we observe that all classifiers struggle with prediction. These results suggest that even if a classifier outperforms its counterparts as shown in the traditional metrics of Table 6 (eg, neural network), it may be surpassed in the more fine-grained approach shown in Table 7 (eg, naive Bayes algorithm within the +1.5 CDI bin of the balanced data set).

In both the balanced and the imbalanced eICU data sets (Table 8), the neural network outperformed the other classifiers using traditional metrics. Similar to the MIMIC-III findings, the imbalanced data set resulted in increased accuracy and decreased precision, recall, and F1.

Table 9 shows our alternative method of demonstrating accuracy as a function of CDI. Cases that were more distant from the strata bin=0 were more likely to be classified correctly.
Table 7. Item response theory–based Medical Information Mart for Intensive Care III mortality prediction accuracy stratified by classification difficulty index.

<table>
<thead>
<tr>
<th>Number of cases</th>
<th>CDI&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LR&lt;sup&gt;b&lt;/sup&gt; (%)</th>
<th>LDA&lt;sup&gt;c&lt;/sup&gt; (%)</th>
<th>KNN&lt;sup&gt;d&lt;/sup&gt; (%)</th>
<th>DT&lt;sup&gt;e&lt;/sup&gt; (%)</th>
<th>NB&lt;sup&gt;f&lt;/sup&gt; (%)</th>
<th>NN&lt;sup&gt;g&lt;/sup&gt; (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balanced</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.5</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>13</td>
<td>2.0</td>
<td>92.3</td>
<td>92.3</td>
<td>84.6</td>
<td>92.3</td>
<td>92.3</td>
<td>92.3</td>
</tr>
<tr>
<td>316</td>
<td>1.5</td>
<td>90.2</td>
<td>88.2</td>
<td>80.4</td>
<td>80.4</td>
<td>89.2</td>
<td>88.3</td>
</tr>
<tr>
<td>1884</td>
<td>1.0</td>
<td>75.6</td>
<td>74.9</td>
<td>68.2</td>
<td>68.8</td>
<td>68.4</td>
<td>77.0</td>
</tr>
<tr>
<td>1321</td>
<td>0.5</td>
<td>70.5</td>
<td>70.6</td>
<td>63.5</td>
<td>65.9</td>
<td>65.4</td>
<td>71.1</td>
</tr>
<tr>
<td>952</td>
<td>0.0</td>
<td>72.0</td>
<td>72.4</td>
<td>62.8</td>
<td>68.8</td>
<td>66.2</td>
<td>73.9</td>
</tr>
<tr>
<td>1346</td>
<td>−0.5</td>
<td>70.9</td>
<td>70.6</td>
<td>60.4</td>
<td>67.1</td>
<td>63.7</td>
<td>72.1</td>
</tr>
<tr>
<td>1955</td>
<td>−1.0</td>
<td>77.0</td>
<td>77.1</td>
<td>70.9</td>
<td>75.4</td>
<td>75.2</td>
<td>78.3</td>
</tr>
<tr>
<td>288</td>
<td>−1.5</td>
<td>94.8</td>
<td>94.8</td>
<td>83.3</td>
<td>91.0</td>
<td>95.5</td>
<td>94.5</td>
</tr>
<tr>
<td>3</td>
<td>−2.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>Imbalanced</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.5</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>30</td>
<td>2.0</td>
<td>93.3</td>
<td>93.3</td>
<td>76.7</td>
<td>73.3</td>
<td>93.3</td>
<td>93.3</td>
</tr>
<tr>
<td>571</td>
<td>1.5</td>
<td>77.4</td>
<td>75.7</td>
<td>64.1</td>
<td>71.1</td>
<td>77.4</td>
<td>78.3</td>
</tr>
<tr>
<td>1886</td>
<td>1.0</td>
<td>70.6</td>
<td>70.3</td>
<td>63.9</td>
<td>65.0</td>
<td>64.6</td>
<td>73.3</td>
</tr>
<tr>
<td>1537</td>
<td>0.5</td>
<td>76.3</td>
<td>75.5</td>
<td>67.3</td>
<td>71.2</td>
<td>72.7</td>
<td>79.7</td>
</tr>
<tr>
<td>1251</td>
<td>0.0</td>
<td>78.7</td>
<td>78.0</td>
<td>75.6</td>
<td>74.5</td>
<td>76.8</td>
<td>80.3</td>
</tr>
<tr>
<td>2794</td>
<td>−0.5</td>
<td>75.0</td>
<td>74.5</td>
<td>71.0</td>
<td>72.1</td>
<td>72.3</td>
<td>78.4</td>
</tr>
<tr>
<td>2722</td>
<td>−1.0</td>
<td>88.3</td>
<td>88.3</td>
<td>85.0</td>
<td>83.3</td>
<td>87.1</td>
<td>89.1</td>
</tr>
<tr>
<td>325</td>
<td>−1.5</td>
<td>99.1</td>
<td>99.1</td>
<td>96.6</td>
<td>98.2</td>
<td>99.1</td>
<td>98.8</td>
</tr>
</tbody>
</table>

<sup>a</sup>CDI: classification difficulty index.
<sup>b</sup>LR: logistic regression.
<sup>c</sup>LDA: linear discriminant analysis.
<sup>d</sup>KNN: K-nearest neighbor.
<sup>e</sup>DT: decision tree.
<sup>f</sup>NB: naive Bayes.
<sup>g</sup>NN: neural network.
Table 8. Electronic intensive care unit classification performance in traditional metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Balanced</th>
<th>Imbalanced</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR&lt;sup&gt;a&lt;/sup&gt; (%)</td>
<td>LDA&lt;sup&gt;b&lt;/sup&gt; (%)</td>
</tr>
<tr>
<td>Accuracy</td>
<td>77.9</td>
<td>78.0</td>
</tr>
<tr>
<td>Precision</td>
<td>77.9</td>
<td>73.6</td>
</tr>
<tr>
<td>Recall</td>
<td>62.1</td>
<td>62.1</td>
</tr>
<tr>
<td>F1</td>
<td>67.4</td>
<td>66.8</td>
</tr>
<tr>
<td>AUC</td>
<td>75.5</td>
<td>75.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>LR: logistic regression.
<sup>b</sup>LDA: linear discriminant analysis.
<sup>c</sup>KNN: K-nearest neighbor.
<sup>d</sup>DT: decision tree.
<sup>e</sup>NB: naive Bayes.
<sup>f</sup>NN: neural network.
<sup>g</sup>AUC: area under the curve.
Table 9. Item response theory–based electronic intensive care unit mortality prediction accuracy stratified by classification difficulty index.

<table>
<thead>
<tr>
<th>Number of cases</th>
<th>CDI(^a)</th>
<th>LR(^b) (%)</th>
<th>LDA(^c) (%)</th>
<th>KNN(^d) (%)</th>
<th>DT(^e) (%)</th>
<th>NB(^f) (%)</th>
<th>NN(^g) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balanced</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>50.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>61</td>
<td>2.5</td>
<td>82.0</td>
<td>82.0</td>
<td>75.4</td>
<td>78.7</td>
<td>86.9</td>
<td>85.2</td>
</tr>
<tr>
<td>160</td>
<td>2.0</td>
<td>81.3</td>
<td>82.5</td>
<td>75.0</td>
<td>76.3</td>
<td>81.9</td>
<td>83.4</td>
</tr>
<tr>
<td>621</td>
<td>1.5</td>
<td>86.2</td>
<td>86.8</td>
<td>74.5</td>
<td>79.2</td>
<td>83.7</td>
<td>87.9</td>
</tr>
<tr>
<td>3167</td>
<td>1.0</td>
<td>83.7</td>
<td>82.9</td>
<td>72.1</td>
<td>78.3</td>
<td>66.3</td>
<td>85.4</td>
</tr>
<tr>
<td>4998</td>
<td>0.5</td>
<td>74.0</td>
<td>72.7</td>
<td>64.7</td>
<td>73.1</td>
<td>55.2</td>
<td>80.9</td>
</tr>
<tr>
<td>4776</td>
<td>0.0</td>
<td>70.9</td>
<td>70.1</td>
<td>58.5</td>
<td>71.5</td>
<td>57.3</td>
<td>80.0</td>
</tr>
<tr>
<td>3864</td>
<td>−0.5</td>
<td>73.8</td>
<td>74.5</td>
<td>63.3</td>
<td>74.4</td>
<td>67.4</td>
<td>84.3</td>
</tr>
<tr>
<td>2858</td>
<td>−1.0</td>
<td>85.4</td>
<td>85.5</td>
<td>74.4</td>
<td>84.8</td>
<td>83.1</td>
<td>91.8</td>
</tr>
<tr>
<td>1183</td>
<td>−1.5</td>
<td>92.5</td>
<td>92.6</td>
<td>84.3</td>
<td>91.7</td>
<td>91.9</td>
<td>96.4</td>
</tr>
<tr>
<td>240</td>
<td>−2.0</td>
<td>97.1</td>
<td>97.1</td>
<td>91.7</td>
<td>95.8</td>
<td>96.3</td>
<td>97.9</td>
</tr>
<tr>
<td>10</td>
<td>−2.5</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>Imbalanced</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.0</td>
<td>66.7</td>
<td>83.3</td>
<td>83.3</td>
<td>66.6</td>
<td>66.6</td>
<td>83.3</td>
</tr>
<tr>
<td>58</td>
<td>2.5</td>
<td>82.8</td>
<td>81.0</td>
<td>69.0</td>
<td>75.9</td>
<td>87.9</td>
<td>84.5</td>
</tr>
<tr>
<td>215</td>
<td>2.0</td>
<td>79.1</td>
<td>78.6</td>
<td>67.0</td>
<td>72.6</td>
<td>76.3</td>
<td>82.3</td>
</tr>
<tr>
<td>1369</td>
<td>1.5</td>
<td>79.8</td>
<td>79.0</td>
<td>65.4</td>
<td>75.2</td>
<td>72.8</td>
<td>85.7</td>
</tr>
<tr>
<td>4776</td>
<td>1.0</td>
<td>72.2</td>
<td>72.4</td>
<td>61.6</td>
<td>74.8</td>
<td>58.4</td>
<td>83.9</td>
</tr>
<tr>
<td>6657</td>
<td>0.5</td>
<td>67.3</td>
<td>67.0</td>
<td>72.1</td>
<td>57.3</td>
<td>57.3</td>
<td>83.1</td>
</tr>
<tr>
<td>7068</td>
<td>0.0</td>
<td>76.4</td>
<td>76.9</td>
<td>70.0</td>
<td>78.8</td>
<td>70.3</td>
<td>88.5</td>
</tr>
<tr>
<td>6396</td>
<td>−0.5</td>
<td>87.1</td>
<td>87.3</td>
<td>83.2</td>
<td>87.3</td>
<td>83.4</td>
<td>93.7</td>
</tr>
<tr>
<td>4265</td>
<td>−1.0</td>
<td>94.8</td>
<td>95.0</td>
<td>92.0</td>
<td>94.3</td>
<td>92.7</td>
<td>97.7</td>
</tr>
<tr>
<td>1763</td>
<td>−1.5</td>
<td>98.0</td>
<td>98.0</td>
<td>97.1</td>
<td>97.9</td>
<td>97.3</td>
<td>99.4</td>
</tr>
<tr>
<td>317</td>
<td>−2.0</td>
<td>99.1</td>
<td>99.1</td>
<td>98.4</td>
<td>98.4</td>
<td>98.4</td>
<td>99.1</td>
</tr>
<tr>
<td>20</td>
<td>−2.5</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

\(^a\)CDI: classification difficulty index.  
\(^b\)LR: logistic regression.  
\(^c\)LDA: linear discriminant analysis.  
\(^d\)KNN: K-nearest neighbor.  
\(^e\)DT: decision tree.  
\(^f\)NB: naive Bayes.  
\(^g\)NN: neural network.

Effect Testing

The CDI group sizes at the extreme ends were too small and were collapsed into the next level down for each data set. Tests of the effects of MIMIC-III are reported in Table 10 and Figure 4. The MIMIC-III balanced data showed significantly better accuracies for the more peripheral than central CDI bins. K-nearest neighbors and decision tree were the poorest classifiers. Although there was a small significant interaction effect, by and large, the main effects were borne out.
Table 10. Tests of the effects of classification difficulty index, classifier, and their interaction for the Medical Information Mart for Intensive Care III data set.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Significance</th>
<th>Significant paired comparisons ((P&lt;.001); higher accuracies listed first)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(F \text{ test (df)})</td>
<td>(P \text{ value})</td>
</tr>
<tr>
<td><strong>Balanced</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDI(^a)</td>
<td>123 (6,48456)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.5 vs −1.0, −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.0 vs −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +1.0 vs +0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +1.5 vs +1.0, +0.5, 0.0</td>
</tr>
<tr>
<td>ML(^b) classifier</td>
<td>52 (5,48456)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● LR(^c), LDA(^d), NB(^e), NN(^f) vs KNN(^g), DT(^h)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● DT vs KNN</td>
</tr>
<tr>
<td>CDI×ML classifier</td>
<td>2 (30,48456)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.5: LR, LDA, NB, NN, DT vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.0: LR, LDA, NB, NN, DT vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −0.5: LR, LDA, DT, NN vs NB, KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +0.5: LR, LDA, NN vs NB, KNN, DT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +1.0: LR, LDA, NN vs NB, KNN, DT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +1.5: LR, LDA, NB, NN vs KNN, DT</td>
</tr>
<tr>
<td><strong>Imbalanced</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDI</td>
<td>314 (6,72660)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.5 vs −1.0, −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.0 vs −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● 0.0 vs −0.5, +0.5, +1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +0.5 vs +1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● +1.5 vs +1.0</td>
</tr>
<tr>
<td>ML classifier</td>
<td>12 (5,72660)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● LR, LDA, NB, NN vs KNN, DT</td>
</tr>
<tr>
<td>CDI×ML classifier</td>
<td>2 (30,72660)</td>
<td>.004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.5: no differences</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −1.0: LR, LDA, NB, NN vs KNN, DT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● −0.5: LR, LDA, NN vs NB, KNN, DT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● 0.0: NN vs DT</td>
</tr>
</tbody>
</table>

\(^a\)CDI: classification difficulty index.

\(^b\)ML: machine learning.

\(^c\)LR: logistic regression.

\(^d\)LDA: linear discriminant analysis.

\(^e\)NB: naive Bayes.

\(^f\)NN: neural network.

\(^g\)KNN: K-nearest neighbor.

\(^h\)DT: decision tree.
The MIMIC-III imbalanced data set showed that at the healthier end of the CDI continuum, more peripheral cases were accurately classified. This was not the case at the central and unhealthier end of the continuum. Like the balanced data set, K-nearest neighbors and decision tree were the poorest classifiers. Although the interaction was significant, most of the paired comparisons supported the main effect findings. Tests of the effects from eICU are reported in Table 11 and Figure 5.
<table>
<thead>
<tr>
<th>Effect</th>
<th>Significance</th>
<th>Significant paired comparisons (P &lt; .001; higher accuracies listed first)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F test (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Balanced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>382 (8,131586)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−2.0 vs −1.5, −1.0, −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.5 vs −1.0, −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.0 vs −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.0 vs +0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.5 vs +1.0, +0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+2.0 vs +0.5, 0.0</td>
</tr>
<tr>
<td>ML&lt;sup&gt;b&lt;/sup&gt; classifier</td>
<td>58 (5,131586)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN&lt;sup&gt;c&lt;/sup&gt; vs LR&lt;sup&gt;d&lt;/sup&gt;, LDA&lt;sup&gt;e&lt;/sup&gt;, DT&lt;sup&gt;f&lt;/sup&gt; vs NB&lt;sup&gt;g&lt;/sup&gt; vs KNN&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>CDI×ML classifier</td>
<td>9 (40,131586)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−2.0: NN vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.5: NN vs LR, LDA, NB, DT vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.0: NN vs LR, LDA, NB, DT vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.5: NN vs LR, LDA, DT vs NB vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0: NN vs LR, LDA, DT vs NB vs KNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.5: NN vs LR, LDA, DT vs KNN vs NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.0: NN vs LR, LDA vs DT vs KNN vs NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.5: NN, LR, LDA vs DT vs KNN vs NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−2.0: NN vs KNN</td>
</tr>
<tr>
<td>Imbalanced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficulty CDI</td>
<td>1138 (8,197406)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−2.0 vs −1.0, −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.5 vs −1.0, −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.0 vs −0.5, 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.5 vs 0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0 vs +0.5, +1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.0 vs +0.5, +1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+2.0 vs +1.0, +0.5</td>
</tr>
<tr>
<td>ML classifier</td>
<td>28 (5,197406)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN vs LR, LDA vs DT vs NB vs KNN</td>
</tr>
<tr>
<td>CDI×ML classifier</td>
<td>4 (40,197406)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−2.0: no differences</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.5: NN vs LR, LDA, NB, KNN, DT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.0: NN vs LR, LDA, DT vs KNN, NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.5: NN vs LR, LDA, DT vs KNN, NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0: NN vs LR, LDA vs DT vs KNN, NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.5: NN vs LR, LDA vs DT vs KNN, NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.0: NN vs LR, LDA vs DT vs KNN, NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.5: NN, LR vs LDA vs DT vs KNN, NB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+2.0: NN, LR vs KNN</td>
</tr>
</tbody>
</table>

<sup>a</sup>CDI: classification difficulty index.

<sup>b</sup>ML: machine learning.

<sup>c</sup>NN: neural network.

<sup>d</sup>LR: logistic regression.

<sup>e</sup>LDA: linear discriminant analysis.

<sup>f</sup>DT: decision tree.

<sup>g</sup>NB: naive Bayes.

<sup>h</sup>KNN: K-nearest neighbor.
For the eICU balanced data set, moving away from the central bin showed significantly better accuracy, except at the +2.0 level, which was similar to the +1.5 ML classifier estimated means showed that the neural network had significantly better accuracy than all other classifiers. The overall interaction effect was significant, but the paired comparisons were similar to the main effects.

For the eICU imbalanced data set, more peripheral cases were accurately classified at the healthier end of the distribution, whereas there was only a slight improvement at the unhealthier end. Similar to the other analyses, the neural network showed the best classification accuracy. Although the overall interaction was significant, the neural network continued to be the best classifier.

Discussion

Principal Findings

The results generally supported the hypothesis that cases with more extreme IRT-based CDI values are more likely to be correctly classified than cases with more central CDI values. This provides a unique manner to evaluate the utility of ML classifiers in a health context. We were able to demonstrate that ML classifiers performed similarly for the extreme cases, whereas for the centrally located cases, there were more differences between classifiers. Thus, ML classifiers can be evaluated based on their relative performance with cases of varying difficulty.

Although these were the general results, there were several specific findings that are worth noting. First, the neural network classifier was the best across all situations. The logistic regression and linear discriminant analysis classifiers were close to the second-best classifiers, whereas K-nearest neighbors almost always performed the worst. It is possible, as found in this study, that classifiers may turn out to be consistent over all levels of difficulty. However, owing to the unique characteristics of both data sets and classifiers selected, some algorithms may yield better results at various levels of case difficulty in other samples.

It was also clear that the peripheral-central trend of correct classification was most closely adhered to for cases with negative CDI values (i.e., at the healthier end of the CDI distribution), and this trend was particularly pronounced with the imbalanced (2/3 nondeath) data sets. We adopted this modest imbalance in this research to detect trends such as these. This finding is pertinent to ML training protocols in that it is best to train them on balanced data sets before running them on imbalanced ones. There is a clear training effect toward negative CDI or the majority class in our case.

On the basis of the IRT analysis results, easier- and harder-to-classify cases were identified. This has implications for research and clinical practice. Once the cases have been identified, other information gathered from their patient-specific data may provide clues about why they are easier or harder to classify, diagnose, or treat. The features themselves that have varying weighted importance in the indexing process can be examined to assess for any differences in a patient’s CDI, that is, not just how many they got wrong but which they got wrong or correct to justify their position in eluding an ML classifier.

As an example of how one could examine more closely the problematic patients, we selected the neural network accuracies for each case in the 0 CDI bin in the MIMIC-III balanced data set. This provided 952 cases, 704 (73.9%) were correctly classified and 248 (26.1%) were not. A series of chi-square analyses were conducted using the in and out-of-range coding for each of the features crossed with accuracy. Not surprisingly, these cases did not differ on most of the features; the only ones with differences were WBC max ($\chi^2 = 5.6; P = .02$), where those
who were more accurately classified had out-of-range scores; bilirubin max ($\chi^2=4.2; P=.04$), where those who were more accurately classified had normal scores; and mean heart rate ($\chi^2=7.1; P=.008$), where those who were more accurately classified had normal scores. Using an approach like this can assist in determining which features in more problematic cases may be differentiated.

**Relationship With Previous Work**

An IRT analysis can assist in providing a better understanding of why the classification process works well or falls short on the set of features and cases under investigation. This moves the field closer to having interpretable and explainable results [53,54]. Recent research with another ICU data set also argues about the importance of explainable processes as well as results [55]. Early research into ML focused on knowledge as an outcome and adopted an informal approach to evaluation. As the field has progressed, the focus shifted to large data sets, mathematical formulae, single evaluation metrics, and statistics, which has impoverished the discipline [22]. “Choosing performance metrics and confidence estimation methods blindly and applying them without any regard for their meaning and the conditions governing them, is not a particularly interesting endeavor and can result in dangerously misleading conclusions” [9].

**Limitations and Future Research**

Limitations of this research include the fact that classifiers showcased here were not exhaustive, only ICU data sets were used, and converting an out-of-range laboratory value as either in range=0 or out of range=1 is reductive. Although this is true, the purpose of this study is to demonstrate a new evaluation metric using a basic 2PL model with binary data.

There are several ways to extend this work. Future research calls for (1) applying this method to other data sets to generalize its use, (2) using polytomous IRT models (eg, 0=in range, 1=somewhat out of range, and 2=very out of range) for more fine-grained case CDI scoring, (3) using multidimensional IRT models to obtain CDIs on >1 underlying dimension, and (4) using this approach to compare human versus machine classification accuracy across case difficulty. We can extend the intersection of ML with clinical medicine if we liken a physician to an ML classifier using feature data. It would be particularly interesting to compare case accuracies based on traditional ML versus clinical classifiers for cases of varying difficulty using an approach similar to that demonstrated in this study. Identifying which cases clinical classifiers are better suited to address, and which cases should be offloaded to an automated system allows for the optimal use of scarce resources. As clinical expertise is developed over time, the use of ML algorithms to assist any single individual would be a moving target and would also serve as a source of future research.

Another way to improve the veracity of the findings would be to address the issue of extraneous features. Several of the features in MIMIC-III and eICU had very low ($<$0.35) discrimination (slope) parameters, suggesting that there was a lot of noise in the cases’ CDIs as well as in the ML classifications. It would be a useful exercise to a priori determine the most useful features [3] and then run the analyses outlined in this study using a more refined feature set.

**Conclusions**

As more ML methods are investigated in the health care sphere, concerns have risen because of a lack of understanding regarding why they are successful, especially when compared with physician counterparts. This study has suggested an IRT-based methodology as one way to address this issue by examining the case difficulty in a data set that allows for follow-up into possible reasons why cases are or are not classified correctly.

Using the methods described in this study would signal a change in the way we evaluate supervised ML. Adopting them would move the field toward more of an evaluation system that characterizes the entire data set on which the classifiers are being trained and tested. Doing so circumvents the pitfalls associated with 1 classifier being cited as more accurate or more precise and generates a more tailored approach to ML classifier comparisons. In addition, this methodology lends itself well to post hoc inspections of the data as to what makes difficult cases challenging.

The method here presents an intersection of personalized medicine and ML that maintains its explainability and transparency in both feature selection and modeled accuracy, both of which are pivotal to their uptake in the health sphere.
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Abstract

Background: Children with osteogenesis imperfecta (OI) experience acute and chronic symptoms that expose them to physical, mental, and social challenges. Empowering these children by involving them in their care can help them to cope with OI. Sisom is an interactive assessment and communication tool designed to help children aged 6-12 years with chronic illnesses express their symptoms. This tool has not yet been adapted to the unique needs of OI.

Objective: The aim of this study was to develop a Sisom OI paper prototype by seeking the perspectives of end users.

Methods: A participatory approach was adopted to develop the prototype overseen by an expert panel of 9 clinicians at a university-affiliated pediatric hospital. Purposive sampling was used to recruit 12 children with OI who were aged 6-12 years. The study was carried out over the course of 3 feedback cycles. Data were deductively interpreted using content analysis techniques.

Results: Overall, 64% (57/89) of the Sisom symptoms were deemed relevant for inclusion in Sisom OI, with 42% (37/89) directly incorporated and 22% (20/89) incorporated with changes. In total, 114 symptoms were used to create the prototype, of which 57 were newly generated. The relevant symptoms addressed children’s thoughts and feelings about hospitalization and their wishes for participation in their own care. The new symptoms addressed fractures, body image, and social isolation related to difficulties with accessibility and intimidation.

Conclusions: Once developed, Sisom OI will offer clinicians an innovative and child-centered approach to capture children’s perspectives on their condition.

(J Med Internet Res 2020;22(9):e17947) doi:10.2196/17947
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Introduction

In health care, children need to be enabled to make their views known on issues that affect them [1,2]. In particular, those living with chronic illnesses have a thorough understanding of their condition [3,4]. This positions them at the center of their own care. Yet, clinicians are confronted with numerous challenges in eliciting these children’s views [5]. There is a risk that their symptoms will be underdiagnosed and undertreated. Children’s perceptions of their symptoms may be inadequately evoked, their rights for participation poorly applied, and thus their needs often neglected [6-10]. A growing body of evidence suggests that interactive software offers an innovative way to enable children to express themselves [11-14].
Sisom (Norwegian acronym derived from “Si det som det er” meaning “Tell it as it is”) is an award-winning, rigorously tested, interactive, computerized tool that helps children aged 6-12 years with chronic illnesses express their symptoms [14]. It is also considered as a creative system to help clinicians better understand children’s perspectives [12]. It utilizes spoken text, sound, and animations to depict symptoms that are each represented by an animated scene within one of the 5 symptom islands. One first creates an “avatar” and is then prompted by Sisom to indicate the presence and severity of the symptoms displayed by using a 5-point Likert-type scale. Upon completion, Sisom generates a child-friendly Symptom Report that can be shared with family and clinicians. The working of Sisom can be viewed on the demo clip available on the internet. Sisom, which was originally designed for children with cancer, adapted for children with congenital heart disease, and in the process of being adapted for children with diabetes, also has the potential to engage children with other chronic conditions to participate in their own care [15].

Osteogenesis imperfecta (OI) is a chronic condition, which has not yet been studied with respect to children’s perceptions of their symptoms. Moreover, to our knowledge, no interactive computerized tools have yet been designed to attend to the unique needs of this population. OI is the most common of the inherited bone disorders and is usually caused by mutations in collagen type I encoding genes [16,17]. The principal clinical feature of OI is bone fragility that leads to frequent fractures. Since there is no cure for OI, health services focus on rehabilitation as well as pharmacological and surgical interventions to prevent or treat fractures and to maximize mobility [18]. The therapeutic goal is an increase in function and a decrease in fractures. However, pain, fatigue, and varying degrees of physical limitations may hinder participation in daily activities, acceptance by peers, and lead to feelings of fear, otherness, and isolation [13,17,19-21]. Overall, relatively little attention has been directed toward understanding the day-to-day symptoms of children with OI from their own perspective.

Sisom addresses the challenges associated with capturing the child’s perspective on their own health status. In studies in Norway and the United States, children with cancer who used Sisom felt better prepared and expressed twice as many symptoms than their peers during “conventional” consults [12,15,22-24]. When oncologists and registered nurses used the Sisom Symptom Report, they asked a large number of clarifying questions, gave more detailed explanations, and communicated with greater empathy, all within the same period allocated for “conventional” consults [12,22-24]. In studies in Canada and the United States, children have expressed an overwhelming interest in using Sisom in a variety of settings such as at home, school, and clinical environments. These children have also remarked the many benefits of Sisom in helping them express themselves [14,22,25].

Adapting Sisom for children with OI has the potential to generate useful and meaningful data that will serve to establish a more comprehensive and “child-friendly” model of care for this population [13]. The purpose of this study was to develop the Sisom OI paper prototype. A participatory approach was used to seek the perspectives of end users, particularly children and clinicians, to inform the development of Sisom OI.

Methods

Design

Following institutional review board approval (A06-B29-17B), this descriptive study was conducted at a university-affiliated, nonprofit, pediatric, orthopedic hospital in Montreal, Quebec, specialized in OI care.

Participants and Recruitment

Recruitment took place between August 2017 and December 2017. Purposive sampling was used to allow for maximum variation in age, self-identified gender, and type of OI for children. A sample size of 10-15 children and 5-10 clinicians was proposed [26,27]. Previous Sisom studies with similar designs as this study have included between 5-12 participants and have successfully established the validity and usability of the tool [14,15,22]. The clinicians were approached by an email sent by a nonauthoritative colleague, not affiliated with the study, and invited to participate. The children with OI were recruited by reaching out to clinicians, who assisted by identifying, screening, and approaching families to determine if they were interested in hearing more about the study. One member of the study team was responsible for providing a verbal and written explanation of the study to those interested in obtaining written informed consent or assent.

Data Collection and Procedure

This study was carried out over the course of 3 feedback cycles with 2-6 semistructured, face-to-face, individual child interviews per cycle. The parent(s) or legal guardian(s) were given a choice to be present during the interview. The lead author conducted the audio-recorded interviews. The child was invited to use Sisom, which was installed on a laptop, with the lead author. Throughout the interview, children were prompted to answer questions related to the content in Sisom and to consider whether it reflected their own symptoms. Potential drawings that emerged were collected, described, and will be shared in the future with Sisom OI developers. The length of the interview depended on the interest of the child and varied from 20 to 60 minutes in length. Field notes were recorded during and immediately after each interview.

Following each child feedback cycle, the lead author summarized the children’s input on Sisom symptoms, vignettes, and avatars, and hosted an expert panel meeting wherein the synthesized data generated from each child feedback cycle were relayed back to the clinicians for input. Moreover, any discrepancies, similarities, or ambiguities in the children’s responses were discussed. These meetings were carried out with all clinicians in person as one group at the study site and were facilitated by the lead author and another member of the study team. Clinicians were also given the opportunity to view Sisom themselves and were prompted to consider changes that they thought were relevant to OI. Field notes were recorded during and immediately after each meeting. Multiple data sources were collected and they included the self-reported sociodemographic questionnaires for clinicians and children, the Sisom checklists.
for clinicians and children (Multimedia Appendix 1), transcribed audio recordings from child interviews, written summaries of the audio recordings from expert panel meetings, and field notes from child interviews and expert panel meetings, which included detailed descriptions of nonverbal data, other observations, impressions, and any drawings generated.

**Data Analysis**

In the following analyses, a symptom is defined as any question asked by Sisom. Self-report sociodemographic questionnaire data were descriptively analyzed to characterize our samples. Data analysis occurred concurrently with data collection [28,29].

**Expert Panel Meetings**

During the first meeting, clinicians viewed Sisom and used their clinical expertise to categorize symptoms according to the following predetermined mutually exclusive categories: (1) Relevant, (2) Irrelevant, (3) To modify, (4) To add, and (5) Unsure. Any symptoms initially coded as “Unsure” were subsequently coded into one of the other categories by following the procedures of data triangulation. During the second expert panel meeting, data collected from the second cycle of the child interviews were shared and critically examined. This contributed to establishing the focus of the third cycle of child interviews. During the third expert panel meeting, data collected from the third cycle of the child interviews were shared and a comprehensive list of Sisom OI symptoms was established. The study team then reviewed this list for feasibility and the final Sisom OI paper prototype was created. During the fourth expert panel meeting, the final Sisom OI paper prototype was shared with the clinicians.

**Child Interviews**

These data were analyzed according to island, deductively, by using content analysis techniques. Guided by the following framework, data pertaining to symptoms, vignettes, or avatars were coded into 5 categories for each island: (1) Relevant, (2) Irrelevant, (3) To modify, (4) To add, and (5) Unsure. The children’s rationales for coding the content were highlighted by matching their quotes to the corresponding symptoms, vignettes, or avatars. Drawings were matched to corresponding symptoms and used to showcase children’s suggestions of vignettes for future development. Following the conclusion of each cycle, the child interviews for that cycle were compiled and synthesized in preparation for the next expert panel meeting.

**Integration of Expert Panel Meetings and Child Interviews**

Integration consisted of an iterative process of data reduction of transcripts, summaries, and field notes; data display in the form of lists, tables, and figures; conclusion drawing from recurrent patterns; and verification by drawing contrasts [30]. Constant comparative methods were applied within each cycle. This involved a comparison of elements present in one data source with those in another to determine similarities [28]. In this fashion, commonalities were identified among data sources. The content that clinicians, children, and the study team all agreed on was the symptoms that were considered significant and ranked the highest in terms of priority for software development. The content was then integrated and tabulated to create the Sisom OI paper prototype (Multimedia Appendix 1). An audit trail composed primarily of methodological and analytical documentation was kept, which permitted the reproducibility and the transferability of the process [31].

**Results**

**Sample Characteristics**

In total, 12 children participated in this study (Table 1). No child withdrew from the study. Altogether, 9 clinicians participated in this study (Table 2). The clinician participation rate was 100% (9/9). No clinician withdrew from the study. The clinicians recruited included 4 nurses, 1 physiotherapist, 1 occupational therapist, 1 social worker, 1 special education teacher, and 1 child life specialist.
Table 1. Demographic characteristics of the children (n=12).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), range 6-12, mean (SD)</td>
<td>9 (2)</td>
</tr>
<tr>
<td>Number of family members living at home, range 2-6, mean (SD)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (42)</td>
</tr>
<tr>
<td>Nationality, n (%)</td>
<td></td>
</tr>
<tr>
<td>Provincial (Quebec)</td>
<td>5 (42)</td>
</tr>
<tr>
<td>National (Canada)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>International</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Language(s) spoken at home, n (%)</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>4 (33)</td>
</tr>
<tr>
<td>French</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Bilingual (English and French)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Bilingual (English and other)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Current fracture, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (42)</td>
</tr>
<tr>
<td>No</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Use of mobility device(s), n (%)</td>
<td></td>
</tr>
<tr>
<td>Wheelchair</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Wheelchair and walker</td>
<td>4 (33)</td>
</tr>
<tr>
<td>None</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Use of computer or tablet at school, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (75)</td>
</tr>
<tr>
<td>No</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Use of computer or tablet at home, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (100)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Use of own mobile phone, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (42)</td>
</tr>
<tr>
<td>No</td>
<td>7 (58)</td>
</tr>
</tbody>
</table>

Table 2. Demographic characteristics of the clinicians (n=9).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-time employment, n (%)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Experience</td>
<td></td>
</tr>
<tr>
<td>Number of years in profession, range 7-35, mean (SD)</td>
<td>20 (11)</td>
</tr>
<tr>
<td>Cumulative number of years in profession</td>
<td>176</td>
</tr>
<tr>
<td>Number of years in OI&lt;sup&gt;a&lt;/sup&gt; care for children, range 3-30, mean (SD)</td>
<td>15 (11)</td>
</tr>
<tr>
<td>Cumulative number of years in OI care for children</td>
<td>136</td>
</tr>
</tbody>
</table>

<sup>a</sup>OI: osteogenesis imperfecta.
Expert Panel Meeting Findings

In the first meeting, clinicians revealed that they were keen to implement Sisom OI into their practice. The clinicians also assessed the 89 Sisom symptoms for relevance. The first cycle of child feedback was shared with clinicians who highlighted the importance of having Sisom OI adopt a more positive lens. Syntax changes were suggested. Then, a new list of OI-specific symptoms was created. Based on their clinical expertise, clinicians identified several islands that would benefit from further child input: “My Body,” “At The Hospital,” and “About Managing Things.” During the second meeting, clinicians agreed on the need to capture the diverse experiences of pain in OI within the “My Body” island. The clinicians suggested that the “At the Hospital” subisland be divided into several core areas based on the health care trajectory of a child who arrives with a fracture. In the third meeting, minor changes were made to the “The Bathroom” subisland’s symptoms to reflect the extra help required for mobilization. The clinicians suggested the creation of a new subisland in “About Managing Things” called “Getting Around.” This was in order to capture the importance of accessibility for children with OI and the challenges associated with engaging in leisure activities in public spaces. During the fourth meeting, the clinicians reviewed all Sisom OI content. This meeting concluded with a rich discussion about implications for practice. It was acknowledged that factors such as context of completion, level of parent involvement, and level of clinician involvement would all depend on the child.

Child Interview Findings

These findings are summarized according to Sisom islands. Half of the children (n=6) were accompanied by one of their parents during their interviews. There were 4 mothers and 2 fathers. All children enjoyed using Sisom and completed it with excitement (Figure 1). One-third of the children (n=4) expressed themselves through songs during their Sisom journey. One-third of the children (n=4) chose to check their Sisom Symptom Reports. Finally, some children discussed implementation wishes (Figure 1).

Avatar

All children expressed a strong desire for the avatar to reflect their identity, which they defined by their physical appearance, inside and out, and by their preferences. Several children explained what helped support their bodies from the inside (eg, surgical rods) and from the outside (eg, mobility devices). To create space for the gender spectrum, “Choose Boy or Girl” was removed. There were 3 main additions: “Choose your current mood,” “Choose what helps you get around,” and “Choose what helps support your body” to celebrate their uniqueness. Makes you feel like you’re not like everybody else. You can see yourself through a computer technological program! [Participant #4, 8 years old]

About Me

Several children spoke of the importance of creating a space to help others get to know them.

I think there should be one more island about your imagination and what you expect from others. There should also be an area where you can express your feelings about who you are. [Participant #5, 10 years old]
In light of this, 3 main additions were made: “Here you can tell about your imagination, your wishes, and your dreams,” “Here you can tell about your family,” and “Here you can tell about your friends” (Table 3). Table 3 illustrates the symptoms from Sisom that were deemed “Relevant” and directly incorporated into Sisom OI, the symptoms that were deemed “To Modify” and incorporated into Sisom OI with changes to syntax, answer options, location, or vignette, and the symptoms that were “To Add,” that is, entirely newly generated symptoms from the child feedback cycles overseen by the expert panel. Two children spontaneously made the same suggestion of creating a space to journal their answers to allow for flexibility through drawn, written, or spoken entries.

Table 3. Composition of the Sisom OI islands.

<table>
<thead>
<tr>
<th>Island</th>
<th>Total number of symptoms</th>
<th>Relevant symptoms, n (%)</th>
<th>Modified symptoms, n (%)</th>
<th>New symptoms, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avatar</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>4</td>
<td>1 (25)</td>
<td>2 (50)</td>
<td>N/A^a</td>
</tr>
<tr>
<td>OI version</td>
<td>8</td>
<td>N/A</td>
<td>N/A</td>
<td>5 (63)</td>
</tr>
<tr>
<td>About Me</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
<td>3 (100)</td>
</tr>
<tr>
<td>At the Hospital</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>18</td>
<td>7 (39)</td>
<td>2 (11)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>19</td>
<td>N/A</td>
<td>N/A</td>
<td>10 (53)</td>
</tr>
<tr>
<td>My Body</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>28</td>
<td>12 (43)</td>
<td>4 (14)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>28</td>
<td>N/A</td>
<td>N/A</td>
<td>12 (43)</td>
</tr>
<tr>
<td>About Managing Things</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>21</td>
<td>6 (29)</td>
<td>7 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>27</td>
<td>N/A</td>
<td>N/A</td>
<td>14 (52)</td>
</tr>
<tr>
<td>Thoughts and Feelings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>10</td>
<td>7 (70)</td>
<td>3 (30)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>18</td>
<td>N/A</td>
<td>N/A</td>
<td>8 (44)</td>
</tr>
<tr>
<td>Things One Might Be Afraid of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>8</td>
<td>4 (50)</td>
<td>2 (25)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>11</td>
<td>N/A</td>
<td>N/A</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sisom</td>
<td>89</td>
<td>37 (42)</td>
<td>20 (22)</td>
<td>N/A</td>
</tr>
<tr>
<td>OI version</td>
<td>114</td>
<td>N/A</td>
<td>N/A</td>
<td>57 (50)</td>
</tr>
</tbody>
</table>

^aNot applicable.
^bOI: osteogenesis imperfecta.

At the Hospital

Overall, 50% (9/18) of the “At the Hospital” symptoms were retained. However, this whole island was reorganized to fit the experiences of children with OI. Sometimes I say the hospital and I are friends cause OI kids go to the hospital a lot for check-ups and stuff. [Participant #5, 10 years old]

The new subislands included “The Clinic and The Unit,” “In The Operating Room,” “The Cast Room,” and “The Rehabilitation Room.” On this island, children were able to say with certainty about the symptoms that they had never experienced, for instance, “How is it for you to get a feeding tube?” These symptoms that the children had never experienced were removed (Table 4). This table illustrates the symptoms from Sisom that were retained in Sisom OI, that is, deemed “Relevant” or “To Modify” as well as the symptoms that were deemed “Irrelevant” and eliminated by the child feedback cycles overseen by the expert panel. The subisland “About Making Your Own Decisions” was preserved. One child provided vignette suggestions for “How does it feel like when you enter the operating room?”, “How do you feel after you wake up after a surgery?”, and “How do you feel with a cast?” (Figure 2).
Table 4. Transferability of Sisom symptoms to the Sisom OI paper prototype.

<table>
<thead>
<tr>
<th>Island</th>
<th>Total number of symptoms</th>
<th>Irrelevant symptoms, n (%)</th>
<th>Retained symptoms, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avatar</td>
<td>4</td>
<td>1 (25)</td>
<td>3 (75)</td>
</tr>
<tr>
<td>At the Hospital</td>
<td>18</td>
<td>9 (50)</td>
<td>9 (50)</td>
</tr>
<tr>
<td>My Body</td>
<td>28</td>
<td>12 (43)</td>
<td>16 (57)</td>
</tr>
<tr>
<td>About Managing Things</td>
<td>21</td>
<td>8 (38)</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Thoughts and Feelings</td>
<td>10</td>
<td>0 (0)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Things One Might Be Afraid of</td>
<td>8</td>
<td>2 (25)</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>32 (36)</td>
<td>57 (64)</td>
</tr>
</tbody>
</table>

Figure 2. Suggested new symptoms and the corresponding vignettes. A. How is it for you to enter the operating room? Participant #11, 11 years old: “In the room, there are lots of lights. There is a bed and sometimes, you can see the staff looking at their sharp silver instruments and that’s stressful for a child. There are also cameras and radiographic images! Those can be really scary.” B. How do you feel when you are not able to do certain activities? Participant #11, 11 years old: “Show someone in a cast looking out of the window sadly watching their friends play hockey. It affects you to see your friends happy while you have to stay inside doing nothing. That’s it...” C. How is it for you to wake up after a surgery? Participant #11, 11 years old: “Show someone that is not well. Show the machines that beep. See? He’s moving. He’s in pain. Show someone who wants to sleep but can’t.”

My Body

Overall, 57% (16/28) of the “My Body” symptoms were retained. Most revisions and additions reflected the need to capture the children’s use of mobility devices, their accessibility issues, and their constipation issues. Some changes also reflected the perception the children shared about the importance of their bones.

There should be an ‘x-ray’ button! [Participant #7, 9 years old]

You could show where you often break so that you could explain that’s where you are the most fragile. [Participant #11, 11 years old]

The vignette for the “Pain and Discomfort” subisland was thus modified to allow children to view a skeleton to help them identify the exact bones that caused them discomfort.
About Managing Things

Overall, 62% (13/21) of the “About Managing Things” symptoms were retained. Here, children attributed the greatest importance to the “School Yard” subisland where the symptoms “Do you ever feel left out?” and “Do others ever bully you?” garnered the most attention.

Ok. There should definitely be an area for how to handle bullies. [Participant #5, 10 years old]

One child provided vignette modifications for these 2 symptoms (Figure 3). One child stated:

I can tell that people often speak about me and laugh at me (…) No one wants to be with me because of my disease. [Participant #8, 7 years old]

Another reflected aloud:

I get teased a lot. I am starting to realize this is not a world where nice people are (…). There won’t always be someone to support you.

This narrative was common among all participants. Children also shared challenges related to their independence, their social lives, as well as the gazes of others:

People give me strange looks at the store and I find that very unpleasant...When I go to the restaurant, people often stare at me. I don’t like that. [Participant #11, 11 years old]

Further additions were made “At Home” and “At School” to reflect accessibility issues:

We need a lot of help because of our condition. These questions are very good questions. [Participant #5, 10 years old]

Figure 3. Suggested modifications to symptoms and the corresponding vignettes. A. “Do you ever feel left out?” changed from “Do you often feel left out?” Participant #5, 10 years old: “Instead of showing someone sitting on a bench, show a person walking up to a group of friends and when that person tries to talk to them, they just go somewhere else. That makes you feel left out…” B. “Do others ever bully you?” changed from “Do you get teased by others?” Participant #5, 10 years old: “Instead of someone hiding behind a tree, there should be bullies teasing and pointing.” C. “Are you afraid of getting hurt by someone?” changed from “Are you afraid of getting sick from someone else?” Participant #5, 10 years old: “Show a person sitting down who is being punched”.

Thoughts and Feelings

Overall, 100% (10/10) of the “Thoughts And Feelings” symptoms were retained. Feelings of otherness expressed by the children were what drove the changes made to this island. Their perceptions of uniqueness were viewed both positively and negatively. In response to “Do you feel different from the other children?”, one child pointed out,

Ya but I think it’s a good thing. I think that because I’m in a wheelchair I can do things other kids can’t do... But being in a wheelchair also has its disadvantages. [Participant #5, 10 years old]
Further additions reflected children’s experiences of having to cope with others’ invasive questions about their bodies.

**Things One Might Be Afraid Of**

Altogether, 75% (6/8) of the “Things One Might Be Afraid Of” symptoms were retained. The main revisions and additions on this island reflected the unique nature of OI as a health condition. One child provided a symptom and the corresponding vignette modification suggestion for “Are you afraid of getting sick from someone else?” to “Are you afraid of getting hurt by someone else?” (Figure 3). Others explained as follows:

*Overall I’m most scared of fractures.* [Participant #2, 9 years old]

*When I get a fracture, sometimes it’s really bad and I can hear that snap! It makes me a bit shivery just thinking about it…* [Participant #7, 9 years old]

Overall, this was the island that most children visited first and the only island that several children visited more than once.

**Discussion**

**Brief Summary of the Findings**

Overall, 64% (57/89) of the Sisom symptoms were deemed relevant for inclusion in Sisom OI, with 42% (37/89) directly incorporated and 22% (20/89) incorporated with changes. The relevant symptoms addressed children’s thoughts and feelings about hospitalization and wishes for participation in their own care. In total, 114 symptoms were used to create the prototype among which 57 were newly generated. These new symptoms addressed fractures, body image, and social isolation related to difficulties with accessibility and intimidation. This indicates the need to create Sisom OI to attend to all the specific needs of this population. These new symptoms may also represent the experiences of other children that have similar negative experiences because of societal structures and attitudes premised upon ableism [32].

**Children With Chronic Conditions Share Symptoms**

The overwhelming number of symptoms that were transferable from Sisom to Sisom OI show that children, regardless of their specific health condition, want to be involved in decisions that affect them, have similar fears within the health care setting, and experience challenges with integration among peers [8,33]. These findings are supported by the literature in which children with other chronic conditions, life-long illnesses, and learning difficulties share similar illness experiences [3,4,34,35]. Some common themes that emerged from qualitative studies with these populations include an aspiration for “normalcy,” a life of ups and downs, and changes for the whole family [3,34,36,37]. Other common narratives include a desire to be included and informed, develop assertiveness, gain responsibility, live daily life in stride, and participate in social activities [3,4,34,35,38].

**Symptoms as Positive and Negative Experiences**

Currently, Sisom assumes that if a symptom is present, it is a source of distress in either a mild, moderate, or severe way. Yet, children explained that the presence of a symptom was not necessarily lived as a disturbance. This finding was also reported in previous Sisom studies in which children emphasized the need for Sisom to use neutral language [14,15,22,25].

In the literature, symptoms experienced by children have been described as “feeling states” lived as a function of context as opposed to isolated measurable sensations assumed to be sources of suffering [37,38]. The children in this study wanted Sisom OI to embrace an outlook in which they could describe their sources of happiness, pride, and support. This discourse is one that is shared by the OI community. By adopting a positive outlook on life, individuals with OI can live their lives to the fullest, despite the many difficult symptoms they experience [39].

**Children as Partners in Research and Design**

Our participatory approach builds upon how Sisom was originally created [12,40,41]. The principles we applied reflect those described in the Agile Manifesto under which requirements and solutions evolve through the collaborative effort of the end users [42-50]. Clinicians were touched by the children’s personal stories about themselves and their relationships, insights about their OI, and deep understanding of their strengths and challenges [1,8,51]. Together, end users agreed that children’s experiences of stigma and resulting feelings of otherness must be addressed as early as possible [13]. With the addition of the “About Me” island and the revisions to the “About Managing Things” island, Sisom OI will have the potential to screen for these particular experiences and offer clinicians an opening to address what is of concern to the child.

**Limitations**

One important factor in any study is the quality of the target group representation during investigations. In this study, we have involved few participants. One criterion that was used to judge that enough data had been collected to conduct an analysis was data saturation, which was reached at the point where a sense of closure was attained because new data from our multitude of sources yielded redundant information [26-28]. Multiple data sources provided an opportunity to evaluate the extent to which a consistent and coherent picture of the content to include in the Sisom OI paper prototype emerged [28]. In the future, this prototype is to be subjected to further verification, validation, and evaluation. In this study, the views of the primary caregivers of these children were not elicited [34,52]. To what extent disruptions of interviews by primary caregivers had an impact on the children’s participation remains unknown. Our anecdotal reports suggest that those caregivers who were present expressed interest in using Sisom OI to enhance their children’s communication of symptoms. This was a similar finding to those from other Sisom studies [12,14,15,22,24]. Future research will incorporate their views.

**Implications for Clinical Practice**

This work demonstrates that it is feasible to involve children and clinicians in the creation of software designed for them. Once fully developed, there is potential that the data generated by Sisom OI be collected centrally in order to track trends in the symptoms of an individual, community, or population. Sisom
OI may improve communication between children and their clinicians as encountered in previous Sisom studies and become fully integrated into the practice setting such as in Norway [12,14,15,22,24]. It may also enhance children’s participation in their own care by promoting discussions about what these children deem most important. Empowering children by actively involving them in their care may help them to cope with the difficult physical, mental, and social challenges they face. This, in turn, may ease the transfer of self-management skills, ultimately resulting in a greater quality of life.

Conclusion
Interactive software such as Sisom offer a solution to assessing the complex symptoms of children with OI and eliciting their perspectives on their health. The successful Sisom tool that addresses the child directly has the potential to change the communication patterns between children and clinicians and could strengthen children’s empowerment [53,54]. Future directions for this work include an inductive analysis of what the children shared when consulted as partners in the development of the Sisom OI paper prototype. It will also be necessary to secure the funds required to create Sisom OI, subject it to further testing, determine incorporation into practice, and evaluate outcomes.
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Abstract

Background: Current methods of communication between the point of injury and receiving medical facilities rely on verbal communication, supported by brief notes and the memory of the field medic. This communication can be made more complete and reliable with technologies that automatically document the actions of field medics. However, designing state-of-the-art technology for military field personnel and civilian first responders is challenging due to the barriers researchers face in accessing the environment and understanding situated actions and cognitive models employed in the field.

Objective: To identify design insights for an automated sensing clinical documentation (ASCD) system, we sought to understand what information is transferred in trauma cases between prehospital and hospital personnel, and what contextual factors influence the collection, management, and handover of information in trauma cases, in both military and civilian cases.

Methods: Using a multi-method approach including video review and focus groups, we developed an understanding of the information needs of trauma handoffs and the context of field documentation to inform the design of an automated sensing documentation system that uses wearables, cameras, and environmental sensors to passively infer clinical activity and automatically produce documentation.

Results: Comparing military and civilian trauma documentation and handoff, we found similarities in the types of data collected and the prioritization of information. We found that military environments involved many more contextual factors that have implications for design, such as the physical environment (e.g., heat, lack of lighting, lack of power) and the potential for active combat and triage, creating additional complexity.

Conclusions: An ineffectiveness of communication is evident in both the civilian and military worlds. We used multiple methods of inquiry to study the information needs of trauma care and handoff, and the context of medical work in the field. Our findings informed the design and evaluation of an automated documentation tool. The data illustrated the need for more accurate recordkeeping, specifically temporal aspects, during transportation, and characterized the environment in which field testing of the developed tool will take place. The employment of a systems perspective in this project produced design insights that our team would not have identified otherwise. These insights created exciting and interesting challenges for the technical team to resolve.
Relying on civilian ambulance observations produces data from handoffs is impractical due to safety and logistical concerns [9]. Direct assessment of the current state of military trauma and the social and physical contexts in which it will be deployed. These elements include information the system must capture the sociotechnical system into which the ASCD must fit [8]. Designing ASCD involves understanding the other elements of clinical procedures that are being performed, ideally with sensors [7]. During its observation, the system outputs the list observes the tasks the medic performs using a combination of automated sensing clinical documentation (ASCD) technology the active participation of personnel in the field [6]. This automatically generate a clinical care record without requiring the paper medical record and to enter the TCCC data into the record of provided treatment. Medical personnel in the receiving MTF are instructed to include the TCCC card with the record of provided treatment. The overall objective of our project is to develop an ASCD system that can be used on the battlefield by military personnel or by civilian medics in the field. The technology will involve a combination of off-the-shelf sensors, accelerometers, and cameras aligned with a software system that automatically detects the motion signatures associated with key clinical tasks and generates an abbreviated care record, which can be transmitted upstream in real time. The system will passively collect data from a combination of accelerometers and cameras. Machine learning, activity detection, and summarization algorithms will analyze the collected data to construct an abbreviated care record. This care record will provide patient clinical status, interventions, and anticipated resources needed upon arrival, without requiring active input from personnel in the field. Open research challenges to building such documentation systems include the accuracy of predicting clinical events, usability, and deployment robustness.

In the US conflicts in Iraq and Afghanistan, the nation has suffered a total death toll of 4432 and 2351 deaths, respectively, as of December 4, 2019 [10]. Since many fatalities occur between the point of injury and the medical treatment facility (MTF), the military has incorporated the use of Tactical Combat Casualty Care (TCCC) cards to document the mechanism of injury, injury locations, vital signs and symptoms, and treatments [11-13]. This allows the first responders to triage the most critical patients in the prehospital (eg, battlefield, vehicle) environment [12,13]. The military’s documentation of the treatment during this period “is critical to ensuring continuity of care” [14]. After completing the card, the first responder attaches the TCCC card to the patient in a visible location as the record of provided treatment. Medical personnel in the receiving MTF are instructed to include the TCCC card with the paper medical record and to enter the TCCC data into the patient’s electronic health record and appropriate trauma registry. Despite some evidence of a lack of compliance with the policy, the Defense Health Agency states, “The military will continue to use the TCCC card until it fields a prehospital documentation platform that supports an electronic version” [14]. The transfer of a patient from a field medic to an MTF is a handover, defined as “the transfer of professional responsibility and accountability for some or all aspects of care for a patient, or group of patients, to another person or professional group on a temporary or permanent basis” [15]. In this paper, we use the term “handoff” with the same definition. Handoffs in health care have received significant attention in recent years as a period of high risk for the patient’s safety. In comparison with
handovers in combat conditions, civilian handoffs are characterized by safe working conditions for the involved clinicians and an indoor Emergency Room physical setting with controlled lighting, climate, and (typically) noise. Additionally, trauma patients in civilian settings often undergo only one or two handoffs to reach the final hospital destination, whereas a patient in a combat situation may experience handoffs in several stages between the battlefield and the hospital. Despite these conditions, a review found that in civilian handoffs between medics and hospital-based emergency departments, the key issues were a lack of common understanding, lack of active listening, variable quality and quantity of information exchanged, lack of clear leadership, lack of teamwork skills, busy and complex environment, and handoff repetition [16]. Organizations have tried to resolve issues with handoffs through interventions to standardize communications, with mixed results [17,18]. Our project uses a systems perspective to examine an understudied topic that is especially challenging in military medicine: the capture of clinical documentation in the field, especially in battle conditions.

Findings in this paper are organized with a health care systems engineering model that has been extensively used in the study of both handoffs [19] and information technologies [20,21]. The Systems Engineering Initiative for Patient Safety (SEIPS) is a systems approach for understanding human activity in its context [22]. The fields of human factors and industrial engineering spurred the development of the framework to help frame research and innovation as technology was introduced into all areas of health care. The model was subsequently extended as SEIPS 2.0 to incorporate patient engagement, patient work, and work practice adaptations [23].

Methods
Research Questions
The research questions guiding this work were the following: (1) What information is transferred in trauma cases between prehospital and hospital personnel? (2) What contextual factors influence the collection, management, and handover of information in trauma cases?

Research Site
Vanderbilt University Hospital provides trauma care for 65,000 square miles. The Division of Trauma at Vanderbilt University Hospital handles close to 5800 acute traumas, admitting 4300 of those annually. Its facilities are essential for the quality of trauma care provided by Vanderbilt University Hospital. These include a 20-bed burn unit and a 31-bed integrated acute and subacute care unit, which contains a 14-bed intensive care unit, a 7-bed acute admission area, and a 10-bed subacute unit, as well as LifeFlight, which is an active air medical transport program. The trauma units' unique geography allows close integration and management of patient progress from admission to discharge. LifeFlight provides rapid access to the tertiary care facilities of the Trauma Center for all patients within a 140-mile radius of Nashville. In addition to LifeFlight, Vanderbilt receives patient transport from local and rural emergency medical services (EMS).

Research Approaches
Data Sources
Our methods included (1) a structured review of routinely captured videos of trauma handoffs in the Vanderbilt University Medical Center (VUMC) Emergency Department (ED), and (2) focus groups with ED providers, prehospital personnel (such as emergency medical technicians and paramedics), and military field medics. The research was conducted at VUMC and the Army's Rascon School of Combat Medicine on Fort Campbell, Kentucky.

The study protocols were reviewed and approved by the Vanderbilt University Institutional Review Board. Given the infeasibility of observational research of the activities of front-line military medical personnel, we used triangulation of data [24] from 2 different methods to gather information about the work of field medics (also referred to as prehospital personnel) and the handoffs between prehospital and hospital personnel.

Trauma Video Reviews
VUMC level 1 trauma cases are recorded for quality improvement purposes and reviewed weekly. These videos capture the pre-brief (in which EMS personnel and trauma team members from the ED and trauma team review facts about the arriving case and discuss a plan of action) and treatment while in the ED trauma bay. We reviewed 50 randomly selected videos to identify information transmitted via conversations during the handoff from EMS to hospital personnel. Videos are stored with no identifying linkages to patients and are deleted after a specified period. The videos were a way for us to observe handoffs without any patient-identifying information being collected.

A structured form facilitated the collection of relevant data from the videos. In order to refine a preliminary data collection form for the reviews, 5 videos were reviewed and documented by 3 reviewers. After the videos were reviewed, discussion of the results and any discrepancies in documentation were moderated by an independent arbiter. The reviewers came to a consensus on the types of information transferred from prehospital to hospital personnel and developed a data collection form to be used by 1 expert observer. The observer, a registered nurse, has extensive experience in trauma nursing and experience with the review of handoff videos. This observer viewed 50 trauma handoff videos and recorded observations on the forms. After completion of the reviews, the data from the observation forms were entered into a REDCap [25] database (Vanderbilt University) for analysis and tabulation.

Focus Groups
We conducted four 60-90-minute focus groups, each led by a team of 2 anthropologists (LN and CS) experienced in qualitative research. The focus group leaders had no prior relationship with the participants, although some participants had interacted with other research team members previously. The leaders had only general prior knowledge of the activities and contexts discussed in the focus groups and no personal experiences that would introduce bias.
Of the 4 focus groups that were conducted, 2 included civilian prehospital personnel (ambulance-based medics and aircraft-based flight medics), 1 included hospital personnel (physicians), and 1 was conducted with military combat medics. For the civilian focus groups, participants were recruited through email-based snowball sampling; for the military group, participants were recruited through a convenience sample of personnel available on the date of the study. Other members of the research team were present during the focus groups. There was no subsequent contact between the research team and the participants.

The goals of the focus groups were to gather information from providers and medics with trauma experience to (1) identify information transmitted in handoffs, (2) identify gaps in current handoff procedures, and (3) understand the social and physical context into which the technology will be deployed. These goals were communicated to the participants of each group. The sessions explored participant experience with the transportation of patients to the hospital, including the elicitation of actual experiences in a combat environment when possible. Questions posed during the focus groups included the following: (1) What information is normally shared during handoffs? (2) What information is most useful to determine the next steps of care management? (3) Why and how is this information shared? (4) What information is not useful to determine care management?

Based on the information shared in the session, we added probes to better understand the physical actions involved in transporting patients from the field or scene to the hospital, including the implications of incorporating wearable technologies, cameras, and other devices into the process.

The sessions were audio-recorded and transcribed for analysis. The transcripts were analyzed using a qualitative data analysis tool, Dedoose (SocioCultural Research Consultants), which facilitates the selection of text excerpts and labeling with one or more codes by a human coder and displays a variety of summaries of the coded data. Given the variety of information shared by participants on information needs and context, we used an open coding procedure, identifying all themes that arose in the data. There were 3 researchers who coded the data, supported by discussions in frequent team meetings about findings and the organization of the data. Then the data was organized using the SEIPS 2.0 model for presentation and consideration by the team’s technology designers.

**Results**

**Trauma Video Reviews**

The handoff videos revealed information that is routinely relayed to the hospital team from the prehospital team. Figure 1 describes the content of each category of information in the 50 videos. Categories of information included clarifying questions asked by the receiving medical team, procedures performed, mechanism of injury, medications and fluids given during transport, time of intervention and injury, blood pressure, heart rate, respiratory rate, oxygen saturation, and episodes of hypotension changes in clinical status.

![Figure 1. Content of clarifying questions in the trauma videos.](http://www.jmir.org/2020/9/e17978/)

Upon analysis of the data, it became apparent that clarifying questions were an important part of the prehospital-to-trauma team handoff. Clarifying questions are defined as questions from the hospital team directed to the prehospital team during handoff that are intended to obtain additional information that was not provided in the initial handoff. Of the 50 videos reviewed, 40 (80%) contained clarifying questions. The clarifying questions that we observed in the videos consisted of questions about medication (eg, dosages, timing), personal medical history (if known), Glasgow Coma Scale or other (mostly neurological) exam results, time and mechanism of injury, allergies, whether or not restraints were used in accidents in vehicles, length of time tourniquets have been in place, and...
fluctuations in vitals or neurological signs (blood pressure, heart rate, respiratory rate, oxygen saturation, etc).

The results for the other categories of information captured during observations are shown in Figures 2-5.

**Figure 2.** Frequency of procedures performed during transport in the trauma videos.

**TOURIQUET** | 2
**SPLINT** | 2
**PERIPHERAL INTRAVENOUS LINE (PIV)** | 22
**NASOPHARYNGEAL AIRWAY** | 2
**INTUBATION** | 9
**CHEST COMPRESSIONS** | 1
**C-COLLAR** | 3
**SPINE BOARDED** | 2
**BAG-VALVE MASK (BVM)** | 4

**Figure 3.** Frequency of each mechanism of injury in the trauma videos.

**BURN** | 1
**FALL** | 8
**GUNSHOT WOUND (GSW)** | 17
**HIT BY CAR** | 1
**MOTOR VEHICLE ACCIDENT (MVA)** | 17
**BURN** | 1
Focus Groups

We conducted 4 focus groups comprising 19 participants, with no participants dropping out of the study. Participants included prehospital personnel (ambulance-based medics and aircraft-based flight medics), hospital personnel (physicians), and military medical personnel. Findings, comprising a comparison of the military and civilian experiences, are summarized using the SEIPS framework in Table 1.
Table 1. Work system analysis for documentation in the field.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Civilian prehospital system</th>
<th>Military prehospital system</th>
<th>Insights for the development of hardware and software tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology and tools</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written or electronic documentation of prehospital care</td>
<td>TCCC&lt;sup&gt;a&lt;/sup&gt; (universal documentation card), sometimes partially completed by service member prior to mission</td>
<td>*Ad hoc use of tools, determined by the setting and characteristics of the patient</td>
<td></td>
</tr>
<tr>
<td>Gloves, paper, tape (used for recording written information)</td>
<td>Communication headsets</td>
<td>*Information transmitted in advance could help hospital allocate resources (physician group)</td>
<td></td>
</tr>
<tr>
<td>Vital signs monitoring technology</td>
<td>Medics carry medical gear and combat gear</td>
<td>*In civilian setting, a simple statistic representing level of medic activity could potentially give early indication of severity of patient injury (physician group)</td>
<td></td>
</tr>
<tr>
<td>Tasks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Documentation: vital signs, demographics, medications, allergies, time of events, procedures, pain level, mechanism of injury</td>
<td>Documentation: vital signs, procedures, mechanism of injury</td>
<td>Priority information for handoff:</td>
<td></td>
</tr>
<tr>
<td>Procedures</td>
<td>Procedures</td>
<td>*Timing and sequence of procedures can suggest cause and effect</td>
<td></td>
</tr>
<tr>
<td>Radio communication</td>
<td>Radio communication</td>
<td>*Worst and most recent vital signs are most useful</td>
<td></td>
</tr>
<tr>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Triage</td>
<td>*In military setting, trends in data were more useful</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>Active combat activities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>Maintaining tactical awareness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information systems in the EMS&lt;sup&gt;c&lt;/sup&gt; vehicle did not communicate with the hospital emergency department.</td>
<td>Large-scale, contracted military technology implementations sometimes lack coordination in technology updates, resulting in lost communication between system components.</td>
<td>Transmitting information to hospital can reduce miscommunication, but also result in information overload.</td>
<td></td>
</tr>
<tr>
<td>Physical environment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extreme heat is common</td>
<td>Extreme heat is common, exacerbated by excessive gear</td>
<td>*Need lightweight, small sensors; armbands will be hot and uncomfortable</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>Dusty</td>
<td>*Voice technology not feasible because of noise</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>High noise level in all settings</td>
<td>*Sensors should conserve power when not in use</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>Note-taking is difficult</td>
<td>*Wearable devices must withstand a substantial amount of sweat from the wearer</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>Rough terrain/unstable vehicle</td>
<td>*Devices must be physically durable</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>Low light in combat settings</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>TCCC: Tactical Combat Casualty Care.  
<sup>b</sup>N/A: not applicable.  
<sup>c</sup>EMS: emergency medical services.

Discussion

Principal Findings

Findings from the videos illustrated that the most medically important information is not always effectively conveyed during the handoff from prehospital to hospital personnel. Of note were the clarifying questions observed during the review of the videos of the handoffs. Clarifying questions were observed in 80% (40/50) of recorded handoffs and most commonly involved temporal aspects of the case. Temporal questions included queries about the time the injury occurred, when a procedure was performed, and when a medication was given. Questions related to timing (eg, when medications were administered) were present in 27 of the 40 videos in which clarifying questions were asked of the prehospital staff. The next most commonly...
asked clarifying question involved either medications (drugs given, doses, timing, etc) or the patient's past medical history. Both types of questions were present in 13 of the 40 videos in which clarifying questions were asked during the handoff.

Data from the observations support the findings from the 3 focus groups that more accurate information is needed at the time of handoff, specifically regarding time and sequences of procedures and medications. The hospital focus group emphasized that the most important information needed by the trauma team involved the timing of events, especially regarding the sequence of procedures performed during transport. The trauma videos revealed mechanisms of injury that would be less common in military environments (eg, falls and being hit by a motor vehicle). However, we note that it is difficult to speculate on what types of trauma injuries may be seen in future combat situations, and it is likely short-sighted to design only for wounds produced by gunshots or explosions.

The prehospital and hospital teams have different priorities and capabilities in the performance of their roles in their respective environments. Prehospital teams need to get the patient into the vehicle and perform needed procedures during transport to get the patient to superiorly resourced care teams, often geared toward surgical intervention. Meanwhile, the receiving trauma team wants to be able to appropriately allocate resources based on procedures performed and patient trajectory during transport. These differences result in an inadvertent conflict about the priority of recording specific times of medication administration and the performance and sequence of procedures during transport.

The findings from the video review and focus groups produced insights that informed device choices, software development, and evaluation strategy. Some surveillance technologies, such as microphones that could potentially be useful to support documentation, are not practical for noisy and insecure military environments. Prehospital teams need to get the patient into the vehicle and perform needed procedures during transport to get the patient to superiorly resourced care teams, often geared toward surgical intervention. Meanwhile, the receiving trauma team wants to be able to appropriately allocate resources based on procedures performed and patient trajectory during transport. These differences result in an inadvertent conflict about the priority of recording specific times of medication administration and the performance and sequence of procedures during transport.

The findings from the video review and focus groups produced insights that informed device choices, software development, and evaluation strategy. Some surveillance technologies, such as microphones that could potentially be useful to support documentation, are not practical for noisy and insecure military field settings. While no tool will be able to capture every aspect of prehospital care, documentation through automated sensing can potentially enable medics to offer a more complete handoff to the receiving hospital.

**Implications for Design**

Various activities are detectable through sensors. We identified numerous opportunities to capture activity (such as medical procedures or administration of medications) through motion detection and the relationship of motion signatures to locations on the patient's body, as well as the use of physical artifacts such as medication packaging. However, there is heterogeneity in how procedures are performed and noise in the data. A robust system of data collection and analysis will be needed to deal with the forces of real-world deployments. Challenges such as vehicle motion and sensor failure due to the environment (eg, a wearable sensor exposed to extensive sweat) may be universal. Challenges specific to military environments include the lack of lighting, a high possibility of network failure, and the possibility of active battle conditions while treatment is being carried out.

**Conclusion**

An ineffectiveness of communication is evident in both the civilian and military worlds. We used multiple methods of inquiry to study the information needs of trauma care and handoff, and the context of medical work in the field. Our findings informed the design and evaluation of an automated documentation tool. The data illustrated the need for more accurate recordkeeping, specifically temporal aspects, during transportation, and characterized the environment in which field testing of the developed tool will take place. Solutions will need to address the environmental constraints of low lighting, heat, dust, noise, and vehicle instability. In addition, sensor power conservation is critical in field combat settings. The employment of a systems perspective in this project produced design insights that our team would not have identified otherwise. These insights created exciting and interesting challenges for the technical team to resolve.
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Abstract

Background: Ongoing research is necessary to better understand the causes of autism spectrum disorder (ASD), the developmental outcomes for individuals diagnosed with ASD, and the efficacy of the interventions. However, it is often difficult to recruit sufficient numbers of participants for studies, and despite the prevalence of ASD (currently estimated to affect 1 in 54 children), little research has focused on how to efficiently recruit participants with ASD.

Objective: The aim of this study was to determine the efficacy of two different paid advertisements—social media and radio advertising—in recruiting participants for a study enrolling people with ASD and their family members by examining the number of participants enrolled, the cost per participant, and the geographic reach of each type of advertising.

Methods: We examined participant enrollment in a study following nonoverlapping paid advertisements on a popular FM radio station (aired in three cities across two states) and Facebook (six advertisements that ran in five cities across two states). The total paid investment in the radio campaign was $12,030 and that in the Facebook campaign was $2950. Following the advertising campaigns, 1391 participants in the study who were affiliated with the Houston, Texas, site received email invitations to participate in a brief survey about the ways in which they learned about the study (eg, social media, medical provider, website) and which of these were most influential in their decisions to participate; 374 (26.8%) of the participants completed this survey.

Results: Social media advertising outperformed radio in all three parameters examined by enrolling more participants (338 vs 149), with a lower average cost per participant ($8.73 vs $80.74) and a wider geographic reach, based on a comparison of the number of zip codes within and outside of Texas for questionnaire respondents who rated social media as the most influential method of contact (n=367, χ²=5.85, P=.02). Of the 374 survey participants, 139 (37.2%) reported that they had seen the study on social media prior to enrollment, while only 9 (2.4%) said they heard about it via radio.

Conclusions: Our findings suggest that advertising on social media can efficiently reach a large pool of potential participants with ASD, increasing the likelihood of meeting study enrollment goals. Researchers should consider allocating at least some portion of recruitment dollars to social media platforms as a means of quickly and inexpensively reaching out to their target populations, including for studies with in-person procedures.

(J Med Internet Res 2020;22(9):e16752) doi:10.2196/16752
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Introduction

Background
A genetic contribution to the development of autism spectrum disorder (ASD) has been well established; however, for the majority of individuals with ASD, the genetic contributions remain unknown [12]. Continued study of ASD is critical for identifying additional causal mechanisms as well as for developing and improving personalized treatment approaches that facilitate optimal outcomes. However, successful recruitment for such studies can be challenging and can require substantial time and financial investments [3]. Using the National Library of Medicine clinical trials registry, Carlisle et al [4] showed that of 2579 phase 2 and 3 intervention clinical trials that closed in 2011, 19% terminated early because of low enrollment or enrolled less than 85% of their target enrollment numbers. A number of factors may contribute to recruitment challenges, including the demands of the study, the appeal of the advertisement, and importantly, the population being recruited. Understanding these factors and how they affect study enrollment is key to reducing the likelihood of underenrollment. Underenrolled studies consume resources that could be dedicated to other projects. Further, they may lack the statistical power necessary to uncover meaningful results and support the conclusions of the study [5]. Thus, understanding how to recruit participants effectively and efficiently is of the utmost importance to ensure successful completion of studies and to advance scientific knowledge [6]. Challenges in reaching clinical recruitment goals are ubiquitous; however, this is not due to lack of effort. Research teams have used a variety of recruitment methods to seek participants, with one such strategy being radio advertising. Recruiting for research through radio advertisements has been a popular strategy for decades [7], and its appeal lies in the ability to reach a wide audience with limited effort on behalf of the study team. According to a recent Nielsen report, nearly 92% of Americans are weekly radio listeners, with comparable listening rates across a variety of demographics (eg, sex, age cohort, and racial and ethnic groups [8]). Moreover, more than 93% of radio listeners continue to listen during commercials [9]. However, reports using radio advertising for research recruitment show that it can be costly, ranging from $80 to $827 per enrolled participant [10-14]. In four of these studies, radio advertising was the most expensive recruitment strategy used [11-14]. Additionally, the success of radio advertising in helping to achieve recruitment goals varies; in some published reports, radio advertising helped the majority of individuals with ASD and their biological family members into clinical network to recruit potential participants and assist them throughout the enrollment process. SPARK participation is open to any individual living in the United States with a professional diagnosis of ASD. ASD diagnosis is ascertained through self-reporting, which has previously been shown to have >90% reliability [24]. Interested participants visit the study website, create a web-based profile, and complete the web-based enrollment forms to create a “primary” account. Because this “primary” account holder is required to be an independent adult, they can be either a parent or guardian of an individual with ASD or an independent adult with ASD. Once enrolled, each participating member of the family receives an at-home saliva collection kit with instructions on sample collection. Participants subsequently mail completed kits back to the laboratory for DNA analysis. Families can follow this process on their own or can contact a research coordinator for support.

A modern recruitment strategy that has gained popularity in recent years is advertising on social media platforms, such as Facebook or Instagram. In the United States, 88% of people aged 18 to 29 years and 78% of people aged 30 to 49 years are connected to one or more social media platforms [17]. The most popular of these is Facebook, which is used by 68% of adults in the United States, 74% of whom visit the site daily [17]. Indeed, in a review of 27 studies, advertising on Facebook for research recruitment tended to be more time- and cost-effective than traditional research advertising strategies, with costs ranging from $1.36 to $110 per completed participant [3]. Moreover, Facebook ads can be tailored to target a specific audience. Focusing on families managing ASD, research has shown that these parents often rely heavily on other parents of children with ASD for information and support, including via Facebook groups [18-20]. Collectively, this suggests that social media advertising may be a particularly appealing way to reach select audiences and broadly share information about research opportunities, including to parents of children with ASD.

Purpose
Despite the high prevalence of ASD (1 of every 54 children in the United States) [21], there is a dearth of research that directly addresses how to best recruit participants with ASD and their families into research studies. In fact, to our knowledge, there is only one such report, which focused specifically on recruitment of Hispanic participants with ASD [22]. Thus, there is a great need for additional research that identifies the most effective recruitment strategies for participants with ASD. To this end, we examined two different mechanisms of paid advertising (radio and Facebook) in terms of number of participants recruited, cost, and geographic reach within the context of the SPARK (Simons Foundation Powering Autism Research for Knowledge) project. For the purposes of the current study, we focused on radio and Facebook recruitment strategies at the Houston SPARK site. Additionally, we solicited feedback from Houston-affiliated participants about their recruitment and enrollment experiences to compare against enrollment numbers and reflect participant perceptions about the most influential recruitment strategies.

SPARK: Project Overview
SPARK is a national, multi-site effort to enroll 50,000 individuals with ASD and their biological family members into a web-based genetic and phenotypic repository [23]. Briefly, more than 20 clinical sites across the United States form a clinical network to recruit potential participants and assist them throughout the enrollment process. SPARK participation is open to any individual living in the United States with a professional diagnosis of ASD or a dependent with a professional diagnosis of ASD. ASD diagnosis is ascertained through self-reporting, which has previously been shown to have >90% reliability [24]. Interested participants visit the study website, create a web-based profile, and complete the web-based enrollment forms to create a “primary” account. Because this “primary” account holder is required to be an independent adult, they can be either a parent or guardian of an individual with ASD or an independent adult with ASD. Once enrolled, each participating member of the family receives an at-home saliva collection kit with instructions on sample collection. Participants subsequently mail completed kits back to the laboratory for DNA analysis. Families can follow this process on their own or can contact a research coordinator for support.

At the Houston SPARK site, multiple strategies were used to recruit participants for SPARK; however, because existing literature suggested that the potential reach, popularity, and success of paid radio and Facebook campaigns may be similar,
Recruitment Strategies

For the radio outreach, three FM radio campaigns were scheduled across two states (three cities) at a total investment of $12,030. All three campaigns ran during a 4-week period between November 28 and December 26, 2016, on a popular station that played holiday music. The aired advertisement was 30 seconds long and ran a total of 342 times across markets. Interested radio listeners were invited to text the word “SPARK” to a short-code telephone number (555-888) to receive information about a web-based US autism research study. These “subscribers” received three immediate text messages with 1) the study’s institutional review entity–approved call to action, 2) the hyperlinked URL to register on the internet, and 3) the research coordinator’s contact information. Two weeks after texting the short-code, subscribers received an automated reminder message with the enrollment link to the study.

For the social media campaign, a series of six paid Facebook ads were placed across two states (five cities) between March 23 and May 22, 2017, at a total investment of $2950. Five of these campaigns consisted of institutional review board–approved recruitment language, with a 2:07 minute video of the principal investigator at the Houston site explaining the study, while one campaign used the approved call-to-action language and an image to invite participants to enroll in person with the assistance of the study team. The geographic radius, campaign length, and dollar investment for each Facebook campaign varied slightly. However, all six campaigns were targeted using identical audience criteria for adults aged 22 to 55 years with interests in autism awareness organizations or special education. The Facebook ads targeted individuals who previously endorsed interest in the National Autism Association, World Autism Day, National Autistic Society, Special Education, Autism Spectrum Awareness, Stand Up for Autism, Asperger syndrome awareness, Autism Community Network, Autism Awareness, Autism Society of America, or Autism Speaks.

During both paid advertising campaigns, a minimal number of other traditional recruitment methods were used simultaneously. For example, flyers were posted in the clinic before, during, and between the two campaigns. Other “background” recruitment methods included physician referral, word of mouth, and information about the project on the clinic’s website. These efforts were not consistently tracked; however, they remained consistent throughout both the radio and social media campaigns.

Questionnaire

Study data were collected and managed using Research Electronic Data Capture (REDCap) tools hosted at Texas Children’s Hospital [25]. The questionnaire ascertained information about the participants’ recruitment and enrollment experiences with SPARK, including all the ways they heard about the project before creating their web-based profile and which way was most influential in their decision to enroll. An invitation with a link to the questionnaire was emailed to the primary account holders, followed by three additional email reminders that were each sent one week apart.

Participants

The sampling pool for the questionnaire consisted of 1391 primary account holders affiliated with the Houston SPARK site who enrolled and consented to providing a saliva sample between April 21, 2016, and February 29, 2018. These participants received an invitation via email to complete a questionnaire about their recruitment and enrollment experiences with SPARK. A total of 374/1391 (26.8%) participants responded (see Table 1). The mean age of the 1391 respondents was 39 years (SD 8.7), 91% (1266/1391) identified as female, and 96% (1335/1391) were the parent or grandparent of a person with ASD, while 11 (3%) reported that they themselves had ASD (mean 30 years, SD 10.1 years). The mean age of the individuals with ASD (n=404, including the 11 independent adults) at the time of survey completion was 9.9 years (SD 6.6 years). On average, the 374 survey respondents reported a total of four people living in their household, with between 2 and 3 people participating in the SPARK study; 38 people (10.2%) reported that more than one person with ASD lived in their home.

Demographic Information

Race and ethnicity data were gathered for SPARK participants through two sources. For participants who are also affiliated with our clinical site, we obtained race and ethnicity data through our Epic medical record system. Additionally, SPARK distributed a survey in July 2017 to allow families to voluntarily provide race and ethnicity data. The demographic data for the state of Texas were obtained from the US census website [26]. Approved researchers can obtain the SPARK population dataset described in this study by applying at the Simons Institute Autism Research Initiative portal [27].
Table 1. Demographics of the survey recipients (N=1391), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Survey responders (n=374)</th>
<th>Survey nonresponders (n=1017)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>243 (65.0)</td>
<td>536 (52.7)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>36 (9.6)</td>
<td>92 (9.0)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>15 (4.0)</td>
<td>35 (3.4)</td>
</tr>
<tr>
<td>Native American or American Indian</td>
<td>2 (0.5)</td>
<td>1 (&lt;0.1)</td>
</tr>
<tr>
<td>More than one race</td>
<td>25 (6.7)</td>
<td>39 (3.8)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (3.5)</td>
<td>17 (1.7)</td>
</tr>
<tr>
<td>Data unavailable</td>
<td>40 (10.7)</td>
<td>297 (29.2)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>108 (35.2)</td>
<td>252 (35.0)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma, GED(^a), or less</td>
<td>31 (8.3)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>88 (23.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>54 (14.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>101 (27.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>100 (27.0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)GED: General Education Development.  
\(^b\)N/A: not applicable.

Data Analysis

To determine the number of participants from the radio campaign, we included any enrollments during the campaign, which lasted one month, as well as during the month following the campaign. This allowed all subscribers to receive a two-week reminder about enrollment and gave them an additional two weeks to enroll. More simply, any participant who enrolled in SPARK from November 28, 2016, through January 31, 2017, was counted for the radio campaign. To keep the amount of time consistent between the radio and Facebook campaign groups, we only counted participants who enrolled during the Facebook campaign itself, which ran for two months, from March 23 to May 22, 2017. Participants from both campaigns were given a deadline of October 30, 2017, to return the saliva kit for the individual with ASD.

To determine the effectiveness of each recruitment campaign, we examined three factors: number of participants, cost, and geographic reach. Two different numbers of participants were examined: the number of individuals with ASD who were enrolled and returned the saliva kit to the lab during the course of each campaign, and the number of primary account holders who reported on the questionnaire that they had heard about the study on radio or social media before registering. The cost per participant was determined by dividing the total cost of the campaign by the number of individuals with ASD who enrolled on the internet during that campaign. Geographic reach was examined using the Mapping toolbox in MATLAB (R2018b, MathWorks) to plot the zip codes provided by participants upon registration by latitude and longitude [23]. Using the zip codes provided by the survey participants, the numbers of zip codes in Texas versus outside of Texas were compared using chi-square analysis for the participants who responded that social media was their most influential method of contact.

Results

Number of Participants Recruited

Radio and Facebook Campaigns

Across the six-month time period encompassing both the radio and Facebook advertising campaigns, 568 individuals with ASD enrolled in the SPARK project. Of those 568 individuals, 520 (91.5%) also consented to providing a saliva sample, and 295 saliva kits were returned for an individual with ASD (as of October 30, 2017). During the radio advertising campaign, 378 people texted the short code, and 149 individuals with ASD were enrolled in the study; 140 of these individuals (94.0%) consented to providing a saliva sample, and 83 (55.7%) ultimately returned the saliva kit. During the Facebook campaign, 338 people with ASD were enrolled, of whom 312 (92.3%) consented to providing a saliva sample and 167 (49.4%) returned the saliva kit (see Tables 2 and 3).
Table 2. Number of participants enrolled during and between the media campaigns.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Radio campaign (11/28/2016-01/31/2017)</th>
<th>Time between campaigns (02/01/2017-03/22/2017)</th>
<th>Social media campaign (03/23/2017-05/23/2017)</th>
<th>Total sample (03/01/2016-12/31/2018)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enrolled, n</td>
<td>149</td>
<td>81</td>
<td>338</td>
<td>2051</td>
</tr>
<tr>
<td>Consented to DNA test, n (%)</td>
<td>140 (94.0)</td>
<td>68 (84.0)</td>
<td>312 (92.3)</td>
<td>1925 (93.9)</td>
</tr>
<tr>
<td>Returned saliva kit, n (%)</td>
<td>83 (55.7)</td>
<td>45 (55.6)</td>
<td>167 (49.4)</td>
<td>1126 (54.9)</td>
</tr>
</tbody>
</table>

Table 3. Race and ethnicity of participants from media campaigns compared to the population of Texas.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Radio campaign (11/28/2016-01/31/2017; n=149), n (%)</th>
<th>Time between campaigns (02/01/2017-03/22/2017; n=81), n (%)</th>
<th>Social media campaign (03/23/2017-05/23/2017; n=338), n (%)</th>
<th>Total sample (03/01/2016-12/31/2018; n=2051), n (%)</th>
<th>Texas, % [26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>84 (75.0)</td>
<td>48 (75.0)</td>
<td>191 (74.9)</td>
<td>1155 (73.4)</td>
<td>78.8</td>
</tr>
<tr>
<td>Black or African American</td>
<td>12 (10.7)</td>
<td>5 (7.8)</td>
<td>33 (12.9)</td>
<td>198 (12.6)</td>
<td>12.8</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>8 (7.1)</td>
<td>4 (6.3)</td>
<td>6 (2.4)</td>
<td>73 (4.6)</td>
<td>5.3</td>
</tr>
<tr>
<td>Native American or American Indian</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>4 (0.3)</td>
<td>1.0</td>
</tr>
<tr>
<td>More than one race</td>
<td>5 (4.5)</td>
<td>4 (6.3)</td>
<td>18 (7.1)</td>
<td>92 (5.8)</td>
<td>2.0</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.7)</td>
<td>3 (4.7)</td>
<td>7 (2.7)</td>
<td>52 (3.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Data unavailable</td>
<td>37 (24.8)</td>
<td>17 (21.0)</td>
<td>83 (24.6)</td>
<td>477 (23.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>41 (35.0)</td>
<td>25 (39.7)</td>
<td>73 (28.5)</td>
<td>546 (34.3)</td>
<td>39.4</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>76 (65.0)</td>
<td>38 (60.3)</td>
<td>183 (71.5)</td>
<td>1044 (65.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Data unavailable</td>
<td>32 (21.5)</td>
<td>18 (22.2)</td>
<td>82 (24.3)</td>
<td>461 (22.5)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Questionnaire Respondents**

Among the 374 participants who responded to the REDCap questionnaire, 139 (37.2%) reported seeing the study advertised via social media prior to registering. Among this group, 75/139 (54.0%) rated this form of contact as the most influential in their decision to enroll. In contrast, only 9/374 survey respondents (2.4%) reported hearing the advertisement for the study over the radio, and among this group, 6 (66.7%) said that this form of contact was the most influential.

**Cost**

As depicted in Figure 1, at an investment of $12,030 for radio, the cost per enrolled participant with ASD was $80.74 ($12,030/149). The cost of the Facebook campaign was $2950, for a per-participant cost of $8.73 ($2950/338).

**Figure 1.** Comparison of the cost-efficiency of the Facebook and radio advertising campaigns.
Geographic Reach

Participants who enrolled in the SPARK project during the radio campaign were associated with 113 zip codes (Figure 2). These included the two states in which the radio campaign took place, plus four additional states. However, during the Facebook campaign, enrollment profiles were created from 208 zip codes across 16 states: the 2 states where the campaigns occurred, plus 14 additional states. Among participants who completed the REDCap questionnaire, those who identified social media as the most influential form of contact exhibited significant geographic differences compared to the rest of the sample. Of the individuals most influenced by social media, 13% indicated residence in a state outside of Texas, compared to only 5% of those most influenced by other strategies (n=367, $\chi^2=5.85$, $P=.02$). There were no significant differences between these groups in terms of the likelihood to return saliva samples, racial or ethnic composition, or educational level. Only six participants endorsed radio advertisements as the most influential method of contact; this small subsample precluded comparable analyses for this recruitment method.

Figure 2. Comparison of the geographic reach of the radio and Facebook advertising campaigns.

![Comparison of the geographic reach of the radio and Facebook advertising campaigns.](image-url)
Discussion

Principal Results
In this study, we sought to determine the effectiveness of two paid advertising campaigns for recruitment in a web-based autism study. The results clearly demonstrated that paid advertising on social media substantially outperformed paid advertising on radio for the SPARK project. This was shown across the three examined parameters of numbers of enrolled participants, cost, and geographic reach. More than twice as many individuals with ASD were enrolled in the project during the social media campaign, and over half of the individuals who learned about SPARK via social media indicated that this form of contact was the most influential in their decision to participate. The Facebook campaign also proved to be more cost-effective; advertising on radio cost almost 10 times as much per enrolled participant as advertising on social media. Finally, the zip codes provided by the participants when they enrolled on the internet showed that social media had a much broader geographic reach than radio; participants enrolled via Facebook from 14 states outside the 2 states where the advertisements originated, compared to only 4 outside states for the radio campaign.

Several reasons could explain the success of Facebook advertising compared to radio advertising for recruiting SPARK participants. First, advertisements on social media can be tailored specifically to people who meet certain criteria. The advertisements used here were targeted to participants within a specified age range who had already endorsed having an interest in ASD or special needs. This allowed our study team to avoid wasting “paid impressions” on people who were not likely to be interested in participating, which was not possible with the radio advertising campaign.

Another likely reason that Facebook outperformed radio is its ability to expand the reach of an advertisement through a single click. Paid Facebook advertisements can be easily shared to additional profiles, pages, and groups, yielding many additional “organic impressions” for paid content at no extra cost. One Facebook share can reach hundreds or even thousands of other people depending on that person’s social circle and, if it is shared again, a virtual snowball phenomenon can emerge. This organic sharing process is also likely the reason we received so many registrations from states in which we did not advertise. Indeed, this particular advertisement received hundreds of shares and comments, and often the person sharing would “tag” people they thought would be interested in the advertisement, causing a personalized notification to be sent directly to that individual. In contrast, radio advertising is not easily shared and is certainly not shareable in real time. Furthermore, in radio advertising, a specific number of ad placements is agreed upon ahead of time by all parties, with no possibility of free “organic impressions.” Additionally, while both paid advertisements are technically temporary, when paid content is shared organically on Facebook, it becomes semipermanent. When the advertisement is shared to a person’s profile, page, or group, it will stay there until it is deleted or until newer content pushes it down the timeline feed. This allowed our Facebook advertisements to remain influential even after the advertising campaign technically ended (profiles created after the paid campaign period were omitted in the current study).

Finally, the success of the Facebook campaign may also be due to the social influence of social media. When listening to the radio, one cannot easily connect with other listeners. However, social networking sites allow individuals to instantly connect and communicate with other people anywhere in the world. Parents of children with special needs, including ASD, have been shown to frequently turn to other parents as sources of information and to heavily use online support groups, such as those on Facebook [18-20]. Indeed, our ad was shared in many online autism support groups, yielding additional organic impressions to a targeted audience who may have already been accustomed to receiving health-related advice and information from other parents in this way [18]. Further, studies have shown that our social networks can influence a wide range of behaviors, including offline behaviors such as exercise frequency [28]. Participation in a research study may thus also be influenced by a person in an individual’s social network sharing information about the study.

Limitations
Although we were able to demonstrate the value of paid advertisements on social media for research recruitment, this study has a number of limitations. First, participants were not asked at the time of enrollment how they heard about the study; therefore, it is possible that participants who enrolled during the campaigns heard about SPARK through other mechanisms mentioned earlier, such as flyers, word of mouth, or the clinic website. However, these “background” recruitment efforts were consistent for both campaigns and thus were not expected to differentially impact the results. Furthermore, participants completed the REDCap survey up to one year post-enrollment, which may have affected the accuracy of the participants’ responses. However, the data from the questionnaire and the number of participants who enrolled during the campaigns are consistent with each other, with a clear advantage seen in social media recruitment in both cases.

Conclusions
Despite the rising prevalence of ASD in the United States and our limited understanding of its causes, there is a surprising lack of studies examining how to recruit families with ASD into research studies. Because ASD is a heterogeneous condition both phenotypically and genetically, the sample size for etiological studies must be large, and efficiently recruiting participants will continue to be of primary importance. Understanding how to quickly enroll eligible participants allows research to progress more rapidly, bolstering the likelihood of success in understanding and treating ASD and related conditions. We concluded that participant recruitment via social media—specifically Facebook advertising—was superior to radio outreach across multiple parameters (participant numbers, cost, and geographic reach) for a web-based ASD-focused study that included submission of saliva samples for genetic analysis. Research teams attempting to target individuals with ASD should consider Facebook and other social media platforms as a viable, cost-effective recruitment strategy, including projects...
that have offline components (eg, clinical assessments and medical procedures).

Future efforts should examine whether the success in Facebook advertising described here can be replicated in other types of studies, such as those with wholly in-person procedures, and in different patient populations. Additionally, it will be important to similarly evaluate the success of other common recruitment strategies, such as printed materials (eg, brochures and fliers), community events, or provider referrals, across multiple parameters; also, it should be determined which combinations of recruitment strategies yield the greatest return on investment. Collectively, this type of research stands to inform best practices with regard to efficient, cost-effective recruitment strategies that ensure the successful completion of studies and subsequent advancement of scientific knowledge.
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Abstract

Background: Seeking health information on the internet is a popular trend. Xigua Video, a short video platform in China, ranks among the most accessed websites in the country and hosts an increasing number of videos with medical information. However, the nature of these videos is frequently unscientific, misleading, or even harmful.

Objective: Little is known about Xigua Video as a source of information on breast cancer. Thus, the study aimed to investigate the contents, quality, and reliability of breast cancer–related content on Xigua Video.

Methods: On February 4, 2020, a Xigua Video search was performed using the keyword “breast cancer.” Videos were categorized by 2 doctors based on whether the video content provided useful or misleading information. Furthermore, the reliability and quality of the videos were assessed using the 5-point DISCERN tool and 5-point global quality score criteria.

Results: Out of the 170 videos selected for the study, 64 (37.6%) were classified as useful, whereas 106 (62.4%) provided misleading information. A total of 41.8% videos (71/170) were generated by individuals compared to 19.4% videos (33/170) contributed by health care professionals. The topics mainly covered etiology, anatomy, symptoms, preventions, treatments, and prognosis. The top topic was “treatments” (119/170, 70%). The reliability scores and global quality scores of the videos in the useful information group were high (P<.001). No differences were observed between the 2 groups in terms of video length, duration in months, and comments. The number of total views was higher for the misleading information group (819,478.5 vs 647,940) but did not reach a level of statistical significance (P=.112). The uploading sources of the videos were mainly health care professionals, health information websites, medical advertisements, and individuals. Statistical differences were found between the uploading source groups in terms of reliability scores and global quality scores (P<.001). In terms of total views, video length, duration, and comments, no statistical differences were indicated among the said groups. However, a statistical difference was noted between the useful and misleading information video groups with respect to the uploading sources (P<.001).

Conclusions: A large number of Xigua videos pertaining to breast cancer contain misleading information. There is a need for accurate health information to be provided on Xigua Video and other social media; health care professionals should address this challenge.

(J Med Internet Res 2020;22(9):e19668) doi:10.2196/19668
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Introduction

Cancer incidence and mortality have been increasing in China, which have raised major health concerns [1]. Breast cancer ranks fifth among newly diagnosed cancers and is the most common form among Chinese women [2].

By the end of June 2019, the number of internet users in China had reached 854 million, out of which mobile internet users accounted for 99.1% of the total netizen population. Moreover, 759 million online video users accounted for 88.8% of the total internet users [3]. With the increasing popularity of online information, people tend to use the internet as an important source of health care information. Previous studies have reported that 80% of internet users access health information online [4], as freely available video websites are popular channels of information dissemination.

Xigua Video is a short video platform of aggregative media Jinri Toutiao (“today’s headlines”) run by Beijing ByteDance Technology Co Ltd. It is estimated to be the largest site for sharing of short videos in China [5]. Xigua Video places emphasis on user-uploaded videos and has accumulated an average of 120 million daily views [6]. Although information from the website is easily accessible, users may be unable to judge the quality and accuracy of its contents [7-10].

Previous studies have examined the quality of online information on various health topics [11-19]. Unfortunately, many studies revealed poor-quality, biased, and commercial content, which may lead to dangerous consequences for users.

To date, data on the evaluation of Xigua Video as a source of health information remain lacking. To better understand how Chinese internet users discuss breast cancer on social media platforms such as Xigua Video, we conducted an analysis to evaluate the content, quality, and reliability of Chinese-language breast cancer–related information available on Xigua Video.

Methods

Data Collection

On February 4, 2020, a Xigua Video search was performed using the keyword “breast cancer” for videos. All videos uploaded up by the search date were included. In the case of duplicate videos, only 1 was taken into consideration. Videos were excluded if they were irrelevant or lacked accompanying audio. As a result, the study obtained 170 videos in total.

After collecting data on content, duration in months on Xigua Video, number of views, length, and comments, 2 physicians independently evaluated the overall quality of the videos. The kappa statistic for the 2 reviewers was $\kappa=0.78$, which indicated substantial agreement [20].

Creation of Content Categories

As the title often does not reflect the actual content of the video, the study considered topics for categorization. Content was categorized according to a previous YouTube study on colorectal cancer [21]. If a video covered more than 1 topic, then each topic was listed separately.

In addition, the videos were classified into 4 groups according to source, namely, health care professionals, health information websites, medical advertisements, and individuals.

Scoring and Classification of Videos

Videos were classified into 2 groups, namely, useful information and misleading information. Videos rated as useful contained scientifically accurate information about any aspect of breast cancer, such as symptoms, treatment, and prevention. Conversely, misleading videos contained inaccurate or unproven information about the disease. This classification method has been used in other studies [22,23].

Video reliability was scored using the 5-point DISCERN tool [24]. In addition, the overall quality of the videos was rated using the 5-point global quality score criteria [25]. In both instruments, higher scores indicate higher content quality of the video clip.

Statistical Analysis

Statistical analysis was performed using SPSS 22.0 (IMB Corp). Numerical variables were reported as mean (SD) or median (IQR) values. The Student t test, the Mann-Whitney U test, analysis of variance, and the Kruskal-Wallis test were applied for the comparison of numerical variables. The Dwass-Steel-Critchlow-Fligner post hoc test was conducted after the Kruskal-Wallis test. Categorical variables were stated as number (n) and percentage (%). In the comparison of categorical variables, chi-square and Fisher exact tests were used. A value of $P<.05$ was considered statistically significant.

Ethical Approval and Consent to Participate

This study did not require approval by the local research ethics board since only publicly available data were used.

Results

Topics and Uploading Sources

The videos were analyzed based on the topics covered therein. In all categories, the topic of treatments was the most frequently covered (119/170, 70%), followed by symptoms (56/170, 33%), prognosis (44/170, 26%), anatomy (34/170, 20%), prevention (25/170, 15%), and etiology (18/170, 11%).

A total of 41.8% (71/170) of the videos were posted on the website by individuals. Medical advertisements and health information websites were responsible for uploading 25.9% (44/170) and 12.9% (22/170) of the total videos, respectively. The videos contributed by health care professionals accounted for only 19.4% (33/170).

Information Reliability and Quality

As previously mentioned, the selected videos were classified into useful and misleading groups. Of the 170 selected videos, the number of videos containing misleading information was 106 (62.4%); 64 (37.6%) contained useful information. Table 1 presents the classification of the video characteristics. A statistically significant difference was determined in the useful information group with respect to the reliability and global quality scores ($P<.001$). However, no significant differences
were noted in terms of total views ($P = .11$), video length ($P = .66$), duration in months on Xigua Video ($P = .051$), and comments between the 2 groups ($P = .73$).

In addition, videos were compared according to their ownership. Table 2 presents the analysis of the video characteristics by uploading sources. Statistically distinctive differences between the uploading sources were observed for the reliability and global quality scores ($P < .001$). In terms of total views ($P = .22$), video length ($P = .06$), duration in months ($P = .15$), and comments ($P = .47$), no statistical differences were found. In the useful information group, 35.9% (23/64) and 20.3% (13/64) of the videos were generated by health care professionals and health information websites, respectively. On the contrary, 50% (53/106) of the videos in the misleading information group were generated by individuals. Data indicated statistical difference between the useful and misleading groups in terms of uploading sources ($P < .001$).

### Table 1. Analysis of video characteristics by usefulness category.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Useful group</th>
<th>Misleading group</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views, IQR</td>
<td>592,515.25</td>
<td>894,786</td>
<td>.11</td>
</tr>
<tr>
<td>Video length (s), IQR</td>
<td>234</td>
<td>264.5</td>
<td>.66</td>
</tr>
<tr>
<td>Duration in months on Xigua Video, mean (SD)</td>
<td>11.9 (7.6)</td>
<td>10.7 (5.9)</td>
<td>.051</td>
</tr>
<tr>
<td>Comments, IQR</td>
<td>37</td>
<td>42.5</td>
<td>.73</td>
</tr>
<tr>
<td>Reliability score, mean (SD)</td>
<td>2.34 (1.03)</td>
<td>1.45 (1.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Global quality score, mean (SD)</td>
<td>3.58 (1.24)</td>
<td>2.12 (0.99)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Table 2. Analysis of video characteristics by uploading sources.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Health care professionals</th>
<th>Health information websites</th>
<th>Medical advertisements</th>
<th>Individuals</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Videos (N=170), n (%)</td>
<td>33 (19.4)</td>
<td>22 (12.9)</td>
<td>44 (25.9)</td>
<td>71 (41.8)</td>
<td>N/A*</td>
</tr>
<tr>
<td>Reliability score, mean (SD)</td>
<td>2.85 (1.12)</td>
<td>2.55 (1.26)</td>
<td>2.07 (0.82)</td>
<td>1.65 (1.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Global quality score, mean (SD)</td>
<td>3.45 (1.06)</td>
<td>3.50 (1.34)</td>
<td>1.89 (0.92)</td>
<td>2.37 (1.123)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total views, IQR</td>
<td>1,010,639</td>
<td>840,070.75</td>
<td>898,145</td>
<td>857,950</td>
<td>.22</td>
</tr>
<tr>
<td>Video length (s), IQR</td>
<td>246</td>
<td>245</td>
<td>209</td>
<td>260</td>
<td>.06</td>
</tr>
<tr>
<td>Duration on Xigua Video (months), mean (SD)</td>
<td>13.5 (8.1)</td>
<td>10.0 (7.1)</td>
<td>10.6 (5.6)</td>
<td>10.7 (6.1)</td>
<td>.15</td>
</tr>
<tr>
<td>Comments, IQR</td>
<td>36.5</td>
<td>62.3</td>
<td>46.8</td>
<td>41</td>
<td>.47</td>
</tr>
<tr>
<td>Misleading information (n=106), n (%)</td>
<td>10 (9.4)</td>
<td>9 (8.5)</td>
<td>34 (32.1)</td>
<td>53 (50.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Useful information (n=64), n (%)</td>
<td>23 (35.9)</td>
<td>13 (20.3)</td>
<td>10 (15.6)</td>
<td>18 (28.2)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

## Discussion

### Overview

Breast cancer is the most common form of cancer and accounts for 30.4% of total cancer incidence and 2.51% of total mortality due to cancer among women in China. Notably, the incidence rate of breast cancer has increased rapidly in women aged 20-55 years. Therefore, the effectiveness of strategies for prevention, early detection, and management of breast cancer is an essential aspect to be considered.

A broad range of information is available on the internet. The China Research Institute for Science Popularization analyzed netizens’ behavior and requirements for information [26]. The results indicated that the science communication search index, which is based on the amount of time people spend on search engines, increased from 2.8 billion in 2014 to 9.2 billion in 2019. Young and middle-aged netizens were the main drivers of the trend with health and medical care as the top topic. With the rapid development of the internet, new media are providing important access to health and medical information. Previous studies reported YouTube as an information source for various forms of cancers [27-31]. Although YouTube is inaccessible in China for a number of reasons, many similar video websites deliver the same functionality, such as Jinri Toutiao, which was launched in 2012. The website has gained 200 million monthly active users [6]. Specifically, Xigua Video is the video platform of Jinri Toutiao. To the best of our knowledge, no study has assessed the contents, quality, and reliability of videos on the internet as a source of health information related to breast cancer in China.

Restricted by relevant Chinese laws, users’ gender and age cannot be displayed. However, the study obtained useful information from other sources. According to the Baidu search engine’s statistics on “breast cancer” search results, approximately two-thirds of users are women, and 90% are aged...
20-50 years. Therefore, we infer that Jinri Toutiao users who search for information on breast cancer are mainly young and middle-aged female netizens.

**Principal Findings**

Our study found that nearly half of the videos generated by individuals covered the topic of treatment. Alarming, approximately two-thirds of the videos spread misleading information. Furthermore, the quality of the videos was low. In addition, the fact that viewers gave better ratings to poor-quality videos compared to the high-quality videos indicates that the majority of health seekers were incapable of recognizing low-quality medical information in videos.

**Low Percentage of Good- or Excellent-Quality Videos**

The topics of the videos observed in the study mainly covered etiology, anatomy, symptoms, prevention, treatments, and prognosis. The majority of the videos only contained 1 or 2 of the above-mentioned categories. In all the categories, treatments ranked first. The videos examined gained a total of 13 million views with a total watch time of more than 16 hours and 8598 comments. These data illustrate that videos on breast cancer are extremely popular. However, the contents of many videos frequently lack peer review, which limits the reliability and accuracy of the videos on Xigua Video. Although the reliability and global quality scores of the useful videos were high, the number of useful videos (64/170) was lower than that of the misleading videos (106/170). Notably, the number of total views was higher for the videos in the misleading information group (IQR 894-786) than that for the useful information group (IQR 592-515.25). These findings indicate that viewers may find it difficult to differentiate between useful and misleading information. A total of 41.8% (71/170) videos were produced by individuals, the majority (53/71, 74.6%) of which contained misleading information. Given that users who want to access information are mostly non–health care personnel, results indicate obtaining accurate information from Xigua videos is difficult.

In general, more reliable information can be obtained from videos uploaded by health care professionals. However, the proportion of these videos reached only 35.9% (23/64) in the useful information group. In other words, only one-third of useful videos had been uploaded by health care professionals. This result is similar to that reported by Mueller et al [4].

The most commonly watched videos were those containing misleading information, whereas the least watched videos were those from health care professionals. These results confirm that effective measures should be taken to reduce inaccurate (and possibly harmful) information on this video platform.

The results further indicated that videos from health care professionals have significantly higher reliability and global quality scores than those posted by individuals. As such, lay users find difficulty in distinguishing useful information from a massive number of videos. Moreover, the results indicated that ownership is an important element that can be used to assess the reliability of videos. If professionals such as doctors, health care organizations, and health information websites produced videos, then the content of those videos may be considered trustworthy [32]. The study demonstrated that videos produced by health care professionals were geared toward more educational purposes. This finding is in accord with those of other studies [33-35]. Hence, such professionals should utilize their expertise and contribute high-quality videos for patients as information sources on websites. Conversely, individuals contributed 18 videos (28.2%) to the useful information group. However, our results emphasizes that these videos may not be able to cover all aspects of breast cancer. Therefore, many videos can contain some valuable information despite providing overall misleading content.

**Limitations**

A limitation of this study is that only videos in the Chinese language were examined. Second, the results comprise a snapshot of information distribution to illustrate the quality of videos on the Xigua platform at one point in time. Therefore, these results may change as videos are added or removed over time.

**Conclusions**

Despite the rising incidence of breast cancer, the level of public awareness in China remains low. Chinese websites, such as Xigua Video, provide a new medium for disseminating cancer information to the public through videos. For the sake of public awareness, health care and medical professionals should adopt this technology and take effective actions to provide accurate information about breast cancer on these video websites. The lack of reliable and useful health information on the internet remains a significant problem, and health care professionals and governments urgently need to address this challenge.
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Abstract

Background: Respecting patient privacy and confidentiality is critical for doctor-patient relationships and public trust in medical professionals. The frequency of potentially identifiable disclosures online during periods of active engagement is unknown.

Objective: The objective of this study was to quantify potentially identifiable content shared on social media by physicians and other health care providers using the hashtag #ShareAStoryInOneTweet.

Methods: We accessed and searched Twitter’s API using Symplur software for tweets that included the hashtag #ShareAStoryInOneTweet. We identified 1206 tweets by doctors, nurses, and other health professionals out of 43,374 tweets shared in May 2018. Tweet content was evaluated in January 2019 to determine the incidence of instances where names or potentially identifiable information about patients were shared; content analysis of tweets in which information about others had been disclosed was performed. The study also evaluated whether participants raised concerns about privacy breaches and estimated the frequency of deleted tweets. The study used dual, blinded coding for a 10% sample to estimate intercoder reliability using Cohen κ statistic for identifying the potential identifiability of tweet content.

Results: Health care professionals (n=656) disclosing information about others included 486 doctors (74.1%) and 98 nurses (14.9%). Health care professionals sharing stories about patient care disclosed the time frame in 95 tweets (95/754, 12.6%) and included patient names in 15 tweets (15/754, 2.0%). It is estimated that friends or families could likely identify the clinical scenario described in 242 of the 754 tweets (32.1%). Among 348 tweets about potentially living patients, it was estimated that 162 (46.6%) were likely identifiable by patients. Intercoder reliability in rating the potential identifiability demonstrated 86.8% agreement, with a Cohen κ of 0.8 suggesting substantial agreement. We also identified 78 out of 754 tweets (6.5%) that had been deleted on the website but were still viewable in the analytics software data set.

Conclusions: During periods of active sharing online, nurses, physicians, and other health professionals may sometimes share more information than patients or families might expect. More study is needed to determine whether similar events arise frequently and to understand how to best ensure that patients’ rights are adequately respected.

(J Med Internet Res 2020;22(9):e19746) doi:10.2196/19746
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Introduction

Background
Physicians, nurses, and other health professionals remain among the most trusted professionals in the United States because of their commitment to the well-being of others; they are a trusted source of health information and guidance [1]. Surveys have demonstrated the high trust in health care professionals of the US public with even higher levels of trust in other countries [1-3]. Still recited by many medical students as they become physicians, the Hippocratic Oath reflects the fundamental importance of patient privacy as a critical element of the doctor-patient relationship and a precondition for the trust of the public. In the United States, the Health Insurance Portability and Accountability Act (HIPAA) requires deidentification of data to avoid sharing protected health information [4]. The US Patient’s Bill of Rights also states that patients have the right to be able to talk privately with medical professionals and that personal information be protected. Thus, both ethical and legal reasons to maintain patient privacy exist.

Fulfilling physicians’ obligations to protect the well-being and privacy of their patients is complicated in the age of the internet. Internet culture is very different from that of the medical profession, creating potential ethical problems with boundaries and privacy that did not exist when physicians interacted exclusively offline. In order to maintain the trust of the public and that of individual patients, physicians increasingly need to understand the limits and risks of disclosure of certain types of information online. Although concerns about unprofessional medical student and resident behavior online have been articulated before [5,6], the ethical risks of public disclosure, when narrative medicine intersects with social media, remain poorly defined [7,8].

Social media usage has become popular among medical professionals. A survey in 2014 by QuantiaMD [9] found that, of 4000 physicians surveyed, 90% noted that they used some form of social media for personal activities, and 65% used social media for professional reasons. In May 2018, thousands of individuals—including many health care professionals—shared health-related stories on Twitter using the hashtag #ShareAStoryInOneTweet in response to one physician’s spontaneous tweet of a patient story that included this hashtag. Certain tweets included potentially identifiable information that could be considered a breach of confidence when disclosed without patient consent, risking harm to patients, physician’s careers, and public trust in the profession.

An article in July 2018 [10] highlighted the importance of sharing stories but did not address the potential risks of sharing online. Over time, some viral tweets have been deleted, raising further concerns that the platform allowing easy disclosure might have led to posts that authors subsequently regretted. A notable example of a popular post (altered to avoid identification) was retweeted 13,491 times and liked by 55,994 people before being deleted:

I delivered a baby very underweight, weighing two pounds. They said he did not have a chance. I remained with him for a couple of days. Nine years later, he played his first football game last week.

Hashtags can make online content searchable and discoverable online, regardless of time since publication [11]. The American Medical Association, Massachusetts Medical Society, and other organizations advise physicians to report unprofessional social media use [12,13]. What constitutes unprofessional behavior on social media is not clearly defined. To advance a common understanding and to facilitate subsequent discussion within the profession about what is appropriate, we sought to describe participation of physicians and other health professionals in this event, the reach of their postings, and the occurrence of potentially identifiable disclosures about patients.

Related Work
Early research on health professionals using Weblogs [14] examined 271 medical blogs, finding that individual patients were described in 114 blogs, and 45 blogs had enough information for patients to identify themselves. Scholars have questioned whether it would ever be ethical for medical professionals to write publicly about patients without their consent [15]. Previous work [16] where young doctors on Facebook were studied has also highlighted privacy issues by finding that some of the private information shared by the doctors (the doctors’ own private information shared by the doctors themselves) could bring the profession into disrepute. Previous work [17] has also noted that the use of social networking sites such as Twitter and Facebook by doctors can lead to complaints by patients.

Despite the importance of previous work [16,17], there appears to be a lack of empirical research on the use of popular hashtags for sharing patient stories by medical professionals. Understanding information sharing using hashtags, such as #ShareAStoryInOneTweet, is important because social media is becoming more ingrained in society, and potential privacy violations may exist in this context. Furthermore, as social media use increases, online disclosure of private information via social media is likely to remain an issue for health care systems around the world. However, recent research [18] has also highlighted the positive role medical professionals could play on social media, for instance, by countering medical misinformation.

The results of this study are likely to be of interest to those compiling guidelines for the use of social media by medical professionals.

Research Questions and Objectives
The overall research aim of this study was to develop a better understanding of the content shared with the hashtag #ShareAStoryInOneTweet.

The objectives of the study were to (1) identify unique tweets sent by doctors and other health care providers using the hashtag, (2) to develop an understanding of the characteristics of the doctors and health care providers using the hashtag, and (3) to categorize tweets into themes and identify the frequency of instances in which patients could be identified by themselves or by their family.
Methods

Cohort Definition

Because all information about the published content was publicly accessible, Lowell General Hospital approved this study as institutional review board exempt. To evaluate content in the #ShareAStoryInOneTweet phenomenon, Symplur Signals (Symplur LLC), a proprietary health care–focused database and analytics program collecting data on Twitter using its Enterprise application program interface, was utilized [19]. The first tweet with the hashtag occurred May 4, 2018. From May 4, 2018 through December 31, 2018, 45,040 tweets that included the hashtag #ShareAStoryInOneTweet were identified. The study focused on 43,374 tweets shared in the month of May 2018 (midnight May 1 to midnight June 1, Eastern Standard Time). The analysis was conducted in January 2019. Using the software program, we identified tweets from doctors, patients, and other health care stakeholders (eg, caregivers, pharmaceutical firms, academic, or research organizations), based upon public self-identification in their Twitter profiles (ie, by identifying information provided within their Twitter biography) [20]. There were 4871 tweets identified, of which, 1206 were unique (the remainder represented retweeting of prior postings).

Unique tweets were reviewed by reading text provided within the data set and then evaluating the URL and each account’s public profile on Twitter’s website as of March 2019. Tweets from students misclassified as health care providers (1.3%) (eg, those listing “future doctor” in profile), from blocked accounts (0.3%), or with no relevant content posted with the hashtag (1.2%) were excluded, leaving a total of 1172 tweets shared by physicians, nurses, or other health professionals (Figure 1). The study also excluded 26 retweets in which the authors used the hashtag to share someone else’s disclosure rather than their own, and 127 that included the author’s own illness experiences rather than those of others. The study also excluded 78 tweets (6.5%) with content found in the data set but deleted from Twitter when evaluated on the website.

Characteristics of the health professionals sharing these tweets was examined, using information publicly available in their online profiles, including profession, gender, and country. Physicians were also categorized by specialty as described in their profiles or as unknown if not stated. More detailed content analysis focused upon the tweets in which the health care professional shared the illness or clinical experience of someone other than themselves.

The study also evaluated tweets commenting upon the hashtag-related phenomenon or recommending participation to others. The study analyzed tweets individually rather than as content threads.
Figure 1. Tweets by doctors and other health care providers during #ShareAStoryInOneTweet in May 2018. HCP: health care providers.

Measures

To assess the magnitude of hashtag use, the study evaluated total number of tweets. We also evaluated the number of total participants, focusing upon physician, nurse, and other health care professionals. We calculated tweets per hour, number of tweets, and use of images both in aggregate and by health care stakeholder categories. In order to capture hourly tweet activity rates, we restricted the time frame to the first two weeks starting May 4th to focus on the viral period. We evaluated the potential reach of the tweets using the software’s definition of impressions—follower count at the time of each tweet’s publication online (e.g., a doctor posting while having 500 followers was equal to 500 impressions).

For each tweet, we coded several measures: the tweet author’s role in the other person’s clinical care; whether the patient died or was dying; whether the author helped save the other person’s life; inclusion of patient name; inclusion of a clinical image;
and inclusion of a specific age. We categorized the time frame of the event described within a tweet as within the past year, 1-2 years ago, 2-5 years ago, >5 years, or unknown.

Whether either a patient or the patient's family or friends would be able to identify the clinical scenario described in each tweet was categorized broadly in response to codebook question “Could patient or family potentially identify the clinical situation?” as yes (more likely than not to be identifiable) or no (not likely to be identifiable). If it was unclear, the code indeterminate was applied and was considered in analyses to be no.

One author (MK) assessed all tweets; a second author (WA) coded a 10% sample independently. Intercoder reliability and percentage agreement were assessed using ReCal [21]. The two authors then reached consensus on discrepancies and used this exercise to identify any areas where the first coder might systematically have erred.

Because the tweets could be discoverable in malpractice or tort suits, we also analyzed whether the author made comments with a negative opinion about the patient or family, or if the author acknowledged that a medical error occurred. We also assessed whether information was shared about vulnerable patients, as defined by the US Department of Health and Human Services [22].

We separately evaluated tweets commenting upon the hashtag to determine whether the authors had a favorable or unfavorable opinion of the viral sharing, or if they invited others to share stories or to participate. We also identified whether these tweets expressed any concern about privacy breaches.

Statistical Analysis
Overall activity and frequencies for stakeholder participation using Symplur. Frequencies, median, and mean endpoints for content analysis were calculated using Excel (for Mac 2011 version 14.7.2, Microsoft Inc). Cohen κ was used to measure interrater reliability [23].

Results
Tweet Volume
For May 2018, we identified 31,690 individuals who posted tweets with the hashtag, with a potential of 106.5 million views; 1725 (5.3%) individuals self-identifying as doctors and 861 (2.6%) as other health care providers shared tweets. At its peak, activity showed 1274 tweets per hour (Figure 2).

Figure 2. Tweets per hour including the hashtag #ShareAStoryInOneTweet in May 2018.

Tweets With Disclosures About Others
The characteristics of the health professionals sharing tweets with disclosures about others are presented in Table 1. Of the 656 health professionals, 384 (58.5%) were female; physicians—emergency medicine, family medicine or general practice, and hematology-oncology were the specialties most frequently represented—constituted the largest proportion of the tweeters (486/656, 74.1%), with nurses representing a minority (98/656, 14.9%); and most were in the United States (347/656, 52.9%), followed by Canada (99/656, 15.1%) and the United Kingdom (82/656, 12.5%).
The majority (659/754, 87.4%) involved the sharing of stories about direct patient care, rather than the author’s role as a family caregiver or in another role (Table 2), and 13.6% (95/754) of tweets included a specific time frame. The patient’s age was included in 163 of the 754 tweets (21.6%), and patient name was included in 15 of the 754 (2.0%). Of the 754, 11 tweets (1.5%) shared a clinical image, 152 tweets (20.2%) shared information about people in a vulnerable category. Only, 2 tweets (0.3%) mentioned patient consent to share within the tweet, one explicit and one inferred from past patient agreement to share a specific story. Based upon the number of likes, a minimum of 154,900 accounts viewed these 754 tweets.

Nearly half of the tweets (337/754, 44.7%) described a clinical scenario involving death or dying. Comments disclosing medical errors (6/754, 0.8%) or expressing a negative opinion about the patient or family were rare (4/754, 0.5%). Agreement between coders was 86.8%, and intercoder reliability Cohen \( \kappa = 0.8 \) suggested substantial agreement [16]. Disagreements in coding occurred mostly between the categories no unclear, which led to the decision to combine the categories for further analysis. We estimated that almost one-third (242/754, 32.1%) of families or friends would likely find the content in the tweet identifiable. Among patients who were potentially still living, the study estimated that nearly half (162/348, 46.6%) contained likely identifiable information, of which 81 (50%) were likely identifiable by families and friends. The 754 tweets received a median of 2 retweets (range: 0-19; total 959) and 16 likes (range: 0-56; total 735).
Table 1. Characteristics of doctors and health care professionals sharing tweets disclosing information about others.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value (N=656), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>384 (58.5)</td>
</tr>
<tr>
<td>Male</td>
<td>266 (40.5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>6 (0.9)</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Doctor</strong></td>
<td></td>
</tr>
<tr>
<td>Anesthesia</td>
<td>22 (4.5)</td>
</tr>
<tr>
<td>Cardiology</td>
<td>25 (5.1)</td>
</tr>
<tr>
<td>Critical care</td>
<td>12 (2.5)</td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>77 (15.8)</td>
</tr>
<tr>
<td>Family medicine-general practitioner</td>
<td>48 (9.9)</td>
</tr>
<tr>
<td>Gastroenterology</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>Hematology-oncology</td>
<td>39 (8.0)</td>
</tr>
<tr>
<td>Hospitalian</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Infectious disease</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>12 (2.5)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>13 (2.7)</td>
</tr>
<tr>
<td>Palliative care</td>
<td>18 (3.7)</td>
</tr>
<tr>
<td>Pathology</td>
<td>9 (1.9)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>28 (5.8)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>7 (1.4)</td>
</tr>
<tr>
<td>Pulmonary medicine</td>
<td>7 (1.4)</td>
</tr>
<tr>
<td>Radiation oncology-clinical oncology</td>
<td>10 (2.1)</td>
</tr>
<tr>
<td>Radiology</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>Surgery</td>
<td>19 (3.9)</td>
</tr>
<tr>
<td>Trauma surgery</td>
<td>20 (4.1)</td>
</tr>
<tr>
<td>Unknown</td>
<td>36 (7.4)</td>
</tr>
<tr>
<td>Other</td>
<td>57 (11.7)</td>
</tr>
<tr>
<td><strong>Nurse</strong></td>
<td></td>
</tr>
<tr>
<td>Nurse, not otherwise specified</td>
<td>66 (67.3)</td>
</tr>
<tr>
<td>Critical care</td>
<td>16 (16.3)</td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>8 (8.2)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (8.2)</td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td>Paramedic</td>
<td>18 (2.7)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>Physical therapy</td>
<td>10 (1.5)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>5 (0.8)</td>
</tr>
<tr>
<td>Social worker</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>Speech therapy</td>
<td>5 (0.8)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (1.2)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Value (N=656), n (%)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>11 (1.7)</td>
</tr>
<tr>
<td>Canada</td>
<td>99 (15.1)</td>
</tr>
<tr>
<td>India</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>Ireland</td>
<td>16 (2.4)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>South Africa</td>
<td>4 (0.6)</td>
</tr>
<tr>
<td>Spain</td>
<td>4 (0.6)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>82 (12.5)</td>
</tr>
<tr>
<td>United States</td>
<td>347 (52.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>55 (8.3)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (3.7)</td>
</tr>
</tbody>
</table>

Table 2. Content characteristics tweets with disclosures about others.

<table>
<thead>
<tr>
<th>Content characteristic</th>
<th>Value (N=754), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Author role</strong></td>
<td></td>
</tr>
<tr>
<td>Health care professional</td>
<td>669 (88.7)</td>
</tr>
<tr>
<td>Patient</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Caregiver</td>
<td>42 (5.6)</td>
</tr>
<tr>
<td>Other</td>
<td>43 (5.7)</td>
</tr>
<tr>
<td><strong>Time frame described</strong></td>
<td></td>
</tr>
<tr>
<td>Within past year</td>
<td>5 (0.7)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td>2-5 years</td>
<td>5 (0.7)</td>
</tr>
<tr>
<td>&gt; 5 years</td>
<td>79 (10.5)</td>
</tr>
<tr>
<td>Unknown/not described</td>
<td>659 (87.4)</td>
</tr>
<tr>
<td><strong>Content</strong></td>
<td></td>
</tr>
<tr>
<td>Author involved in patient care</td>
<td>635 (84.2)</td>
</tr>
<tr>
<td>Dying patient or patient death</td>
<td>337 (44.7)</td>
</tr>
<tr>
<td>Saving a patient’s life</td>
<td>131 (17.4)</td>
</tr>
<tr>
<td>Include a clinical image</td>
<td>11 (1.5)</td>
</tr>
<tr>
<td>Include patient name</td>
<td>15 (2.0)</td>
</tr>
<tr>
<td>Provide specific patient age</td>
<td>163 (21.6)</td>
</tr>
<tr>
<td>Express negative opinion of patient or family</td>
<td>4 (0.5)</td>
</tr>
<tr>
<td>Mention medical error</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td><strong>Estimated likely</strong></td>
<td></td>
</tr>
<tr>
<td>Can family or friends identify situation described?</td>
<td>242 (32.1)</td>
</tr>
<tr>
<td><strong>Can patient identify situation described?</strong></td>
<td></td>
</tr>
<tr>
<td>All tweets</td>
<td>183 (24.3)</td>
</tr>
<tr>
<td>Potentially living patients (n=348)</td>
<td>162 (46.6)</td>
</tr>
<tr>
<td>Vulnerable population</td>
<td>152 (20.2)</td>
</tr>
</tbody>
</table>
Tweets Relating to the Hashtag

Of 187 tweets actively part of the conversations without disclosures, 173 made some commentary: 6 tweets (3.2%) raised concerns about privacy or identifiable information in the tweets with disclosures, 1 (0.6%) tweet involved another critical comment, and 167 (96.5%) tweets were neutral or favorable. Of 187 tweets, 42 tweets (22.5%) invited others to read the hashtag’s stream or contribute to it.

Discussion

Principal Findings

This retrospective study describes a physician-initiated event sharing health-related stories and information on Twitter by quantifying the global participation of health care professionals and the type of content shared. The tweeted stories became widely shared, attracting media attention and disseminating the information widely. Almost none (either explicitly or appear to) confirm consent to share information publicly on the popular social network. Nurses, physicians, and other health professionals commenting using the hashtag were more likely to express support for the event and encourage others to participate than they were to raise concerns about patient privacy breaches. However, recent research suggests that 12% of patients may have less trust in physicians describing patient stories on social media, even if shared respectfully [24].

The study showed a relatively high incidence of sharing stories including details that might make them potentially identifiable to patients themselves or to families and friends in a setting that involved a large number of health care professionals. This finding highlights a lack of awareness about the privacy issues intrinsically connected to interactions on social media. Early in the use of social media, most US state medical boards received at least one report of an episode of online professionalism violations for disciplinary action, including violations of patient confidentiality [25]. Although surveys of medical students and physicians suggest the incidence of unprofessional behavior among medical students is infrequent [26,27], this study indicates that in some circumstances health care professionals may share more information publicly than the public might expect. Privacy breaches risk potential negative effects on physician-patient relationships, professional disciplinary actions or torts, and eroding public trust.

The findings of this study differ from those of prior studies [16,17] of online medical professionalism at least partly because we analyzed, in detail, one specific event focused upon health-related disclosures. There is no indication this episode was planned, and the incidence of similar episodes is unknown. However, it was not an isolated event; for example, another prominent example involved physicians opposing gun violence, who used the hashtag #ThisIsOurLane on Twitter in November 2018 [28]. Physicians focused on policy issues, but some may have failed to recognize privacy concerns, publishing tweets with photographs similar in nature to prior social media content in other cases, resulted in professional termination [29,30]. Social media studies publishing tweets often permit reverse identification of the authors [31], and a survey suggests that most participants are somewhat or very uncomfortable with their tweets being quoted in a published research paper [32]. It was found that 6.5% of tweets archived in the software’s archived data set were in fact deleted by health care professionals, indicating that some did not want their tweets to remain publicly visible. Even if deleted online, tweets may retain permanence and discoverability, when published in journals.

Most research evaluating online disclosures focus on the privacy paradox, in which people value their privacy but still share their own information. Surveys indicate people may value short-term social rewards of self-disclosure online more than long-term privacy concerns [33], and high social capital of social network users is associated with increased self-disclosures over time [34]. For people disclosing information about others, the research is more limited, but opinion leadership and female gender have been linked to less concern about others’ privacy [35], consistent with the findings of this study. Health care professionals may be prone to these same tendencies, despite their training and education to maintain privacy. Generational differences in concerns about privacy online may also play a role [36], but assessment of this possibility was not within the scope of this study.

Based upon the temporal pattern of sharing, this hashtag-related event may be less similar to narrative medicine and writing and more similar to a brief episode of social contagion, in which viral sharing of content or emotions online may occur and involve more than simple, conscious risk–reward tradeoffs [37,38]. Unlike traditional peer-reviewed publication of a medical story in narrative medicine, tweeting occurs quickly and does not permit editing. The observation that 6.5% chose later to delete their contributions may suggest that some health care professionals who participated in the experience may have later viewed their behavior as a temporary lapse in judgment.

Another contributing factor may be a knowledge gap for physicians and other health care professionals on how to behave online. While many recognize the importance of online professionalism, curricula for use in formal medical education are only beginning to emerge and remain uncommon [39-41]. Of note, the ethical obligation to maintain confidentiality does not end with a patient’s death [42]. The digital medium does not avoid the potential that disclosures about patients risk breaching confidentiality, undermining trust within that therapeutic relationship as well as public trust in the medical profession. The findings of this study suggest a potential need for evidence-based training in ethical digital communications skills for undergraduate, graduate, and continuing medical education. Professional societies could create resources that allow social media authors to document having obtained consent, so that disclosing identifiable patient information without consent does not inadvertently become normalized.

Limitations

This study had several limitations. First, this study examined a very specific event that may occur during very active periods of online engagement but likely overestimated the general incidence of online behaviors that could, in some cases, constitute violations of medical professionalism. Future research could analyze a broader collection of social media posts by...
medical professionals. Second, the study could not assess the number of people actually seeing these tweets; only the number of likes was measured, and the potential reach was estimated. Third, the study only analyzed tweets from accounts that the software identified as health care professionals. The evaluation of all tweets in the cohort confirms the software rarely misclassified nonprofessionals into this group, but the study did not evaluate any other participants in the event to determine if the study could identify more participating health care professionals not categorized as doctors or nurses by the software, which could decrease or increase the incidence of potential privacy breaches. Fourth, by analyzing only tweets with the hashtag, the study potentially underestimated the frequency of others expressing concern about patient privacy. Fifth, given the brevity inherent to the medium of Twitter, it is possible that some authors did indeed have formal documentation of patients’ consent to share their stories but that there was insufficient room to include due to character limits in each post. Finally, the assessment of identifiability in this study may differ from those in other studies, and we cannot exclude the possibility that some physicians and nurses tweeting what seemed to be identifiable stories consciously changed important details to deidentify. It was beyond the scope of this study to confirm whether any harm occurred.

Despite these limitations, the findings of this study clearly show that internet-based sharing raises potential pitfalls for medical professionalism. The internet provides nurses, physicians, and other professionals the opportunity to help or harm others on a global scale. Although internet culture may favor maximizing transparency, it can also pose the risk of directly contradicting health professionals’ fiduciary duty: first, do no harm, including harm that may be inflicted by what we say.

Conclusion
The study identified a high incidence of potential privacy breaches online. More research is essential to confirm the findings of this study and determine how to ensure physicians, nurses, and other professionals adapt their behavior to maintain medical professionalism in the digital age. Our results suggest that some who were using the hashtag may not have appreciated that the information being shared might breach patients’ privacy. We recommend greater specification of professional ethical standards in this context along with evidence-based training in ethical digital communications skills for the undergraduate, graduate, and continuing medical education.
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Abstract

Background: Interest in mobile health (mHealth) has increased recently, and research suggests that mHealth devices can enhance end-user engagement, especially when used in conjunction with brief message content.

Objective: This research aims to explore the stages of engagement framework for mHealth devices and develop a method to generate brief message content to promote sustained user engagement. This study uses the framework by O’Brien and Toms as a point of departure, where engagement is defined as the uptake or the use of an mHealth device. The framework is a linear repeatable process, including point of engagement, period of engagement, disengagement, and re-engagement. Each stage is characterized by attributes related to a person’s technology experience. Although the literature has identified stages of engagement for health-related technology, few studies explore mHealth engagement. Furthermore, little research has determined a method for creating brief message content at each stage in this engagement journey.

Methods: Interviews and observations from 19 participants who used mHealth technologies (apps, devices, or wellness websites) in a solo capacity were recruited for sample group 1. In sample group 2, interviews, and observations from 25 participants using mHealth technologies in a group capacity through the Global Corporate Challenge were used. These samples were investigated at 3 time points in both research contexts. The results underwent deductive-inductive thematic analysis for the engagement stages’ framework and attributes.

Results: In addition to the 4 stages identified by O’Brien and Toms, 2 additional stages, self-management and limited engagement, were identified. Self-management captures where users had disengaged from their technology but were still engaged with their health activity. Limited engagement captures where group mHealth users had minimal interaction with their mHealth technology but continued to engage in a group fitness activity. The results revealed that mHealth engagement stages were nonlinear and embedded in a wider engagement context and that each stage was characterized by a combination of 49 attributes that could be organized into 8 themes. Themes documented the total user experience and included technology usability, technology features, technology aesthetics, use motivations, health awareness, goal setting, social support, and interruptions. Different themes were found to have more relevance at different engagement stages. Knowing themes and attributes at all engagement stages allows technology developers and health care professionals to generate relevant brief message content informed by a person-centered approach.

Conclusions: This research extends an existing engagement stages framework and identifies attributes and themes relevant to mHealth technology users’ total user experience and incorporates concepts derived from health, business studies, and information systems literature. In addition, we offer a practical 5-step process based on a person-centered approach to develop mHealth technology brief message content for sustained engagement.
Introduction

Mobile Health

Since 2013, mobile health (mHealth) or the use of mobile computing and communication technologies in health care, public health, and personal wellness has gained significant interest, including the use of SMS through mobile devices. This is because of efforts to engage patients [1] and improve health outcomes at lower costs [2]. mHealth is considered to be a subset of the broader eHealth movement, which involves the digitization of health care processes [3]. Although eHealth and mHealth are potentially transformative for health care users, population health, and health care systems, the benefit of the significant economic investment in these modalities is undergoing scrutiny. For example, a 2011 review of the billions of dollars spent on eHealth systems globally has shown no evidence that implementing these technologies reduces health service costs [4].

When investigating clinical impact, early randomized control trials focused on mHealth feasibility. Current research has shown mHealth to be effective for improving health outcomes, especially when using brief messages such as those delivered by SMS through personal devices (eg, smartphones). Brief messages are cost-effective and can be delivered en masse in low-resource areas and can be personalized to target specific populations [5]. For example, women in low- and middle-income countries who received SMS support during pregnancy showed reduced chances of infant morbidity or mortality [6]. This is congruent with other SMS mHealth initiatives that have shown an increase in smoking cessation [7], improvements in the uptake of sexual health services using SMS reminders compared with controls [8], and reduced viral loads of patients with HIV when reminded to take antiretroviral medication [9].

For mHealth interventions that include a communication component, message content is critical to the effectiveness of the interventions. For example, in a 24-month randomized clinical trial for weight loss, targeted feedback from health care providers by SMS was shown to improve engagement behavior in self-reported energy and fat intake [10]. An important aspect of this study was that messages were personalized using the individual feedback provided by participants. Communication between health care providers and patients holds an immediate opportunity for improved clinical outcomes and patient engagement, emphasizing the importance of identifying suitable message content for this communication [5]. However, one of the key challenges faced by these health care services is how to understand patterns of engagement and keep users engaged [11].

mHealth Engagement

mHealth engagement is complex because of numerous definitions and the technology straddling the disciplines of health care, information systems, and business studies. In this research, engagement is defined as the uptake or use of an mHealth device [12]; however, limiting the exploration of mHealth to one discipline skews our understanding of the phenomena, resulting in a partial view of the impact of the technology and engagement.

Through information systems research, the usability and design of technology play a key role in the uptake of mHealth [13]. It is recommended that the usability and visual appeal of apps should be taken into consideration from the beginning of the design process [13]; however, there is also an opportunity for it to be critiqued based on user feedback throughout the life of the mHealth intervention to support sustained engagement.

The business literature suggests that a user-centered experience is a key factor that contributes to engagement in service contexts, and this can also be applied to mHealth technology [14]. It is evident that there are different views on user experience. This paper defines the user experience as the total experience that a person obtains from all interactions with a health care provider and an mHealth device. This includes the value they receive [15-17]. The total user experience can be evidenced by end-user thoughts, feelings, and behaviors related to their technology use [18,19]. Value is critical to engagement and can be defined as a total assessment of the perceived cost [20] versus benefits [21,22]. If the effort to engage is greater than the total perceived value of the engagement, users may not be interested in an mHealth device.

An interdisciplinary framework that incorporates health, information systems, and business does not exist in the present literature for mHealth engagement. However, O’Brien and Toms [12] developed a linear conceptual framework for defining technology user engagement that was applied in the context of web-based technology apps and incorporates attributes from both business and information systems. Through empirical inquiry, these authors demonstrated 4 stages of engagement, including point of engagement, period of engagement, disengagement, and re-engagement, that can be experienced in a linear sequence and repeated. Figure 1 provides the model of engagement stages, as proposed by O’Brien and Toms [12].
Figure 1. Proposed model of engagement by O’Brien and Toms (2008).

As illustrated earlier, the point of engagement is when the user encounters the technology for the first time, the period of engagement is the periodic use of the technology, disengagement is characterized by a period without using the technology, and re-engagement is a reintroduction of the technology to a previous user. Each stage in the process is characterized by themes and attributes. Attributes are the phenomena experienced by end users when engaging with mHealth technology, and these can be analyzed into themes. Attributes also signify the total user experience and are used as a baseline for exploration in this research. Importantly, this conceptualization provides a standard framework that can be flexibly applied in different contexts to explore the determinants of engagement in an mHealth context [23].

The framework of O’Brien and Toms has been explored in other digital health investigations, often underpinning studies that seek to conceptualize context-specific engagement [24]. Others simply apply the existing stages of the engagement framework [25,26]. Only one known study has explored additional stages by examining the notion of unengagement [11]. In this 2019 study of 486 health services’ users who accessed web-based health services [11], it was recognized that the nonengagement or disengagement were examples of unengagement. Thus, to date, the stages and attributes in the model by O’Brien and Toms require critique and further investigation, specifically within the context of mHealth, where exploration is limited.

With that in mind and using the framework by O’Brien and Toms as a departure point, this study aimed to develop a person-centered approach to generate relevant brief message content relating to engagement stages to promote sustained user engagement. When combined with users’ thoughts and observations of actual use, the framework by O’Brien and Toms can provide a way to investigate the stages of engagement for mHealth devices [12]. This is commensurate with the business literature and other health technology interventions that “demand a user-centered and iterative approach to development, using mixed methods and in-depth qualitative research to progressively refine the intervention to meet user requirements” [27]. Hence, this study asks, “How can knowledge about users’ mHealth device engagement stages inform the development of brief message content intended to promote sustained user engagement?”

Methods

Study Design
To gain rich insight, a qualitative approach was used to investigate the framework by O’Brien and Toms [28]. Qualitative studies allowed the researcher to observe or record behavior in its natural setting [28]. Interviews were used to explore participants’ state of mind in-depth [29], and face-to-face observations provided an understanding of participants’ behaviors [30].

In total, 2 sample groups were used in this research to deepen the understanding of mHealth technology use, avoiding the use of a single case to support findings. Participants were considered eligible if they had used an mHealth technology for at least 2 weeks before the interviews and observations (excluding pregnancy apps), were aged >18 years, were able to communicate effectively in English, and provided informed consent. Interviews and observations across the 2 sample groups were conducted until data saturation occurred [31]. This occurred in a total of 34 participants.
Samples 1 and 2 were contextually different, comparing mHealth engagement with solo (single person) technology use and mHealth engagement in a social (group) context. In both samples, a screening questionnaire, interviews, and structured face-to-face observations were undertaken. Questions included perceptions of use, value, behaviors, and engagement. Participants were asked about their program usage (either an individual program such as a tracking app for sample 1 or the group program for sample 2). Example questions included How has the program impacted your behavior toward wellness?, Can you please show me what you value about the program and explain why you have selected this?, and Why do you think your usage has dropped and/or increased? The full interview protocol is outlined in Multimedia Appendix 1. Ethics approval was obtained from the researcher’s home university (University Human Research Ethics Committee), and the research was conducted in line with standard ethical guidelines and the National Statement on Ethical Conduct in Human Research [32]. No incentives were offered in this study.

Sample Group 1
Participants who used mHealth technologies (eg, mHealth apps or wellness websites) in an individual context for at least 2 weeks before the first interview were purposively recruited using a promotional flyer and snowball sampling in a large metropolitan city in Australia. Upon recruitment, participants attended in-depth confidential interviews and structured face-to-face observations using their mHealth technology in a private room or in a public location of their choice. Interviews and observations of the participant using the device were recorded by a researcher on a video camera. Participants were then invited to attend a second session 6 to 8 weeks after the first session and a final interview and observations at 8 to 10 months after the first session.

Sample Group 2
Participants who used mHealth technologies in a group context were purposively recruited from the Global Corporate Challenge (GCC), a 100-day workplace team pedometer competition. The program is designed to promote workplace health and engagement around the world by encouraging employees to work in teams completing a minimum of 10,000 steps per day. After 2 to 4 weeks of engagement, participants attended in-depth confidential interviews and structured face-to-face observations using their mHealth technology in a private room or in a public location of their choice. These were recorded using a video camera by a researcher. All participants were invited to attend a second session 8-10 weeks after the first session and a final interview and observation 3-5 weeks after the GCC was complete.

Data Analysis for Engagement Stages and mHealth Content
Interviews and structured participant observations from samples 1 and 2 produced verbal and visual data that were analyzed by the principal investigator. Interviews were the primary source of the research findings, whereas observations were used to confirm the data collected from the interviews and to show how participants engaged with their mHealth technology.

Transcribed interviews were read several times, and deductive-inductive thematic analysis was undertaken using Atlas.ti software [33,34]. The stages of engagement and attributes from the framework by O’Brien and Toms [12] were applied to the interviews and observations. Deductive analysis was used to evaluate the conceptual framework, and a general inductive analysis was used to discover new attributes and important themes based on attributes related to each stage of engagement [35]. When a priori attributes and stages of engagement were not present in the data, they were removed; when new ones emerged, they were added to the schema. To reduce researcher subjectivity bias, 2 experienced health engagement researchers completed inter-rater reliability checks on the data. The inter-rater reliability calculated using the Cohen kappa coefficient was 0.92 in SPSS Statistics 26 (IBM Corp). This result suggests a strong level of agreement between the coders. Finally, mHealth engagement data through face-to-face observations confirmed participant use, thus triangulating the engagement states through both interviews and observations.

To establish message content, the occurrence and salience of themes at each engagement stage were established. Increased repetition of a theme at an engagement stage suggested increased salience of the corresponding message content. Thus, the most common themes and codes at each stage of engagement were identified and arranged in a hierarchy of the most relevant to be used for personalized communication.

Results
Participants
A total of 19 participants attended in-depth confidential interviews and structured participant observations using their mHealth technology with a researcher in sample group 1 (individual context) at the first period. Of the 19 participants, 12 (63%) were females and 7 (37%) were males, with age range of 18 to 49 years. The participants were invited to be interviewed and observed at 3 periods. At the second period, of the 19 participants, 15 (79%) participants completed the interviews and observations, with 11 (58%) participants agreeing to a third interview. In sample group 2, (group context) 25 participants were recruited from the GCC. Of the 25 participants, 18 (72%) were females and 7 (28%) were males, with an age range of 18 to ≥70 years. Again, each of the participants was invited to partake in the 3 periods. In total, 96% (24/25) participants completed both the second and third periods of data collection. Full participant details for sample 1 and sample 2 are provided in Table 1. Examples of technologies used across both samples included Fitocracy, Strava, Garmin Watch, Fitbit, or simple pedometers, and these were accessed via smart watches, mobile phones, and advanced trackers.
<table>
<thead>
<tr>
<th>Participants</th>
<th>Samples</th>
<th>Gender</th>
<th>Age groups (years)</th>
<th>Length of time participants had been using their digital health technology at start of their interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sample 1</td>
<td>Female</td>
<td>40-49</td>
<td>3-6 months</td>
</tr>
<tr>
<td>2</td>
<td>Sample 1</td>
<td>Female</td>
<td>30-39</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>3</td>
<td>Sample 1</td>
<td>Female</td>
<td>18-29</td>
<td>&lt;1 month</td>
</tr>
<tr>
<td>4</td>
<td>Sample 1</td>
<td>Male</td>
<td>40-49</td>
<td>1-3 months</td>
</tr>
<tr>
<td>5</td>
<td>Sample 1</td>
<td>Male</td>
<td>18-29</td>
<td>2 years</td>
</tr>
<tr>
<td>6</td>
<td>Sample 1</td>
<td>Female</td>
<td>18-29</td>
<td>1-3 months</td>
</tr>
<tr>
<td>7</td>
<td>Sample 1</td>
<td>Male</td>
<td>40-49</td>
<td>2 years</td>
</tr>
<tr>
<td>8</td>
<td>Sample 1</td>
<td>Female</td>
<td>40-49</td>
<td>2 years</td>
</tr>
<tr>
<td>9</td>
<td>Sample 1</td>
<td>Female</td>
<td>18-29</td>
<td>1-3 months</td>
</tr>
<tr>
<td>10</td>
<td>Sample 1</td>
<td>Female</td>
<td>40-49</td>
<td>1-3 months</td>
</tr>
<tr>
<td>11</td>
<td>Sample 1</td>
<td>Male</td>
<td>30-39</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>12</td>
<td>Sample 1</td>
<td>Female</td>
<td>18-29</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>13</td>
<td>Sample 1</td>
<td>Female</td>
<td>18-29</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>14</td>
<td>Sample 1</td>
<td>Male</td>
<td>30-39</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>15</td>
<td>Sample 1</td>
<td>Male</td>
<td>18-29</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>16</td>
<td>Sample 1</td>
<td>Male</td>
<td>30-39</td>
<td>2 years</td>
</tr>
<tr>
<td>17</td>
<td>Sample 1</td>
<td>Female</td>
<td>40-49</td>
<td>1-3 months</td>
</tr>
<tr>
<td>18</td>
<td>Sample 1</td>
<td>Female</td>
<td>40-49</td>
<td>6 months to 1 year</td>
</tr>
<tr>
<td>19</td>
<td>Sample 1</td>
<td>Female</td>
<td>30-29</td>
<td>1 year</td>
</tr>
<tr>
<td>1</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>3 years</td>
</tr>
<tr>
<td>2</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>2 years</td>
</tr>
<tr>
<td>3</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>1 year</td>
</tr>
<tr>
<td>4</td>
<td>Sample 2</td>
<td>Male</td>
<td>50-59</td>
<td>4 years</td>
</tr>
<tr>
<td>5</td>
<td>Sample 2</td>
<td>Female</td>
<td>18-29</td>
<td>1 year</td>
</tr>
<tr>
<td>6</td>
<td>Sample 2</td>
<td>Female</td>
<td>50-59</td>
<td>1 year</td>
</tr>
<tr>
<td>7</td>
<td>Sample 2</td>
<td>Female</td>
<td>50-59</td>
<td>1 year</td>
</tr>
<tr>
<td>8</td>
<td>Sample 2</td>
<td>Female</td>
<td>40-49</td>
<td>1 year</td>
</tr>
<tr>
<td>9</td>
<td>Sample 2</td>
<td>Female</td>
<td>60-69</td>
<td>&gt;6 years</td>
</tr>
<tr>
<td>10</td>
<td>Sample 2</td>
<td>Female</td>
<td>50-59</td>
<td>2 years</td>
</tr>
<tr>
<td>11</td>
<td>Sample 2</td>
<td>Female</td>
<td>40-49</td>
<td>1 year</td>
</tr>
<tr>
<td>12</td>
<td>Sample 2</td>
<td>Male</td>
<td>50-59</td>
<td>3 years</td>
</tr>
<tr>
<td>13</td>
<td>Sample 2</td>
<td>Male</td>
<td>30-39</td>
<td>2 years</td>
</tr>
<tr>
<td>14</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>2 years</td>
</tr>
<tr>
<td>15</td>
<td>Sample 2</td>
<td>Male</td>
<td>40-49</td>
<td>1 year</td>
</tr>
<tr>
<td>16</td>
<td>Sample 2</td>
<td>Female</td>
<td>40-49</td>
<td>2 years</td>
</tr>
<tr>
<td>17</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>2 years</td>
</tr>
<tr>
<td>18</td>
<td>Sample 2</td>
<td>Male</td>
<td>50-59</td>
<td>3 years</td>
</tr>
<tr>
<td>19</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>3 years</td>
</tr>
<tr>
<td>20</td>
<td>Sample 2</td>
<td>Female</td>
<td>30-39</td>
<td>1 year</td>
</tr>
<tr>
<td>21</td>
<td>Sample 2</td>
<td>Male</td>
<td>40-49</td>
<td>3 years</td>
</tr>
<tr>
<td>22</td>
<td>Sample 2</td>
<td>Female</td>
<td>50-59</td>
<td>4 years</td>
</tr>
</tbody>
</table>
Engagement Stages

The framework by O’Brien and Toms [12] explored engagement in the context of web searching, web-based shopping, educational webcasting, and video games, finding 4 stages of engagement: point of engagement, period of engagement, disengagement, and re-engagement. Similarly, sample group 1 identified these 4 types of engagement plus a fifth engagement domain of self-management. Self-management refers to a stage where users had completely disengaged from their technology; however, they were still engaged with their health activity.

Furthermore, sample group 2 indicated an additional stage alongside self-management called limited engagement. This occurred when users had minimal interaction with their mHealth technology but engaged in the health activity to contribute to the group goals. Participants did not want to fully disengage as they felt the desire to stay in the program for others. Although limited engagement was discovered in the group context, it may also apply to solo engagement contexts. Thus, this research extends the framework by O’Brien and Toms [12] to include 6 stages of mHealth technology engagement, as seen in Figure 2. Importantly, these stages are not linear, with participants skipping stages based on motivation and accountability to engage, which are all features of a person’s wider engagement context.

Themes at Each Engagement Stage

When developing message content for sustained engagement, this research determined 8 themes that represent the main discussions impacting the 6 engagement stages. Each engagement stage is characterized by a different combination of these themes and 49 attributes. Figure 3 indicates the themes relevant at each engagement stage. These themes are presented in a hierarchical order based on their level of importance for each engagement stage. For example, in the limited engagement stage, the 5 themes of interruptions, social support, specific goals, technology features, and use motivations contribute toward shaping the level of limited engagement for the participant. The most frequently discussed theme for limited engagement was interruptions, with the lowest being use motivations. This indicates that interruptions are the greatest consideration for users experiencing limited engagement with mHealth technology. Multimedia Appendix 2 provides a full

<table>
<thead>
<tr>
<th>Participants</th>
<th>Sample</th>
<th>Gender</th>
<th>Age groups (years)</th>
<th>Length of time participants had been using their digital health technology at start of their interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>Sample 2</td>
<td>Male</td>
<td>≥70</td>
<td>4 years</td>
</tr>
<tr>
<td>24</td>
<td>Sample 2</td>
<td>Female</td>
<td>40-49</td>
<td>4 years</td>
</tr>
<tr>
<td>25</td>
<td>Sample 2</td>
<td>Female</td>
<td>50-59</td>
<td>2 years</td>
</tr>
</tbody>
</table>
summary of the themes as they are expressed at each engagement stage.

Figure 3. Themes relevant at each engagement stage.

<table>
<thead>
<tr>
<th>Point of engagement is determined by</th>
<th>Sustained engagement is determined by</th>
<th>Limited engagement is determined by</th>
<th>Disengagement is determined by</th>
<th>Self-management is determined by</th>
<th>Re-engagement is determined by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology Feature</td>
<td>Technology Feature</td>
<td>Interruptions</td>
<td>Technology Feature</td>
<td>Specific Goals</td>
<td>Use motivations</td>
</tr>
<tr>
<td>Use motivations</td>
<td>Use motivations</td>
<td>Social support</td>
<td>Use motivations</td>
<td>Specific goals</td>
<td>Specific goals</td>
</tr>
<tr>
<td>Social support</td>
<td>Social support</td>
<td>Technology feature</td>
<td>Technology feature</td>
<td>Use motivations</td>
<td>Technology feature</td>
</tr>
<tr>
<td>Technology usability</td>
<td>Technology usability</td>
<td>Use motivations</td>
<td>Technology usability</td>
<td>Individual motivator</td>
<td>Technology feature</td>
</tr>
<tr>
<td>Health awareness</td>
<td>Health awareness</td>
<td>Interruptions</td>
<td>Individual motivator</td>
<td>Interventions</td>
<td>Technology feature</td>
</tr>
<tr>
<td>Specific goals</td>
<td>Specific goals</td>
<td>Social support</td>
<td>Interventions</td>
<td>Social support</td>
<td>Technology usability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Technology aesthetics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Health awareness</td>
</tr>
</tbody>
</table>

On the basis of Textbox 1 and Multimedia Appendix 3, the point of engagement is characterized by the user’s attraction to the technical features of an mHealth device that helps them to fulfill their motivations to be healthy. At this stage, it is important that the technology is easy to use and promotes the support of a provider or a peer network. There was recognition that the mHealth device could improve users’ health awareness and their ability to reach their goals; however, these are less important than the features of the technology. Technology aesthetics was not highly relevant at the point of engagement.

Textbox 1. Mobile health engagement stages and themes characterizing each stage.

- Point of engagement is characterized by technology feature, use motivations, social support, technology usability, health awareness, and goal setting
- Sustained engagement is characterized by technology feature, use motivations, social support, health awareness, technology usability, and goal setting
- Limited engagement is characterized by interruptions, social support, goal setting, technology feature, and use motivations
- Disengagement is characterized by technology feature, use motivations, technology usability, interruptions, and social support
- Self-management is characterized by goal setting, interruptions, use motivations, and technology feature
- Re-engagement is characterized by use motivations, goal setting, technology feature, social support, technology usability, technology aesthetics, and health awareness

Sustained engagement is characterized by the regular continued use of the mHealth device to support health and wellness activities. During this stage, technology features are important to achieve motivation, and this can be amplified through the support of a peer network or through provider messages. The continued use of an mHealth device encouraged users to have more health awareness. Usability and goal setting are still important in this stage but are less important than the features of the technology.

Limited engagement is characterized by users’ interrupted use of the mHealth device, with participants driven by social motivations to continue with the health activity. Social support through a peer network or provider messages was considered by users as influential during this period to achieve their health goals. Interruptions experienced by users were often caused by a feature of the technology; however, social interactions provided the motivation to continue.

Disengagement is characterized by discontinuing the use of an mHealth device and participants stopping the health activity. This was often caused by the mHealth technology not being suitable for the user’s needs and not providing motivation to continue. This mainly occurred because the mHealth device lacked features or was difficult to use. In addition, users did not receive the required social support from their device to develop sustained engagement. This was because of the inability of the mHealth technology to engage the user’s peer network or support provider messages. Finally, other interruptions also caused disengagement.

Self-management is characterized by users who are able to stay motivated and achieve their goals without their mHealth technology. Interruptions caused by the technology features meant that an mHealth device was not appealing and no longer used. In addition, as users were already active and aware of their health status, they did not need their mHealth technology for health awareness.

Re-engagement is characterized by users wanting to be motivated and wanting to achieve their goals. During this period, the technology features and technology aesthetics or the visual appeal of a device were important in the decision to re-engage. When re-engaging with existing or new technology, users were
after specific technology features to help reach their health goals (eg, heart rate monitor and step counter). In addition, users were looking to re-engage with a mHealth technology that provides social support and helps them achieve health awareness.

**Description of Each Theme**

A total of 8 themes were established in interviews across the 2 samples: technology usability, features, technology aesthetics, use motivations, health awareness, goal setting, social support, and interruptions when engaging with mHealth technology. To develop message content, an understanding of the themes, their attributes, and the relevant stage of engagement is considered below.

**Technology Usability**

The usability of the mHealth wellness technology was discussed by most participants and was important at the points of engagement, sustained engagement, disengagement, and re-engagement stages. Fundamentally, this was related to functional congruence or the device performing in a way that was required by the wearer [36]. This finding is consistent with other studies that highlight the importance of usability [13,14]. Usability was specified as ease of use, wearability, portability, convenience, and connectivity. In addition, accuracy and customization were important features when participants engaged with mHealth technology at the point of engagement and to a lesser extent once they were engaged. Disengagement occurred when the device did not perform as expected; it could not be customized, resulting in a nonpersonalized experience or a feature of the technology failed. Many participants lamented that if they could not see their previous activity, this reduced motivation and increased effort to re-engage:

*I like that it’s simple to use, you just literally put it on your arm, load up on to your phone and just go, you don’t have to do anything with it.* [Participant 9: female, aged 18-29 years, sample 1]

*I like how the GCC and the Fitbit thing they sync with that device...I like that seamless syncing so that it already knows what’s happened.* [Participant 20: female, aged 30-39 years, sample 2]

**Technology Feature**

The most relevant topic across both samples was the features of the mHealth technology, which was discussed by all participants and was present in each stage of engagement. Participants found value in the collection, monitoring, and review of health data, with it providing motivation to engage and use mHealth technology. Indeed, user-generated health data have been recognized to engage and empower patients in health care [37], and this also occurred in the wellness context. Gamification, messages, sounds, and dashboard tracking were features of devices that promoted continued use and the statistics provided through the Fitbit. However, if interruptions occur, for example, by a device having a short battery life, it could lead to disengagement and subsequent self-management. Although motivation to achieve goals was the predominant reason for re-engaging with technology, technology features also impacted the decision to re-engage:

*...data, that was what led me to get this one because I wanted my heart rate and it gave me that and it gives me whatever data I want really on my sleep or my heart rate or exercise patterns, it can give me as much or as little as I want.* [Participant 1: female, aged 40-49 years, sample 1]

**Technology Aesthetics**

Despite the emphasis on design elements in the extant literature [14,15], this was only a minor theme discussed in interviews by one-third of the participants. Defined as an attractive interface, ergonomic design, and unobtrusive when worn, these attributes were only relevant at the re-engagement stage. Disengagement because of failure of a product feature affected future mHealth technology choices, and new offerings with improved design were considered to supersede predecessors. This was most evident in sample 1, where participants used the devices alone, whereas in sample 2, they were much more likely to re-engage based on perceptions of usability:

*The new one is a bit thinner I think, this isn’t too bad, I think it can still do the same as heart rate and all of that, but then I suppose after a while I might end up getting a thinner version.* [Participant 6: female, aged 18-29 years, sample 1]

**Use Motivations**

Although technology features were the most important aspect of mHealth adoption, motivation to use the technology was a heavily discussed theme at every stage of engagement. Motivation was considered key to sustained engagement, and although it is accepted that individual differences in motivational control exist [38], people generally have individual intrinsic motivators in sample 1, and in sample 2, extrinsic social motivators became more relevant. Being active, reducing stress, and having a balanced lifestyle were motivations to use an mHealth technology in the pursuit of achieving wellness and a long life. When using technology in sustained engagement, motivation was derived through technology features via encouragement to achieve challenges, competition through leader boards, and the sense of team obligations. In addition, achieving health goals left people feeling good about their technology experience and encouraged sustained use and re-engagement:

*After the baby I wanted to get fit again and feel good about myself so either way I was going to be doing it. I just wanted something there, I could go back and have a look and see my fitness improving over time not just having to guess a particular thing.* [Participant 3: female, aged 18-29 years, sample 1]

*...and on Facebook as well, we’ve got a chat group in messenger because all in our group are friends on Facebook, so sometimes we message each other on the weekend and say this morning I got 10,000 steps already or something like that. I think that when everyone else in the group sees that they feel like I’d better do something myself.* [Participant 15: male, aged 40-49 years, sample 2]
Health Awareness

Awareness was an attribute in the framework by O’Brien and Toms [26] and was prevalent in interviews, becoming the theme, health awareness, in this research. Engaging with an mHealth technology that results in greater awareness of health through the collection and analysis of health data is consistent with the quantified self-movement, defined as self-knowledge through numbers [39]. The theme was evident at the point of engagement and became more relevant in sustained engagement and was referenced again in re-engagement. Participants were motivated at the point of engagement by awareness of health and wellness goals and could objectively evaluate their performance when using the technology during sustained engagement, with re-engagement partly spurred by the awareness of previous health outcomes. This led to enhanced behavior recognition and increased personal accountability for health activities. This theme was not important at limited engagement, disengagement, or self-management, as these stages suggest low exposure to data collection and analysis:

So, I can actually see that I’m more active than what I originally thought because I thought I only do about 30 minutes of walking on the treadmill or whatever but now I’m realizing I’m doing an extra 6,500 steps. [Participant 3: female, aged 18-29 years, sample 1]

Goal Setting

Although goal setting was noted at the point of engagement, sustained engagement, and limited engagement, it became the most relevant theme in self-management and important for re-engagement. Participants spoke of goals related to exercise, nutrition, sleep, weight, and heart rate before and during sustained use of the mHealth technology, although these were less important than technology features, use motivations, and technology usability. As technology was not present in self-management, goals became the focus of wellness activities. Finally, goals were an avenue to re-engage with their existing or new mHealth technology, with participants having more sensitivity to goals after their first experiences. This was because of an increased awareness of devices, the ability to self-quantify, and the previous experience of achieving goals:

It’s simple to use and there’s a lot of scope to how I can plan a run. I can get it to remind me every pretty much time, calories, the goal I reach. [Participant 15: male, aged 18-29 years, sample 1]

...and I want to be fabulous at 50, so I thought this will encourage me to do a few extra steps and think about what I’m eating, so that’s my goal for November. [Participant 5: female, aged 18-29 years, sample 2]

Social Support

Social support was expressed in sample 1 as customer support and sample 2 as peer support. This was most relevant at the point of engagement, sustained engagement, limited engagement, and re-engagement. At the point of engagement, participants contacted customer support to understand a device feature for better use. Social support was relevant during sustained and limited engagement, including discussion of team interactivity and building a sense of community. Peer competition was an extrinsic motivator to do better, and when group goals were achieved, it enhanced the profile of the teams in the wellness community. When self-management was present and devices were no longer used, social support became less relevant; however, when re-engaging with technology, previous experiences of a social support community were influential in the uptake of new devices:

Maybe it’s not so much to do with Strava but maybe it’s just that there’s a community of people that helps facilitate, maybe it’s something to do with just that people can see what others are up to and follow them and share in their experiences. [Participant 16: male, aged 30-39 years, sample 1]

I like the team. I like that idea of people being in a team together contributing, motivating each other. [Participant 16: female, aged 40-49 years, sample 2]

Interruptions

Interruptions were a critical element in limited engagement, disengagement, and self-management stages. Interruptions were caused by an individual’s engagement. Family factors, work time constraints, and illnesses impacted limited engagement. Technology failure included losing a device or being unable to access data, and this impacted disengagement and the decision to self-manage. Device features were also relevant, with low functionality resulting in a perception that devices were not holistic, leading to limited use and disengagement. Indeed, disengagement can occur in the limited engagement stage, even in the presence of social support, if an individual experiences significant interruptions:

Unfortunately, the battery goes very, very quickly and then these times where I can’t hold the phone because I’m doing stuff so it’s not monitoring my steps. [Participant 12: female, aged 18-29 years, sample 1]

I think for me with kids I needed a program where I can go back three days and log what I’d done because I can get distracted or sidetracked. [Participant 3: female, aged 18-29 years, sample 1]

Developing Message Content

Multimedia Appendix 3 illustrates the full list of 49 attributes that emerged from the research relevant to each of the mHealth themes. These attributes highlight the key factors that determine the expression of each theme. By identifying the themes important at each engagement stage and then the relevant attributes, health care providers and mHealth developers can determine the type of content in messages that aim to sustain engagement.

For example, at the point of engagement, the most important theme that emerged was the technology feature. The attributes related to this theme are health data collection, dashboard tracking, messages, sounds, and device battery life. If health care providers such as insurers or personal trainers want to attract clients, the content of messages could focus on technology features such as the ability to track the user’s data (dashboard tracking) or the use of health information (health...
data collection). When users demonstrate limited engagement, messages can focus on the challenges of interruptions to health programs, such as competing the demands of family and providing some tips for how they can manage these difficult times. If users show re-engagement behaviors, messages could focus on reminding users of personal motivations for health management, focusing on specific small goals they may want to achieve.

Therefore, with engagement stages defined in this research and identification of key themes and attributes shaping people’s engagement over time, this research recommends a 5-step process to help co-design appropriate content around these engagement stages for mHealth users. This co-designed 5-step process will help ensure that messages are meaningful with the aim of improving mHealth device engagement over time (Figure 4).

**Figure 4.** A five-step process to develop effective brief message content.

1. Interview and observe users with Interview schedule and observation guide
2. Analyze recordings for attributes and theme occurrence at the 6 stages of engagement
3. Develop brief message content from engagement stages and associated themes and attributes
4. Pre test messages for acceptability and two-way communication
5. Communicate for engagement stage and monitor effectiveness over time

The 5-step process highlights the importance of first understanding the components necessary to group users into relevant engagement stages. By interviewing and observing users (step 1), organizations can identify which of the 6 engagement stages the mHealth user is at (step 2). This allows targeted communication relevant to the individual and their engagement stage to be developed, encouraging sustained engagement (step 3). The relevance of the message content can be drawn from the attributes identified. Step 4 involves pretesting the messages for acceptability by the user and to ensure the development of a two-way communication between the health care provider and the user. Without ensuring the suitability and targeting of the message content, health care providers run the risk that the target user will not pay attention to the message [40]. The final stage (step 5) involves the delivery of suitable messaging representative of the engagement stage the user is at, including monitoring the message success. This monitoring could come in the form of interactive responses via text messages, rebooking with health care staff, user-generated content entered into an app, or other such responses indicating engagement. This process is applicable across a broad application of mHealth relevant contexts, including but not limited to wellness initiatives and clinical contexts; however, programs require targeting and tailoring to an individual’s context to ensure maximum communication success.

**Discussion**

The use of mHealth technology for patient engagement is enhanced by communication between health care providers and the technology user. To date, an engagement framework that can be flexibly applied in different contexts to develop message content has been under-researched in the extant literature. This research presents a model of 6 engagement stages: point of engagement, sustained engagement, limited engagement, disengagement, self-management, and re-engagement. Stages are characterized by 8 themes and 49 attributes, which signify the total user experience.

Importantly, the 6 engagement stages are not linear and have been reconceptualized using a person-centered approach, taking into account a user’s wider engagement context. In a group context, mHealth devices can instigate limited engagement where the extrinsic motivation of the group performance is the only reason to engage. If limited engagement is recognized, however, message content can be tailored to increase the intrinsic motivation of goal setting to achieve sustained engagement. Similarly, after episodic wellness initiatives such as the GCC cessation, participants can still be engaged in health activities without the technology present. To pique interest and re-engagement in devices, technology aesthetics and features can be communicated to ex-users. Finally, people who disengage because of interruptions and find it difficult to re-engage may benefit from motivating message content that promotes limited engagement and social support as a goal before sustained engagement.

This research extends previous investigations into engagement stages, as initially proposed by O’Brien and Toms [12]. Although previous research has investigated the stages of engagement from a business and information systems
perspective [12], this study is one of the first investigations to specifically explore and extend these stages for an mHealth context. Within a health context, where the stages of engagement proposed by O’Brien and Toms [12] have been applied, there have been no developments in the existing stages or attributes, acknowledging the unique context [29,30]. Keeling et al [11] are the only researchers to further develop the stages proposed by O’Brien and Toms for a web-based health context; however, these researchers focused on investigating into digital engagement to understand why users do not engage with web-based health services. Although these researchers have contributed to knowledge about disengaged users, they observed that further research is needed into mHealth apps, as health conditions alter with time and research into touchpoints over time would be advantageous to better understand engagement. This study, to an extent, fulfills these shortcomings identified by Keeling et al [11].

The development of brief message content for mHealth engagement is a nascent research area, with existing studies focusing on specific providers or medical conditions. Indeed, many studies approach message development by creating content that emphasizes the providers’ needs, rather than taking a person-centered approach, which involves understanding the wider context for the user [41], as undertaken in this research.

The standard approach to develop brief message content for mHealth is to align message content with an appropriate theory, develop content based on a desired behavior, and then pretest the messages on users, often rating acceptability using a validated survey [42]. Although message pretesting is considered a priority to “understand and learn about the specific audience’s preferences in technology use, language, and health needs” [40], co-designing message content with end users is critical for acceptability and workflow integration [43]. Methods to create targeted messages for mHealth engagement using a person-centered approach are limited, although there is recognition that researchers need to consider formative qualitative investigation with the target population before message development [44], as was conducted in this research.

This study extends the shortcomings of previous research by developing a 5-step process to develop co-designed message content [40]. The attributes, themes, and engagement stages identified in this study can be used to develop personalized two-way message content that can be verified by message pretesting. If a health care provider, such as a weight loss clinic, wants to focus on a user who is demonstrating behaviors associated with the disengagement stage, they can ask about interruptions in brief message content and encourage re-engagement with an existing or new device with different features to achieve health goals. Attributes that are important to goal setting may include exercise, nutrition, sleep, weight, or heart rate. The proposed process highlights the importance of co-designing messages to ensure the best response and acceptance by users.

Conclusions
On the basis of current evidence, brief messages are cost-effective and can be personalized and delivered at scale in multiple settings to improve sustained health engagement. This research demonstrates that end-user mHealth engagement is complex, nonlinear, can be social or solo, and is characterized by 6 stages. Each stage is defined by themes and attributes that signify the total user experience. Fundamentally, this research calls for the consideration of interdisciplinary frameworks that incorporate health, information systems, and business to avoid the partial view of this phenomenon and to enhance engagement over time.

The limitations of this research are the small sample size from a single first-world country. Future research could measure the existing, and explore for additional, engagement stages using a larger sample and in different cultures. This would allow for more detailed investigations between groups, such as those users at different stages in the engagement journey, those displaying different demographic characteristics, or those using different types of technologies.

Further research could also include larger quantitative investigations that could be used to overcome the more exploratory and perhaps limited representative sample in this study. Future quantitative research could investigate interventions at each engagement stage or use experimental design to test the suitability of message content across these stages. The development of a short identification survey could also be undertaken, focusing on the 6 engagement stages. This would enable quick categorization of users and the stage they are at in their engagement journey, thus limiting the reliance on more longer time-intensive interviews for organizations that could result in more easily obtained targeted communication.
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Abstract

Background: The escalating prevalence of mental health disorders necessitates a greater focus on web- and mobile app–based mental health promotion initiatives for nonclinical groups. However, knowledge is scant regarding the influence of human support on attrition and adherence and participant preferences for support in nonclinical settings.

Objective: This study aimed to compare the influence of 3 modes of human support on attrition and adherence to a digital mental health intervention for a nonclinical cohort. It evaluated user preferences for support and assessed whether adherence and outcomes were enhanced when participants received their preferred support mode.

Methods: Subjects participated in a 10-week digital mental health promotion intervention and were randomized into 3 comparative groups: standard group with automated emails (S), standard plus personalized SMS (S+pSMS), and standard plus weekly videoconferencing support (S+VCS). Adherence was measured by the number of video lessons viewed, points achieved for weekly experiential challenge activities, and the total number of weeks that participants recorded a score for challenges. In the postquestionnaire, participants ranked their preferred human support mode from 1 to 4 (S, S+pSMS, S+VCS, S+pSMS & VCS combined). Stratified analysis was conducted for those who received their first preference. Preintervention and postintervention questionnaires assessed well-being measures (ie, mental health, vitality, depression, anxiety, stress, life satisfaction, and flourishing).

Results: Interested individuals (N=605) enrolled on a website and were randomized into 3 groups (S, n=201; S+pSMS, n=202; S+VCS, n=202). Prior to completing the prequestionnaire, a total of 24.3% (147/605) dropped out. Dropout attrition between groups was significantly different (P=.009): 21.9% (44/201) withdrew from the S group, 19.3% (39/202) from the S+pSMS group, and 31.6% (64/202) from the S+VCS group. The remaining 75.7% (458/605) registered and completed the prequestionnaire (S, n=157; S+pSMS, n=163; S+VCS, n=138). Of the registered participants, 30.1% (138/458) failed to complete the postquestionnaire (S, n=54; S+pSMS, n=49; S+VCS, n=35), but there were no between-group differences (P=.24). For the 69.9% (320/458; S, n=103; S+pSMS, n=114; S+VCS, n=103) who completed the postquestionnaire, no between-group differences in adherence were observed for mean number of videos watched (P=.42); mean challenge scores recorded (P=.71); or the number of weeks that challenge scores were logged (P=.66). A total of 56 participants (17.5%, 56/320) received their first preference in human support (S, n=22; S+pSMS, n=26; S+VCS, n=8). No differences were observed between those who received their first preference and those who did not with regard to video adherence (P=.91); challenge score adherence (P=.27); or any of the well-being measures including, mental health (P=.86), vitality (P=.98), depression (P=.09), anxiety (P=.64), stress (P=.55), life satisfaction (P=.50), and flourishing (P=.47).
Conclusions: Early dropout attrition may have been influenced by dissatisfaction with the allocated support mode. Human support mode did not impact adherence to the intervention, and receiving the preferred support style did not result in greater adherence or better outcomes.
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Introduction

The burden of mental distress is pervasive globally and includes common mental health disorders such as depression and anxiety. Approximately 300 million people worldwide are affected by depression—the principal cause of global disability [1]. Depression is frequently comorbid with other diseases and severely compromises effective functioning for individuals, negatively impacting family and work environments [1]. Furthermore, indicators suggest that even the general population is increasingly experiencing mental distress, including severe stress, anxiety, depressive symptoms, a sense of isolation, and feeling overwhelmed [2,3].

While a growing repertoire of digital interventions is improving accessibility to treatment options for people with common mental health disorders, there is also an urgent need for easily accessible mental health promotion interventions (MHPIs) to improve the mental well-being of nonclinical population groups. MHPIs that focus on enhancing psychological well-being may provide an important buffer against mental health burden. Furthermore, lifestyle-focused MHPIs might also ameliorate symptoms for those who have already been diagnosed with a common mental health disorder [4].

Innovative web- and mobile app–based technologies allow MHPIs to be disseminated widely and cost effectively to maximize accessibility. However, despite the many advantages of digital interventions, both high dropout attrition (ie, participants who drop out early or who are lost to follow-up) and nonusage attrition (ie, nonadherence) are persistent problems [5-7].

In his formative publication titled “The Law of Attrition,” Eysenbach [8] called for the methodical study of attrition in eHealth interventions because, unlike drug trials, it is usually easy for participants to both join and withdraw from a digital intervention, especially when they are not critical to life—sometimes described as “easy-in” and “easy-out” [9]. Maximizing adherence, defined as “the degree to which the user followed the program as it was designed” [10], is a complex challenge for researchers and health care providers. Additionally, definition differences and measurement heterogeneity between studies are problematic [11-13]. Nevertheless, many factors affecting adherence have been identified.

Influences on adherence are multifactorial, and consistency in adherence patterns have been elusive [12,14]. A 2018 review of theoretical perspectives on adherence suggested the need for interdisciplinary collaboration to better understand patterns of adherence due to a diverse range of technological, environmental, and individual influences [12]. For instance, technological factors may include website design, persuasive systems design [15,16], behavior change techniques [17], human support factors [6,8,13,18,19], personalized content (ie, tailoring) [13], frequent updates and dialogue support (ie, praise, rewards, and reminders) [18], and gamification techniques [20]. Environmental influences consist of factors such as socioeconomic status, employment status, education level [21], internet or computer accessibility [22], literacy [21,23], culture, the health care system, family and community support [24], and time availability [13,22]. Examples of individual factors include whether a person self-selects into a study and invests effort [25], planning and self-efficacy [21,26], compatibility with personal values [8], motivation factors [6,22], focus on immediate benefit rather than long-term goals, perceived treatment credibility [13,27], receiving preferences [28], health status, psychological vulnerability [21-23], user expectations [6,13,23], gender [13,21], and age [17,21].

Human Support and Adherence

Clinical Settings

Despite the broad range of factors listed, adherence has frequently been positively associated with human support (ie, guidance) in clinical settings. A qualitative systematic review of 64 studies reported that adherence was improved by support of counselors, peers, and phone and email contact [24]. A 2012 systematic review and meta-analysis concluded that supported interventions yielded better retention and outcomes [29]. Other randomized controlled trials (RCTs) have also reported similar links between human support and adherence [14,30], though greater adherence does not always translate to better outcomes; and adherence may be problematic for individuals with depression, irrespective of the support received [30].

A 2017 scoping review [31] analyzed 19 RCTs from 2000 to 2016 that considered human support factors in internet-based interventions for depression and anxiety. The review identified 7 different human support factors (guided vs unguided, therapist expertise, human vs automated, scheduled vs unscheduled, support mode, synchronicity, and support intensity) and analyzed them for improvement in clinical outcomes and adherence. While just one human support factor (scheduled support) was associated with significantly improved outcomes, results were mixed in relation to adherence, with human support improving adherence in only 4 out of 9 studies [31].
Recent web-based interventions for common mental health disorders, comparing supported and unsupported arms, have found that well-designed self-guided interventions achieve significant improvements in outcomes and maintain high adherence rates irrespective of support provided [32-34]. Notably, in some cases, treatment satisfaction was higher in supported arms [34,35] and some participants perceived support as necessary to success [36].

Human support requirements to encourage adherence may be vastly different in nonclinical populations compared to clinical cohorts who experience symptoms that may preclude them from engaging with an intervention. Therefore, it is vital to determine if human support adds value to an intervention for a nonclinical cohort because unsupported interventions can be administered at a lower cost and be more easily distributed in a scalable manner.

**Nonclinical Settings**

Studies evaluating the influence of human support on adherence to MHPIs among nonclinical populations are scant in comparison to clinical cohorts. A study involving a mindfulness intervention, targeting college students and young working adults, found that despite telephone or email support, adherence was poor and nonadherers had poorer mental well-being and lower energy and treatment expectancy [37]. The researchers suggested a greater need for collaboration between health professionals and information technology experts to improve the “personalization” of digital interventions to enhance adherence [37]. A Swedish study that implemented an internet-based relaxation program found that human support did not affect treatment outcomes or adherence [27,35]. Outcomes were positively associated with completing the homework (ie, behavioral tasks) but not engagement with the online aspect of the program. Early attrition was predicted by low belief in the treatment; and nonadherence was associated with increased stress symptoms, lower levels of intrinsic motivation, and a greater focus on immediate consequences of behavior as opposed to long-term gains. Conversely, adherence was predicted (positively) by education level and treatment credibility.

In a pooled analysis of 3 web-based studies [14], researchers investigated the influence of 3 types of support: content-focused (ie, personalized email feedback), adherence-focused (ie, monitoring adherence and sending reminders), and administrative support (ie, access to contact details to ask for technical assistance). Those who received content- and adherence-focused support completed more modules than those who received only administrative support. However, the researchers concluded that even after taking human support and other demographic variables into consideration, most interindividual variations in nonadherence remained largely unsolved [14]. A web-based mindfulness and stress management RCT [38] compared the effects of no support, group support only, and group support with added clinician support on engagement and outcomes. Group support improved outcomes and adherence, but extra clinician support added no benefit. Notably, although the program was web-based, support was provided face-to-face in the workplace.

We have previously reported the mental health outcomes of this study and found that no difference was observed between groups; improvements in outcomes were obtained irrespective of the differing modes of human support offered [39]. This study focused on examining attrition and adherence patterns between the groups. We also evaluated user preferences for human support and assessed whether adherence and mental health outcomes were enhanced when participants received their preferred mode of human support. The outcomes of the study contribute toward understanding the value of human support on adherence to a web- and mobile app–based MHPI targeting a nonclinical cohort. This is vital information for researchers and clinicians in order to inform the optimal delivery of digital MHPIs in a cost-effective, accessible, and scalable manner.

**Methods**

This section provides a brief summary of methods used. For a detailed explanation of the methods, refer to our previous article that reported the influence of human support mode on mental well-being outcomes [39].

**Study Design**

The multiarm randomized comparative study design included 3 intervention groups that varied by human support mode: standard (S), comprising fully automated emails only; standard plus personalized SMS text messaging support (S+pSMS); standard plus videoconferencing support (S+VCS).

**Recruitment and Randomization**

The study was advertised to members of a faith-based organization using a combination of methods (eg, email, social media, bulletins, and magazines), and interested individuals were directed to a website to apply. After randomization, eligible participants were emailed their group allocation, a participant information document, and instructions on how to complete registration onto the electronic learning management system (eLMS), signaling consent. Figure 1 demonstrates the flow of participants through the study.
**Intervention**

The 10-week interdisciplinary intervention introduced participants to a range of evidence-based strategies for enhancing mental well-being, from the disciplines of lifestyle medicine and positive psychology. Participants logged onto the eLMS or mobile app to access the intervention, which included video content and a place to log daily and weekly experiential challenges (see screenshots in Multimedia Appendix 1). The website and mobile app were designed using a range of persuasive system design principles to increase engagement [15]. Each week, participants were encouraged to view one lesson, perform small daily challenges, and complete 1 larger weekly challenge. A detailed week-by-week summary of the content and experiential challenge activities can be found in Multimedia Appendix 2.

---

**Figure 1. Flow of participants.**
Human Support
The study was structured to compare the value of increasingly greater levels of human support on adherence. Principles of the adherence-focused supportive accountability model [6] underpinned interactions between the support coach and participants. As the lowest form of support, one automated email was sent to the participants each week, consisting of the following: their first name as a salutation, a couple of sentences to encourage them to view the content, and a link to an introductory video by the presenter. A reminder email was sent if a participant had not logged experiential activity for 3 days, or viewed video content for 8 days. The second level of support involved SMS messages that were written and sent from a support coach who focused on ensuring content was process-focused; messages were sent regularly, and tone exuded positivity. Messages addressed the recipient by first name and were signed by the support coach. They were sent 3 times weekly for the first 3 weeks, and twice weekly for the remaining 7 weeks. In the highest level of support, the opportunity to develop key tenets of the supportive accountability model (eg, bond and legitimacy) was provided through weekly videoconferencing sessions (9 weekly time slots). Focus was given to facilitating a supportive, respectful environment where participants could share experiences safely. The facilitator sought to build trust through benevolent engagement with participants.

Measurements

Dropout Attrition
Dropout attrition was measured as the total number of randomized participants who did not complete either the preintervention (ie, early dropout) or the postintervention (ie, lost to follow-up) questionnaire.

Adherence Measures

Primary Adherence—Videos Viewed
Primary adherence was measured as the total number of weekly videos viewed, out of a total of 10. A video was considered “viewed” when at least 80% of the presentation had been played.

Secondary Adherence—Experiential Challenge Activities
Participants were encouraged to accumulate points through daily and weekly challenge activities that involved putting the new learning into practice. Engagement with challenges was measured in 2 ways—the total weekly challenge score and the total number of weeks out of 10 in which an engagement with a challenge was recorded. Each daily challenge was worth 10 points (ie, a total of 70 points weekly), and weekly challenges were worth 30 points. Therefore, participants could score a maximum of 100 points each week throughout the 10-week intervention, thereby accumulating a total of 1000 points to be considered fully adherent for the experiential challenge activities.

Videoconference Adherence
Attendance records were kept for the videoconference support sessions for those in the S+VCS group. Each participant was invited to attend 1 session each week, out of a possible 9 available time slots. Participants were able to receive a maximum adherence score of 10 over the 10-week intervention.

Well-Being Measures
A self-report questionnaire termed the “7 Dimensions of Wellness Index” was completed by all participants on the web-based eLMS or on the mobile app, at preintervention (Week 0) and postintervention (Week 12) (Figure 1). Demographic and lifestyle-associated questions were combined with freely accessible validated instruments to measure the participant’s well-being in several domains: physical, emotional, social, vocational, intellectual, spiritual, and environmental. Validated instruments utilized for this study on mental well-being included 2 subdomains from the 36-item Short Form Health Survey (SF-36) (ie, mental health and vitality) [40]; the 21-question Depression Anxiety and Stress Scales (DASS-21) to measure depression, anxiety, and stress [41]; the Diener flourishing scale [42]; and the Diener Satisfaction With Life Scale (SWLS) [43,44]. Well-being measures are reported on in detail in the aforementioned article [39].

Preferences
Participants rated 4 different human support options from most preferred to least preferred (1=most preferred, 4=least preferred) as part of the postintervention questionnaire. Support options were as follows: standard (automated email only), standard plus SMS only, standard plus VCS only, and standard plus SMS and VCS combined (not offered in the study). Stratified analyses were conducted to measure adherence and outcomes for participants who received their desired human support preference.

Statistical Analysis
Analyses were conducted using SPSS, version 25 (IBM Corp). Preintervention-to-postintervention changes were calculated using paired t tests. Descriptive statistics, involving means and standard deviations, measured patterns of adherence. Analysis of variance (ANOVA) was used to compare adherence between groups. Fisher exact test was utilized to analyze relationships between categorical variables, and Cohen d measured effect size.

Ethics and Informed Consent
Avondale Human Research Ethics Committee granted ethics approval for the study (Approval No. 2018.09), and it was registered with the Australian and New Zealand Clinical Trial Registry (ANZCTR12619001009101). An email containing an “Information Statement” and a “Participant Consent Form” was sent to all prospective participants. The email explained that choosing to register on the eLMS would signify informed consent.

Results

Participants
Potential participants (N=605) enrolled on the information website and agreed to participate in the study irrespective of randomization allocation. Subjects were randomized into 3 arms (S, n=201; S+pSMS, n=202; and S+VCS, n=202) (Figure 1).
During a 1-week period, after being notified of group allocation, and before the intervention commenced, 24.3% (147/605) of participants dropped out. Early dropout attrition between groups was significantly different ($P=.009$). A total of 21.9% (44/201) withdrew from the S group, 19.3% (39/202) from the S+pSMS group, and 31.6% (64/202) from the S+VCS group. Table 1 shows that dropout was significantly different between groups when the S+VCS group was compared; differences were not significant between the S and S+pSMS groups.

Table 1. Dropout attrition between groups.

<table>
<thead>
<tr>
<th>Group comparison</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All groups</td>
<td>.009</td>
</tr>
<tr>
<td>S and S+VCS</td>
<td>.03</td>
</tr>
<tr>
<td>S+pSMS and S+VCS</td>
<td>.004</td>
</tr>
<tr>
<td>S and S+pSMS</td>
<td>.52</td>
</tr>
</tbody>
</table>

aS: standard (automated emails only).
bS+VCS: standard plus videoconferencing support.
cS+pSMS: standard plus personalized SMS.

Adherence

Primary Adherence—Videos Viewed

As shown in Table 2, the number of videos viewed was not significantly different between the groups ($P=.42$). Almost half of all participants in each group were fully adherent (ie, watched all 10 video sessions), with less than 10% of individuals in each group viewing no videos. Furthermore, the percentage of participants at any level of adherence did not differ significantly between groups.

Table 2. Primary adherence percentages and between-group comparisons.

<table>
<thead>
<tr>
<th>Videos viewed, n (%)</th>
<th>S (n=103)</th>
<th>S+pSMS (n=114)</th>
<th>S+VCS (n=103)</th>
<th>Between-group difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>47 (44.6)</td>
<td>54 (47.4)</td>
<td>50 (48.5)</td>
<td>.58</td>
</tr>
<tr>
<td>8-9</td>
<td>4 (3.8)</td>
<td>6 (5.3)</td>
<td>5 (4.9)</td>
<td>.38</td>
</tr>
<tr>
<td>5-7</td>
<td>12 (11.6)</td>
<td>15 (13.2)</td>
<td>18 (17.5)</td>
<td>.54</td>
</tr>
<tr>
<td>1-4</td>
<td>33 (32.0)</td>
<td>31 (27.2)</td>
<td>21 (20.4)</td>
<td>.55</td>
</tr>
<tr>
<td>0</td>
<td>7 (6.8)</td>
<td>8 (7.0)</td>
<td>9 (8.7)</td>
<td>.95</td>
</tr>
<tr>
<td>Videos viewed, mean (SD)</td>
<td>6.0 (4.04)</td>
<td>6.5 (3.87)</td>
<td>6.8 (3.75)</td>
<td>.42</td>
</tr>
</tbody>
</table>

aS: standard (automated emails only).
bS+pSMS: standard plus personalized SMS.
cS+VCS: standard plus videoconferencing support.

Secondary Adherence—Challenges

No significant differences were recorded between the groups in the mean challenge points scored ($P=.66$) (Table 3). There was an overall lack of adherence to experiential challenges, as indicated by mean challenge scores less than 400 out of a possible 1000 points. Additionally, challenge scores were logged in fewer than half of the weeks for the 10-week intervention.

Figure 2 shows weekly mean challenge scores by group, and Figure 3 portrays what percentage of participants were logging challenges each week over the 10-week intervention. The mean number of challenge points scored was greatest in the first 3 weeks for the 3 groups. Additionally, scores declined in a graded manner from weeks 3 to 10 in each group, as illustrated in Figure 2. During the first 3 weeks of the intervention, between 59%-72% (67 to 74) participants in each group were logging challenges. The number of participants logging challenges was greatest in week 1 for the S group, highest in week 2 for the S+VCS group, and highest in week 3 for the S+pSMS group, although between-group differences were not significant. Figure 3 illustrates the steady decline in participants logging challenges from lessons 3 to 10 for all groups.

Table 3. Mean challenge points scored and between-group comparisons.

<table>
<thead>
<tr>
<th>Number of videos viewed, n (%)</th>
<th>S (n=103)</th>
<th>S+pSMS (n=114)</th>
<th>S+VCS (n=103)</th>
<th>Between-group difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>47 (44.6)</td>
<td>54 (47.4)</td>
<td>50 (48.5)</td>
<td>.58</td>
</tr>
<tr>
<td>8-9</td>
<td>4 (3.8)</td>
<td>6 (5.3)</td>
<td>5 (4.9)</td>
<td>.38</td>
</tr>
<tr>
<td>5-7</td>
<td>12 (11.6)</td>
<td>15 (13.2)</td>
<td>18 (17.5)</td>
<td>.54</td>
</tr>
<tr>
<td>1-4</td>
<td>33 (32.0)</td>
<td>31 (27.2)</td>
<td>21 (20.4)</td>
<td>.55</td>
</tr>
<tr>
<td>0</td>
<td>7 (6.8)</td>
<td>8 (7.0)</td>
<td>9 (8.7)</td>
<td>.95</td>
</tr>
<tr>
<td>Challenges viewed, mean (SD)</td>
<td>6.0 (4.04)</td>
<td>6.5 (3.87)</td>
<td>6.8 (3.75)</td>
<td>.42</td>
</tr>
</tbody>
</table>

aS: standard (automated emails only).
bS+pSMS: standard plus personalized SMS.
cS+VCS: standard plus videoconferencing support.
Table 3. Secondary adherence scores for experiential challenge activities.

<table>
<thead>
<tr>
<th>Challenge activities</th>
<th>S^a (n=103)</th>
<th>S+pSMS^b (n=114)</th>
<th>S+VCS^c (n=103)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Challenge points (out of 1000), mean (SD)</td>
<td>368.7 (361.6)</td>
<td>340.2 (339.0)</td>
<td>377.5 (354.0)</td>
<td>.71</td>
</tr>
<tr>
<td>Number of weeks in which challenge scores were logged (out of 10), mean (SD)</td>
<td>4.5 (3.7)</td>
<td>4.4 (3.4)</td>
<td>4.8 (3.6)</td>
<td>.66</td>
</tr>
</tbody>
</table>

^aS: standard (automated emails only).
^bS+pSMS: standard plus personalized SMS.
^cS+VCS: standard plus videoconferencing support.

Figure 2. Group-based mean challenge scores over 10 weeks. S: standard—automated emails; S+pSMS: standard plus personalized SMS; S+VCS: standard plus videoconferencing support.

Figure 3. Percentage of participants who logged challenges over 10 weeks. S: standard—automated emails; S+pSMS: standard plus personalized SMS; S+VCS: standard plus videoconferencing support.

Videoconference Adherence

Participation in videoconferencing support was low, with 35.9% (37/103) of participants (in the S+VCS group) not attending any support sessions and only 18.4% (19/103) attending 7 or more out of 10 sessions.
Preferences

Table 4 specifies the preferred mode of human support by group. A total of 88.7% (284/320) of participants indicated a valid human support preference. Almost half of participants within each group indicated a preference for combined support (ie, automated emails, personalized SMS, and VCS); however, the combined support alternative was not offered as part of the study. In comparison, the preference for solely S+VCS support was low across all the groups, with only between 7% to 8% choosing it from each group. Table 4 also indicates that 24% (22/91) in the S group, 27% (20/96) in the S+pSMS group, and 8% (8/97) in the S+VCS group received their preferred mode of support.

Table 4. Preferences for modes of human support.

<table>
<thead>
<tr>
<th>Support mode preference</th>
<th>S (n=91)</th>
<th>S+pSMS (n=96)</th>
<th>S+VCS (n=97)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard, n (%)</td>
<td>22 (24)</td>
<td>21 (22)</td>
<td>18 (19)</td>
</tr>
<tr>
<td>Standard plus SMS support, n (%)</td>
<td>25 (27)</td>
<td>26 (27)</td>
<td>23 (24)</td>
</tr>
<tr>
<td>Standard plus VCS support, n (%)</td>
<td>6 (6)</td>
<td>7 (7)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Standard plus SMS &amp; VCS support, n (%)</td>
<td>38 (42)</td>
<td>42 (44)</td>
<td>48 (49)</td>
</tr>
</tbody>
</table>

aS: standard (automated emails only).  
bS+pSMS: standard plus personalized SMS.  
cS+VCS: standard plus videoconferencing support.  
dVCS: videoconferencing support.

Secondary analysis was conducted to determine whether those who received their first preference for support mode scored better adherence or outcomes than those who did not receive their first choice. Participants (n=128) who chose the combined support as their first preference (an option not included in the comparative study) were excluded from the analysis, and the remaining participant data (n=156) were analyzed. Table 5 outlines the results between those who did not receive their first preference in human support mode and those who did. There was no significant difference between the 2 groups in either adherence or well-being measures.

Table 5. The preferred human support mode’s effect on adherence and outcomes.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Preference</th>
<th>No (n=1000), mean (SD)</th>
<th>Yes (n=56), mean (SD)</th>
<th>Between-group difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Videos watched (out of 10)</td>
<td>6.1 (3.9)</td>
<td>6.5 (4.0)</td>
<td>.91</td>
<td>0.09</td>
</tr>
<tr>
<td>Challenge points (out of 100)</td>
<td>339.9 (352.2)</td>
<td>388.6 (385.9)</td>
<td>.27</td>
<td>0.13</td>
</tr>
<tr>
<td>Outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health</td>
<td>8.4 (14.4)</td>
<td>9.8 (13.3)</td>
<td>.86</td>
<td>0.10</td>
</tr>
<tr>
<td>Vitality</td>
<td>9.5 (15.2)</td>
<td>10.6 (13.8)</td>
<td>.98</td>
<td>0.08</td>
</tr>
<tr>
<td>Depression</td>
<td>−1.3 (3.4)</td>
<td>−1.6 (2.5)</td>
<td>.09</td>
<td>0.10</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.6 (1.9)</td>
<td>−1.2 (2.6)</td>
<td>.64</td>
<td>0.26</td>
</tr>
<tr>
<td>Stress</td>
<td>−1.0 (3.5)</td>
<td>−1.6 (2.8)</td>
<td>.55</td>
<td>0.19</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>2.2 (4.6)</td>
<td>1.9 (4.8)</td>
<td>.50</td>
<td>0.06</td>
</tr>
<tr>
<td>Flourishing</td>
<td>0.14 (.53)</td>
<td>0.21 (.53)</td>
<td>.47</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

Higher early dropout attrition occurred in the group which was allocated videoconferencing as a mode of human support. However, the mode of human support made no impact on attrition or adherence after the commencement of the intervention. Moreover, for participants who received their first preference in human support, compared to those who did not, no differences were observed in adherence. Preference for VCS support was low; yet almost half of the participants indicated they would prefer all forms of human support, though this was not an option in this study.

In this study, after the initial email notified participants of their group allocation, a disproportionate number of participants allocated to the S+VCS group withdrew from the study, with a significant between-group difference (P=.009). The early dropout attrition may have been influenced by dissatisfaction...
with the assigned support mode. Figure 1 shows that, in the S+VCS group, 57 participants either requested withdrawal or failed to register compared to 36 in the email group (S), and 28 in the S+pSMS group. Of the 24 participants who requested withdrawal from the S+VCS group, 10 stated that time was a factor, 8 provided no specific reason, 4 stated personal illness, 1 mentioned work commitments, and 1 participant stated they did not want to be involved in videoconferencing.

No differences in adherence between the groups were detected; and as documented in a previous report [39], we observed no differences between the groups in the well-being measures either. However, in observing that almost half (150/320, 46.9%) of the entire cohort were 100% adherent (ie, viewed all 10 videos), we conducted stratified analysis to compare well-being measures of those who were fully adherent (n=150) with those who were not (n=170). Significantly greater improvements were observed in the fully adherent group for life satisfaction (P=0.011; 95% CI=−0.24 to −0.07) and flourishing scores (P=0.012; 95% CI=−0.25 to −0.08), yet effect sizes were small.

While the primary aim of human support is usually to foster greater adherence [14,45,46], support did not influence adherence behavior for the participants in this study. While earlier research among clinical cohorts have indicated that supported interventions yielded better adherence and outcomes [29,47,48], numerous studies have also shown that human support made no difference [31,32,34,49-53]. Considering the extensive repertoire of previously identified factors affecting adherence, it is plausible that, in this nonclinical group, a wide range of variants may have influenced adherence at the individual level [14], reducing the potential impact of human support as a single factor. Therefore, exploring participants’ perceptions regarding adherence is an important topic for further investigation.

The S+VCS was the least preferred support mode (7%), and low VCS attendance reflected the low preference for this type of support. Exploring reasons for the disinterest in videoconferencing as a mode of support may be a topic for further research, as videoconferencing has been used successfully in other group contexts [54-58] and has proven to be useful so long as technical support was provided [54]. Albeit, in a recent German study, 64% of patients were resistant to videoconferencing as a method of communication with health professionals. Notably, less than 1% reported previous experience with its use [59].

The S+VCS group allocation required an extra time commitment on behalf of participants compared to the other groups. Both email and SMS support required no effort by the participants—support was “pushed” to devices [7]. Conversely, videoconference support attempted to “pull” participants to an extra event, requiring effort and time to gain benefit from the support offered. Conceivably, the time and energy required to engage with that mode of support, loss of anonymity, technological barriers, unfamiliarity with videoconferencing software, or concerns about the group interaction may have been a barrier that facilitated significantly greater dropout. Additionally, further research should investigate if the preference for S+VCS would have been higher if support had been provided on an individual rather than a group basis.

For participants remaining in the S+VCS group, many demonstrated low engagement with the videoconferencing support. Consequently, by not engaging in the VCS support, they experienced a similar level of support to those in the S group (ie, automated emails only). This hindered the ability to draw meaningful between-group comparisons regarding the influence of human support offered through video conferencing on adherence.

Receiving their first preference in human support mode did not translate to participants reporting better adherence or outcomes in this study. We were unable to locate comparable studies for nonclinical groups. However, previous research among clinical cohorts has demonstrated that receiving support preferences may impact patient perceptions about the usefulness of an intervention [60] and improve adherence [28,61]. While a meta-analysis revealed that patients receiving their preferences demonstrated improved treatment satisfaction, adherence, and outcomes with moderate effect sizes [28], other research found that receiving the preferred option does not always impact outcomes [61,62]. A 2019 study of patients with anxiety and depression compared adherence and outcomes when patients chose their preferred support [63]. Interestingly, 78% chose the maximal support option, regular weekly support, and just 22% chose optional support (ie, support by request only). Yet, both groups achieved similar improvements in anxiety and depression scores and there were no differences in adherence. Contact between participants and therapist was much less for those who chose optional support, suggesting that similar results can be achieved with less time and cost investment.

Although combined human support (ie, access to automated emails, SMS, and videoconferencing) was not offered in the study, it is interesting that almost half of the participants in every group chose this as their preferred support option. While the reasons for this are unclear, it is hypothesized that it is a common trait of human nature to want access to everything possible, even though the available options are not necessarily utilized or needed. Further research exploring participant perceptions regarding human support modes and preferences is warranted.

Strengths and Limitations

The intervention and its implementation were supported by established theory. While the intervention itself was underpinned by the theory of planned behavior [64], the design components of the intervention for the web- and mobile app–based platforms were informed by the persuasive design model [15] and human support elements reflected principles of the supportive accountability model [6]. The use of a sole facilitator as a support person provided consistency in the participant’s experience with regards to technical assistance, messaging, and videoconference facilitation. The study attracted a large cohort with a broad range of ages (18-81 years); and adherence data was easily collected through the eLMS and mobile app, avoiding the possibility of human error. Despite the addition of human support elements, the administration of the intervention using the eLMS and the mobile app provided acceptable scalability,
portability, and accessibility, demonstrating the potential for broad-based mental health promotion.

Several limitations should be noted. The study attracted mainly White, well-educated women. While this is often seen in digital health interventions [65,66], it limits the ability to generalize more widely. Data gathering relied on self-reporting, which may be subject to bias, and self-selection into the study may have resulted in a cohort skewed by factors such as technological ability and motivation to achieve better mental health. Bias may have been introduced by the disproportionate number of participants who withdrew from the S+VCS group after being notified of their group allocation, reducing the validity of the randomization process. In asking participants to rank human support preferences, analyses were limited by including a preference option in the questionnaire that was not included in the study (ie, combined support involving email, SMS, and VCS). Almost half of the participants ranked combined support as their first preference and were consequently excluded from further investigation, reducing the power of the analyses. Additionally, some factors that would have been useful for group comparison were not measured. For example, asking participants to indicate their level of engagement with SMS and emails, and collecting data regarding preference for use of the mobile app compared to the web-based experience, would have provided an indication of engagement with the human support offered.

Conclusions

The findings of this study indicate that a web- and mobile app–based MHPI for a nonclinical cohort can be designed and implemented to maximize accessibility, scalability, and adherence without the additional cost of human support. While early dropout attrition may have been influenced by displeasure with allocated support, adherence to a 10-week MHPI for a healthy cohort was not impacted by differing modes of human support. Engagement with videoconference support was suboptimal, hindering the ability to draw meaningful between-group comparisons. However, SMS support demonstrated no added value compared to automated email support. Adherence was not impacted by participants receiving their first preference for support. Future research should explore participant perspectives on adherence behaviors.
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Abstract

Background: Internet technologies can create advanced and rich web-based apps that allow radiologists to easily access teleradiology systems and remotely view medical images. However, each technology has its own drawbacks. It is difficult to balance the advantages and disadvantages of these internet technologies and identify an optimal solution for the development of medical imaging apps.

Objective: This study aimed to compare different internet platform technologies for remotely viewing radiological images and analyze their advantages and disadvantages.

Methods: Oracle Java, Adobe Flash, and HTML5 were each used to develop a comprehensive web-based medical imaging app that connected to a medical image server and provided several required functions for radiological interpretation (eg, navigation, magnification, windowing, and fly-through). Java-, Flash-, and HTML5-based medical imaging apps were tested on different operating systems over a local area network and a wide area network. Three computed tomography colonography data sets and 2 ordinary personal computers were used in the experiment.

Results: The experimental results demonstrated that Java-, Flash-, and HTML5-based apps had the ability to provide real-time 2D functions. However, for 3D, performances differed between the 3 apps. The Java-based app had the highest frame rate of volume rendering. However, it required the longest time for surface rendering and failed to run surface rendering in macOS. The HTML5-based app had the fastest surface rendering and the highest speed for fly-through without platform dependence. Volume rendering, surface rendering, and fly-through performances of the Flash-based app were significantly worse than those of the other 2 apps.

Conclusions: Oracle Java, Adobe Flash, and HTML5 have individual strengths in the development of remote access medical imaging apps. However, HTML5 is a promising technology for remote viewing of radiological images and can provide excellent performance without requiring any plug-ins.

 doi:10.2196/16224
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Introduction

Recently, modern technology has made it possible to generate digital images using medical equipment. Compared with traditional film-based images, these types of images have several advantages (eg, they are easy to share, transmit, and process) [1]. These advantages promote the popularity of the digital imaging systems in hospitals all over the world, and offer the
possibility for remote viewing and processing. However, the successful implementation of a teleradiology system requires a fast network and easy access [2]. If the system does not meet these requirements, radiologists may be reluctant to use the teleradiology system.

Internet technologies can create advanced and rich web-based apps that allow radiologists to easily access teleradiology systems and remotely view medical images. Compared with picture archiving and communication systems or other imaging workstations which require dedicated hardware and software, a web-based app is easy to set up and has a low cost [3]. These apps can be run on almost all personal computers without the need for powerful equipment on the client side. There are 3 major internet technologies, Oracle Java [4], Adobe Flash [5], and HTML5 [6], to create these apps. In the past few decades, these 3 technologies have been used in the field of medical imaging [7-16]; however, each technology has its own drawbacks. For example, plug-ins are required by Java and Flash. Regarding HTML5, the level of support and expected performance vary depending on the browser. Thus, it is difficult to balance the advantages and disadvantages of these internet technologies and identify an optimal solution for the development of medical imaging apps. Owing to the significant growth of teleradiology and web-based radiology subspecialty training, there is a need for quantitative and qualitative evaluations of different internet technologies in the field of medical imaging [17,18].

In this study, we used different technologies—Java (version 8; Oracle Corporation), Adobe Flash (version 32; Adobe Inc), and HTML5 (version 5.3; World Wide Web Consortium)—to develop web-based medical imaging apps. Subsequently, experiments were conducted to demonstrate the performance of these apps. Accordingly, the primary aim of this study was the evaluation of the performance of medical imaging apps developed with Oracle Java, Adobe Flash, and HTML5 in various scenarios. We also aimed to analyze the advantages and disadvantages of these technologies in the field of medical imaging. We believe these performance comparisons can guide developers in their efforts to identify suitable technologies to create web-based medical imaging apps, thus allowing radiologists to visualize and interpret images remotely, quickly, and effortlessly.

**Methods**

**App Design**

Medical imaging apps have several basic functions. First, the app needs to interact directly with the local file system to avoid network latency. The user can then use various 2D image processing tools, such as zooming and windowing, to identify useful information contained in the 2D image. In addition, the interpretation may be supported by 3D functions so that the volumetric data set can provide additional information on the anatomy or pathology of the patient [19]. Consequently, comprehensive medical imaging apps should meet the following requirements: (1) interact with local file systems, (2) have basic 2D image processing functions, and (3) allow 3D visualization of selected regions of interest in the data sets.

In this study, 3 demo apps for computed tomography (CT) colonography (also known as virtual colonoscopy) were developed using Oracle Java, Adobe Flash, and HTML5. These apps were designed to satisfy the aforementioned criteria, and they were used to evaluate Oracle Java, Adobe Flash, and HTML5 as tools to determine the best architecture for the development of a medical imaging app.

These apps provide remote access in such a way that radiologists can view images from a downloaded data set and manipulate them using 2D or 3D functions. They can be placed as a client component in a large teleradiology system. This study focuses solely on the client app and presents a comparison of 2D and 3D performance of the Oracle Java, Adobe Flash, and HTML5 technologies for the development of such medical imaging apps.

**Operational Flow of Radiological Interpretation Using Demo Apps**

**Step 1**

Select a data set to be interpreted and click the Download button to activate the download process. The selected data set is now stored on the local computer.

**Step 2**

The first slice of the data set is automatically displayed on the screen in the Java-based app. In the cases of the Flash and HTML5 apps, users need to click the Choose file button and select in the dialog box the downloaded file in either of the 2 apps. Thereafter, the first slice of the data set is displayed.

**Step 3**

Navigate through the image data set using the Previous and Next buttons or mouse scrolling.

**Step 4**

Interpret the data set using 2D image processing tools, such as zoom in, zoom out, and windowing.

**Step 5**

Interpret the data set using 3D visualization tools, such as 3D rendering and fly-through.

**App Implementation**

**Access to the Local File System**

All 3 apps enabled the user to choose a CT colonography data set for study (Figure 1). The selected data set was then transmitted to the client and stored on the local computer using a custom data format. Currently, Oracle Java, Adobe Flash, and HTML5 use different local file reading and writing technologies. Oracle Java downloaded the file via HTTP using the Java HttpURLConnection class. This class was used to read and write the resources referenced by a URL (uniform resource locator). Once the download was completed, the RandomAccessFile class was used to read local files in the Java-based app. Adobe Flash used the FileReference class to provide a safe way to directly read and write data to the local system (provided that the action was sanctioned by the user). Using this class in the app, the study data set was stored on the local computer disk and could then be navigated easily and
efficiently. HTML5 had a new input type `<input type = "file">` which provided a standard way to interact with local files. After reading the downloaded file, the first slice in the data set was automatically displayed on the screen.

**Figure 1.** Graphical user interface used to display the first slice in the data set: (left) Java, (center) Flash, and (right) HTML5.

---

**Image Processing**

Another crucial requirement for these apps was pixel-level operation. For medical imaging apps, basic 2D image processing functions include magnification and windowing. For the magnification function, Java used `scaleX()` and `scaleY()` in the `ScalePane` class to zoom in and zoom out. Flash used the `Zoom` class to zoom in or out of the object. HTML5 used the `drawImage()` method to zoom in and out. In terms of windowing, Java used `setRGB()` to set the pixels in `BufferedImage` to the specified RGB value. Flash was implemented using the `BitmapData` class. The `setPixel()` and `getPixel()` methods in the `BitmapData` class were used to change the value of each pixel in the image. For HTML5, a `<canvas>` element that has the ability to define the color of the pixels was used.

**Figure 2** depicts a series of screenshots of the user interfaces of the windowing function in the 3 tested apps. The image is a windowed slice with the following parameters: the center of the window is 20 HU (where HU is Hounsfield units) and the width of the window is 200 HU. **Figure 3** is a screenshot of the user interface of maximum intensity projection in Java-, Flash- and HTML5-based apps. Measurement and magnification functions can also be implemented by these 3 apps.

**Figure 2.** An anatomical axial slice at the thoracic level, wherein the center parameter is 20 HU, and the width is 200 HU. (left) Java, (center) Flash, and (right) HTML5. Screen resolution is 1920×1080.
3D Visualization

It is well known that 3D visualization is a computationally intensive task. Hence, this work is typically implemented at a workstation equipped with a high-performance graphics processing unit (GPU). However, based on our previous research [11,13,15], it is feasible to implement 3D visualization on a personal computer using Oracle Java, Adobe Flash, or HTML5. In this implementation, 3D visualization was based on both surface rendering and volume rendering.

Surface rendering generally involved 2 stages: surface extraction and 3D rendering. The marching cubes algorithm was used to extract the isosurface from a volumetric data set [20]. The information of the extracted surface (ie, the vertex and the normal) were stored on a server. Once the user sent the request to view the 3D data, the corresponding vertex and normal files were sent to the client. Subsequently, the client side was responsible for rendering the 3D model surface. Currently, Oracle Java, Adobe Flash, and HTML5 enable the provision of hardware 3D rendering, which is a fast rendering mode when compared to that of software rendering. Java used Canvas3D to implement 3D rendering. For Adobe Flash, a Context3D object was used in its 3D app programming interface (API). Using the `createVertexBuffer()` method, Flash could send the vertices and normals to the GPU directly and perform a fast reconstruction. The combination of HTML5 with WebGL could also realize fast 3D rendering. Figure 4 presents 3D colon models rendered by Java-, Flash-, and HTML5-based apps. The user could also interact with this model and perform various operations, such as rotation and translation, using the mouse.

Virtual fly-through navigation is a function used to manipulate the results of 3D reconstruction. It creates a virtual camera within the colon that moves along a planned path (commonly referred to as the colon centerline [21]); the radiologist can observe the interior of the colon using the continuous movement of the camera. This advanced imaging technique can help the radiologist make more accurate judgments about the lesion. Figure 5 presents the results of different techniques for implementing 3D fly-through within the colon, running in a browser.

Volume rendering is another type of 3D visualization that can represent the interior information of the 3D data set. Our implementation of volume rendering was based on a ray casting algorithm due to its ability to render high quality images [22]. This technique involved intensive computations resulting in low rendering speeds; however, it was feasible to define a subvolume to represent a region of interest. Volume rendering was then applied in this subvolume. In our apps, the size of the subvolume was 100×100×100 pixels and could be selected by the user. Figure 6 presents a region of interest rendered by the ray casting algorithm in Java-, Flash-, and HTML5-based apps.
Experiment Design

Overview

To compare the performances of the Java-, Flash-, and HTML5-based apps, 3 types of experiments were conducted: determining the performance of the apps running on the same platform (in Windows; Experiment 1); evaluating the performance of the apps on multiple platforms (Experiment 2); comparing the performances of the apps using a local area network (LAN) or a wide area network (WAN) (Experiment 3). CT colonography data sets (n=3), which were downloaded from The Cancer Imaging Archive [23], were used. Descriptions of the data sets are presented in Table 1, and the information about the computers used in the experiments is provided in Table 2. It is evident that the computers were ordinary personal computers for regular users.

Table 1. CT data sets used in the experiments.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Data set size</th>
<th>3D visualization</th>
<th>Number of faces</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kB</td>
<td>pixel</td>
<td>Vertex file (kB)</td>
</tr>
<tr>
<td>1</td>
<td>321,536</td>
<td>512x512x628</td>
<td>57,747</td>
</tr>
<tr>
<td>2</td>
<td>312,320</td>
<td>512x512x610</td>
<td>59,545</td>
</tr>
<tr>
<td>3</td>
<td>256,000</td>
<td>512x512x500</td>
<td>60,236</td>
</tr>
</tbody>
</table>

It should be noted that while the performances of Java- and Flash-based apps are browser independent, they are dependent on Java Virtual Machine and Flash Player, respectively. However, HTML5 is solely dependent on the browser, and our previous research [15] has demonstrated that Google Chrome can provide stable and excellent HTML5 performance. Thus, Google Chrome was used to run the HTML5-based app as well as to launch the Flash- and Java-based apps in this experiment. The details of the testing metrics in this study are presented in Table 3.
Table 2. Computers used in the experiments.

<table>
<thead>
<tr>
<th>Computer</th>
<th>Type</th>
<th>Operating system</th>
<th>CPU(^a)</th>
<th>Memory</th>
<th>GPU(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Desktop</td>
<td>Windows 10, 64 bits</td>
<td>Intel Core i5-8400 @2.80 GHz</td>
<td>16.00 GB</td>
<td>NVIDIA GeForce GTX 1050Ti</td>
</tr>
<tr>
<td>2</td>
<td>Desktop</td>
<td>Ubuntu 20.04</td>
<td>Intel Core i5-8400 @2.80 GHz</td>
<td>16.00 GB</td>
<td>NVIDIA GeForce GTX 1050Ti</td>
</tr>
<tr>
<td>3</td>
<td>Laptop (Mac-Book Pro)</td>
<td>MacOS Sierra 10.12.5</td>
<td>Intel Core i5 @ 2.30 GHz</td>
<td>8.00 GB</td>
<td>Intel Iris Plus Graphics 640</td>
</tr>
</tbody>
</table>

\(^a\)CPU: central processing unit.
\(^b\)GPU: graphics processing unit.

Table 3. Details of testing metrics of this study.

<table>
<thead>
<tr>
<th>Function</th>
<th>Label</th>
<th>Description</th>
<th>Measurement</th>
<th>ActionScript 3.0</th>
<th>Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data access</td>
<td></td>
<td>Execution time for downloading a medical image data set</td>
<td>Java</td>
<td>Adobe Flash</td>
<td>Manual</td>
</tr>
<tr>
<td>2D image processing</td>
<td></td>
<td>Execution time for viewing a slice in a medical image data set</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>Execution time for implementing windowing per slice</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>Execution time for implementing magnification per slice</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M4</td>
<td>Execution time for implementing mouse wheel per slice</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td>Execution time for implementing measure tool per slice</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M6</td>
<td>Execution time for implementing maximum intensity projection</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td>3D visualization</td>
<td></td>
<td>Execution time for downloading the vertex and normal files of a medical image data set</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>Manual</td>
</tr>
<tr>
<td></td>
<td>M8</td>
<td>Execution time for rendering a 3D model based on the downloaded vertex and normal files</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M9</td>
<td>Frame rate of fly-through</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
<tr>
<td></td>
<td>M10</td>
<td>Frame rate of software-based volume rendering</td>
<td>Java</td>
<td>ActionScript 3.0</td>
<td>JavaScript</td>
</tr>
</tbody>
</table>

**Experiment 1**
The first experiment was carried out with 3 data sets using LAN to compare the performances of different apps running on the same platform. Computer 1 was chosen to test the Java-, Flash-, and HTML5-based apps on a Windows operating system. Each function was implemented 20 times in each app.

**Experiment 2**
The second experiment was used to determine the performance consistency of different internet technologies among multiple platforms. Computers 1, 2, and 3 were used in this experiment. Therefore, Java-, Flash-, and HTML5-based apps were run on Windows, macOS, and Linux platforms, respectively. Each function in the 3 apps was implemented 20 times on these platforms using data set 1 over a LAN.

**Experiment 3**
In the third experiment, computer 1 was used to evaluate the performances of Java-, Flash-, and HTML5-based apps over the LAN and WAN. This computer was equipped with Windows, and hence all the 3 apps were tested on the same platform. All 3 data sets were used in the experiment. Java-, Flash-, and HTML5-based apps were tested based on data sets 1, 2, and 3, to determine the performance differences when they ran over a LAN and WAN. In WAN, the 3 apps accessed the medical data set and vertex and normal files on the remote server. The bandwidth of the connecting network was 50 Mbps, and it had a download speed of approximately 5.1 MB/s. The download sizes for the medical image data set, vertex file, and normal file are listed in Table 2.

Each function in the app was implemented 20 times by Java Virtual Machine (version 1.8.0), Flash Player (version 32.0.0.433), and Chrome (version 83.0.4103.97), either over the LAN or WAN.

**Radiologist Feedback**
In order to collect feedback on the apps, we conducted a pilot trial. Radiologists (n=5) at Wuhan Hospital of Traditional Chinese Medicine participated in this trial. They first received a brief introduction of the project and our medical imaging apps.
After that, each of them was required to interpret 10 CT examinations using the Java-based app, 10 CT examinations using the Flash-based app, and 10 CT examinations using the HTML5-based apps on a Windows personal computer on the LAN.

After the trial, they filled out questionnaires (Multimedia Appendix 1). A 5-point Likert scale was used to represent the radiologists’ opinions on a particular question or statement: strongly disagree, disagree, unsure, agree, and strongly agree. Radiologists’ responses were recorded on a 1-5 scale, with higher numbers representing stronger agreement.

Results

Experiment 1: General Performance

The average performances for each function are presented in Table 4 (Experiment 1). The comparison revealed that each technology had its own advantages. Java was associated with the shortest downloading time and highest frame rate for software-based volume rendering. However, it performed poorly at surface rendering. HTML5 surface rendering performed best. In terms of 2D functions, such as zooming and windowing, all 3 apps performed similarly. Overall, HTML5 outperformed the other 2 technologies, with the exception of downloading and software-based volume rendering.
Table 4. Comparison of the performances of the 3 apps in various scenarios.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Data access</th>
<th>2D image processing</th>
<th>3D visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1 (s)</td>
<td>M2 (s)</td>
<td>M3 (s)</td>
</tr>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data set 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Java (Windows)</td>
<td>29.87</td>
<td>0.0073</td>
<td>0.0142</td>
</tr>
<tr>
<td>Flash (Windows)</td>
<td>27.76</td>
<td>0.0144</td>
<td>0.0193</td>
</tr>
<tr>
<td>HTML5 (Windows)</td>
<td>28.58</td>
<td>0.0009</td>
<td>0.0133</td>
</tr>
<tr>
<td>Data set 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Java (Windows)</td>
<td>29.16</td>
<td>0.0066</td>
<td>0.0094</td>
</tr>
<tr>
<td>Flash (Windows)</td>
<td>26.97</td>
<td>0.0148</td>
<td>0.0189</td>
</tr>
<tr>
<td>HTML5 (Windows)</td>
<td>27.98</td>
<td>0.0008</td>
<td>0.0154</td>
</tr>
<tr>
<td>Data set 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Java (Windows)</td>
<td>23.96</td>
<td>0.0046</td>
<td>0.0098</td>
</tr>
<tr>
<td>Flash (Windows)</td>
<td>22.11</td>
<td>0.0142</td>
<td>0.0186</td>
</tr>
<tr>
<td>HTML5 (Windows)</td>
<td>23.19</td>
<td>0.0008</td>
<td>0.0151</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data set 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Java (Windows)</td>
<td>29.87</td>
<td>0.0073</td>
<td>0.0142</td>
</tr>
<tr>
<td>Flash (Windows)</td>
<td>27.76</td>
<td>0.0144</td>
<td>0.0193</td>
</tr>
<tr>
<td>HTML5 (Windows)</td>
<td>28.58</td>
<td>0.0009</td>
<td>0.0133</td>
</tr>
<tr>
<td>Data set 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Java (macOS)</td>
<td>28.93</td>
<td>0.0132</td>
<td>0.0189</td>
</tr>
<tr>
<td>Flash (macOS)</td>
<td>27.76</td>
<td>0.0207</td>
<td>0.0232</td>
</tr>
<tr>
<td>HTML5 (macOS)</td>
<td>29.04</td>
<td>0.0011</td>
<td>0.0194</td>
</tr>
<tr>
<td>Data set 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Java (Linux)</td>
<td>19.61</td>
<td>0.0013</td>
<td>0.0177</td>
</tr>
<tr>
<td>Flash (Linux)</td>
<td>27.75</td>
<td>0.0291</td>
<td>0.0513</td>
</tr>
<tr>
<td>HTML5 (Linux)</td>
<td>33.22</td>
<td>0.0021</td>
<td>0.0414</td>
</tr>
</tbody>
</table>

Experiment 3

Data set 1
Experiment 2: Performance on Multiple Platforms

The average performances of all the functions are presented in Table 4 (Experiment 2). It can be observed from this table that although the 2D performances of Java-, Flash-, and HTML5-based apps running on multiple platforms (Windows, macOS, and Linux) were almost the same, there are obvious differences in 3D performance. Owing to the facts that Java3D is obsolete and the configuration in macOS was much more complicated than expected, surface rendering by Java was not tested in macOS but only tested in Windows and Linux. In terms of the 3D performance on different platforms, Java-based apps on Windows achieved better performance than on Linux and macOS. However, Flash- and HTML5-based apps demonstrated consistent performance across different platforms.

Experiment 3: Performance based on LAN and WAN

The average performances for each function are presented in Table 4 (Experiment 3). The results of the performances of Java-, Flash-, and HTML5-based apps over LAN and WAN revealed that there was little difference between the LAN and WAN, except for downloading. Given that the data transmission speed over the WAN was lower than that over the LAN, the downloading time was different, as expected. After downloading data to the client computer, the app performance over the WAN was the same as that over the LAN.

Summary

The experimental results demonstrated that Java-, Flash-, and HTML5-based apps have the ability to yield real-time performances for all 2D functions. However, the 3D performances differed between the 3 apps. In terms of software-based volume rendering, the Java-based app had the highest frame rate; however, it required the longest amount of time for surface rendering and failed to run surface rendering in macOS. In terms of surface rendering, the HTML5-based app had the fastest rendering and the highest speed for fly-through without platform dependence. However, the frame rate of software-based volume rendering by HTML5 was slightly lower than that by Java. The 3D performances of the Flash-based app were worse than both of the other apps.

Pilot Trial and Feedback From Radiologists

The results of radiologists’ responses are presented in Table 5. Most radiologists were satisfied with the functions that we provided. However, they were not satisfied with 3D functions in Java and Flash. Three radiologists reported that Java took a long time for surface rendering and Flash provided a significantly low frame rate for volume rendering. For question 8, every radiologist chose HTML5, which means that HTML5 obtained the highest satisfaction among these 3 technologies.
Discussion

Principal Findings

Currently, there are 3 main technologies for the development of web-based medical imaging apps, namely, Oracle Java, Adobe Flash, and HTML5. Around the 2000s, Oracle Java was a popular internet technology in the field of medical imaging [7-12,14,24]. Since 2010, Flash-based imaging apps have appeared, owing to the ubiquity and small size of the Flash Player [13,16]. Since the release of the World Wide Web Consortium HTML5 recommendation in 2014, there has been a growing trend toward the utilization of HTML5 in the development of medical imaging apps. McLaughlin et al [25] developed a digital training platform for interpreting radiographic images based on HTML5. Their platform had 2 tools, a search strategy training tool and an eye tracking tool, which were used to clarify the image interpretation process [25]. Gorgbjerg [26] presented an HTML5-based web app that could be manipulated as in a picture archiving and communication systems. Zhang [27] created a network-based medical data rendering and sharing system with a client app that was developed by HTML5. This client app has the ability to deliver real-time visualization on the web. Additionally, our previous study [15] provided an evaluation of HTML5 for medical imaging apps and demonstrated that HTML5 can provide an excellent remote access medical imaging experience.

In this study, 3 technologies were used to develop a comprehensive medical imaging app and to evaluate the performances of these technologies in the field of radiology. In terms of accessibility, both Java- and Flash-based apps require a browser plug-in. Despite the fact that the Flash Player has long been one of the most popular browser plug-ins, Apple decided to stop bundling Flash Player in macOS in 2010. Thus, for this group of users, to be able to run Flash-based apps, they must initially install Flash Player. Similarly, to be able to run Java, Java Virtual Machine must be installed. HTML5 does not suffer from this problem because it is the native language used in all browsers. Therefore, HTML5 requires no preinstallation and is a platform-independent technology that provides a high level of accessibility. However, the advantages associated with HTML5 exist only in the latest version of browsers. Older browser versions, such as Microsoft Internet Explorer 8 (or older versions), Mozilla Firefox 3.5 (or older versions), and Google Chrome 10 (or older versions), are not compatible with HTML5. In these cases, users would be required to update their browsers, otherwise, HTML5-based apps could not be launched in their browsers. Furthermore, browsers vary in their level of support for the HTML5 standard, and thus, this leads to inconsistent user experiences. For example, the implementation of the mouse wheel event is different among Internet Explorer, Chrome, Safari, and Firefox. In the case of Chrome, when the mouse wheel is rolled up, the value increases however, in Firefox, the value decreases.

In terms of functionality, all 3 technologies can realize the necessary functions for remote viewing of radiological images. Image processing, such as zooming and windowing, can be provided by all 3 technologies on all platforms. However, implementation of 3D visualization is more complicated than the implementation of image processing, especially for Oracle Java. Oracle Java realizes 3D surface rendering by depending on Java3D API. However, this API has not been updated since 2008. Hence, some problems emerge in recent implementations of Java3D (eg, the Java3D app failed to launch in macOS). 3D visualization by Adobe Flash and HTML5 can be successfully implemented, regardless of the platform. However, it should be noted that Adobe will terminate its support for Flash at the end of 2020. Thereafter, Flash 3D API and Flash Player will not be updated. In this case, only HTML5 has an advanced API and hence can provide a higher level of functionality (compared to Oracle Java and Adobe Flash).

In terms of usability, the experimental results reveal that all 3 technologies can provide 2D image processing on all platforms. However, the 3D performances of these technologies are different. Among these technologies, HTML5 presents the best surface rendering performances in terms of rendering time and frame rate. In terms of volume rendering, HTML5 is not good at software-based volume rendering. However, when integrated with a GPU, HTML5 can provide fast hardware-based volume rendering [28,29].

In terms of interoperability, Oracle Java, Adobe Flash, and HTML5 are designed for developing rich web apps. Therefore, all 3 apps can be connected to a large teleradiology system and
placed as client components. Moreover, the source code of HTML5 is exposed online, and therefore, the locations of image data sets can be easily assessed. The source codes of Java and Flash are hidden (inside .JAR and .SWF files, respectively), which prevents unauthorized access to image data sets. Thus, Java and Flash outperform HTML5 in data privacy.

Recently, cloud computing has been used in the field of medical imaging for high-capacity storage, sharing, and intensive computational tasks [30,31]. In this infrastructure, the image data and complex processing tasks are moved from user computers to the cloud. The users then launch an app to access the cloud. In this case, a radiologist can implement the cloud-based medical image analysis using a personal computer from any location. Furthermore, web technology supports the development of the client app in the cloud-based system. With its development, the client app can become more powerful than before. Among these web technologies, HTML5 can develop a zero-footprint web viewer, which requires zero plug-ins, zero latency, and zero maintenance. Therefore, most commercially web-based DICOM (Digital Imaging and Communications in Medicine standard) viewers, such as Ambra [32], medDream [33], and boxDicom [34], switched to an HTML5-based solution recently. All of them can be integrated into any picture archiving and communication systems system. Additionally, medDream provides 3D features, such as maximum intensity projection and 3D rendering, in a browser. We confirmed that their HTML5 solutions can implement necessary interpretation tools, such as 2D image processing and 3D visualization, inside the client browser with satisfactory performance.

Although web technology enables remote viewing of radiological images easily and efficiently, there are still 4 issues affecting current web-based medical imaging apps. First, when data are transmitted over the internet, security is the biggest challenge, and this has encouraged many researches to find ways to keep medical images safe and confidential [35,36]. Second, remote viewing of radiological images is heavily dependent on the network. When internet connections are slow or unavailable, our web apps cannot work properly; hence, network condition is an important factor in teleradiology settings. Third, the specifications of a personal computer are usually inferior to those of dedicated workstations, and therefore, intensive computational tasks, such as volume rendering, cannot be implemented on a personal computer. In our implementation of volume rendering, the rendering region was reduced in order to provide fast volume rendering. Therefore, some interpretation tools need to be customized and simplified in web-based apps. Furthermore, typical medical image sizes range from 512×512×8 bits up to 1024×1024×12 bits. For some imaging apps, the resolution is even higher. Therefore, the client’s screen should support higher resolutions, otherwise the medical images cannot be properly displayed.

Limitations
Our study and the web-based apps that were developed also have some limitations. First, we were able to obtain feedback from 5 radiologists to conduct a pilot testing, but we were not able to conduct a large and comprehensive investigation on users’ opinions. Therefore, the feedback of users may contain deviations due to a small sample size. Second, only 2 personal computers, one on which Windows and Linux were installed, and another on which macOS was installed, were used in our experiments. The performances of apps may be affected by the hardware specifications. In future, upgraded computer hardware could enhance the performance of our apps.

Conclusion
Based on the review of existing literature, it is apparent that there is a lack of studies on the evaluation of different internet technologies for remote viewing of radiological images. In this study, 3 main internet technologies (ie, Oracle Java, Adobe Flash, and HTML5) were used to develop comprehensive web-based medical imaging apps. Experiments were conducted to compare these technologies in terms of accessibility, functionality, and usability. Moreover, advantages and disadvantages were discussed. Our research demonstrated that HTML5 is a promising technology for remote viewing of radiological images and can provide excellent performance without requiring any plug-ins. Therefore, our research provides an important reference for future development of web apps in the field of medical imaging, and it could help to identify an optimal solution for remote viewing of radiological images.

Acknowledgments
This work was supported by the self-determined research funds of Central China Normal University from the colleges’ basic research and operation of Ministry of Education (No. CCNU20QN019).

Authors’ Contributions
All authors contributed to the design of the study. BH and LX designed the medical imaging apps; QM and XW collected the data sets and developed the Java-, Flash-, and HTML5-based apps; all authors performed the experiments. QM wrote the main body of the manuscript, and all authors reviewed the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Questionnaire.
References


34. Medical images for the cloud. BoxDicom. URL: https://boxdicom.com/ [accessed 2020-09-01]


Abbreviations

CT: computed tomography
DICOM: Digital Imaging and Communications in Medicine standard
GPU: graphics processing unit
HTML: hypertext markup language
LAN: local area network
WAN: wide area network

©Qiusha Min, Xin Wang, Bo Huang, Liangzhou Xu. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 25.09.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete
bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Data Quality Issues With Physician-Rating Websites: Systematic Review

Pavankumar Mulgund1, PhD; Raj Sharman1, PhD; Priya Anand2*, MS; Shashank Shekhar1*, MS; Priya Karadi2*, MS

1School of Management, State University of New York Buffalo, Buffalo, NY, United States
2Institute of Computational and Data Sciences, State University of New York Buffalo, Buffalo, NY, United States
*these authors contributed equally

Corresponding Author:
Pavankumar Mulgund, PhD
School of Management
State University of New York Buffalo
160 Jacobs Management Center
Buffalo, NY
United States
Phone: 1 7167481552
Email: pmulgund@buffalo.edu

Abstract

Background: In recent years, online physician-rating websites have become prominent and exert considerable influence on patients' decisions. However, the quality of these decisions depends on the quality of data that these systems collect. Thus, there is a need to examine the various data quality issues with physician-rating websites.

Objective: This study's objective was to identify and categorize the data quality issues afflicting physician-rating websites by reviewing the literature on online patient-reported physician ratings and reviews.

Methods: We performed a systematic literature search in ACM Digital Library, EBSCO, Springer, PubMed, and Google Scholar. The search was limited to quantitative, qualitative, and mixed-method papers published in the English language from 2001 to 2020.

Results: A total of 423 articles were screened. From these, 49 papers describing 18 unique data quality issues afflicting physician-rating websites were included. Using a data quality framework, we classified these issues into the following four categories: intrinsic, contextual, representational, and accessible. Among the papers, 53% (26/49) reported intrinsic data quality errors, 61% (30/49) highlighted contextual data quality issues, 8% (4/49) discussed representational data quality issues, and 27% (13/49) emphasized accessibility data quality. More than half the papers discussed multiple categories of data quality issues.

Conclusions: The results from this review demonstrate the presence of a range of data quality issues. While intrinsic and contextual factors have been well-researched, accessibility and representational issues warrant more attention from researchers, as well as practitioners. In particular, representational factors, such as the impact of inline advertisements and the positioning of positive reviews on the first few pages, are usually deliberate and result from the business model of physician-rating websites. The impact of these factors on data quality has not been addressed adequately and requires further investigation.

(J Med Internet Res 2020;22(9):e15916) doi:10.2196/15916
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Introduction

Background

With the proliferation of mobile devices and instantaneous access to data, electronic word of mouth (e-WOM) has become a force to be reckoned with, affecting many aspects of our lives, including the things we buy, the shows we watch, and the places where we stay, directly or indirectly. Such dependence on e-WOM is especially true in the context of choosing a physician, as consumers historically have relied on word of mouth, including personal recommendations [1]. A simple check on Google Trends showed that the phrase “doctors near me” is now searched almost nine times more than it was 5 years ago; therefore, it is not surprising to see a rise in the number and
scope of physician-rating websites (PRWs), which are peer-to-peer information-sharing platforms that patients use to share reviews and ratings of their health care providers. National survey data indicated that one in six Americans consult online ratings [2]. More than 30% of consumers compare physicians online before choosing a provider [3]. Emphasizing the impact of PRWs, one study [4] noted that 35% of patients selected physicians based on good ratings, while 37% avoided physicians with bad ratings. Another study found that patients consult PRWs as their first step in choosing providers [5] and that 80% of users trust online physician ratings as much as personal recommendations. Millennials, who account for more than half of PRW consumers, were found to exhibit a different behavior when they were unhappy with their health care services [6]. People aged 65 years or above were more likely to complain to doctors directly, while people aged 18 to 24 years were more likely to tell their friends. This emphasizes the evolution of PRWs into a platform for open and honest communication.

Although PRWs are less popular compared with rating websites in other domains, such as fast-moving consumer goods and e-commerce, they have high potential for growth. However, PRWs historically have lagged behind user expectations [7,8], and one of the contributing factors is end users’ lack of confidence in the data quality of PRWs. Furthermore, such data quality issues assume high importance, as poor data quality could affect consumers’ care choices adversely. Previous research has discussed individual issues in specific contexts [9-57]; however, there is a need for a study that presents a holistic perspective by investigating a comprehensive set of data quality issues found in PRWs. This study fills that literature gap by gleaning data quality issues from several previous studies and classifying them based on the data quality framework.

Data Quality Framework

We used a data quality framework developed by Wang and Strong [58] to classify data quality issues in PRWs. It was created by considering consumers’ perspectives on data quality, which accommodates a broader definition of data quality. Consequently, Wang and Strong defined data quality as “data that are fit for use by data consumers.” Furthermore, they empirically collected data quality attributes from consumers instead of determining these attributes theoretically or basing them on expert opinions to identify attributes that emerge from real consumers. They then used two-stage surveys and a two-phase sorting study to develop a hierarchical framework. They captured various data quality attributes, consolidated these attributes into dimensions, and distributed the dimensions across the following categories (Figure 1): intrinsic data quality (IQ), contextual data quality (CQ), representational data quality (RQ), and accessibility data quality (AQ).

IQ entails dimensions that are inherent to the nature of data, including accuracy, objectivity, reputation, and believability. While information system professionals typically have interpreted IQ to mean accuracy alone, consumers assess IQ broadly by considering other elements, such as reputation, objectivity, and believability of the source. CQ is a measure of data quality within the context of the task at hand. It includes dimensions, such as relevance, value addition, timeliness, and completeness, which are specific to a given situation. Together, RQ and AQ emphasize the role of systems that store the data. RQ underscores the importance of developing interfaces that concisely present data so that they are easy to understand and interpret. AQ focuses on making systems secure to ensure that data are safe and available only to relevant users. This framework also makes pragmatic sense, as consumers’ view of “fit for use data” would include data that are accurate, objective, believable, obtained from a reputable source, relevant to a specific task at hand, easy to understand, and accessible to them.

We use this framework because, unlike other frameworks [59], it accommodates a much broader definition of data quality. In addition, researchers have used it to evaluate the data quality of several customer-centric products, such as online bookstores and auction sites [60]. It has also been used to study critical factors affecting consumer-purchase behaviors in shopping contexts [61]. In recent years, as e-WOM has gained considerable prominence, some studies have used this framework to examine the impact of data quality on e-WOM [62]. Previous studies have used it to categorize data quality issues with electronic health records [63]. Furthermore, it has been used to study information quality issues on websites in which users, not experts, generate content [64]. Such an end-user point of view is especially relevant to our research, as most shortlisted studies discussed data quality issues in PRWs from patients’ perspective.
Methods

Overview

The study aimed to collect, analyze, and discuss data quality issues in PRWs based on the data quality framework of Wang and Strong. To accomplish this goal, we developed the following research questions:

- **RQ1**: What data quality issues exist in PRWs?
- **RQ2**: How are these data quality issues classified according to the Wang and Strong framework?
- **RQ3**: Which data quality issues have been addressed, and which ones warrant attention from researchers and practitioners?

Following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [65,66], we performed a systematic literature review (Figure 2).

Search Strategy

We systematically searched for literature published in the past 20 years (between January 1, 2000, and January 1, 2020) using the following databases: ACM Digital Library, EBSCO, Springer, PubMed, and Google Scholar. The searches were performed using the following search terms: (“physician” OR “doctor” OR “provider”) AND (“review” OR “rating”) AND (“online” OR “internet”) AND (“data” OR “quality”). Initially, title, abstract, and index terms were used to screen for published journal articles, conference papers, proceedings, case studies, and book chapters. Two reviewers performed the screening independently. The reviewers met on a regular basis to discuss the inclusion of studies. A third reviewer was consulted when there was disagreement between the reviewers. Furthermore, the reviewers performed hierarchical searches by identifying literature sources through references cited in the shortlisted papers selected from the keyword searches to find additional relevant articles.

Figure 1. Data quality framework adapted from Wang and Strong [58].

Figure 2. Literature search following the PRISMA guidelines. PRW: physician-rating website.
Inclusion and Exclusion Criteria

Physician quality is an elusive concept to measure, as it means different things to different stakeholders. Health care professionals and policymakers have developed a plethora of clinical and process-quality measures to address the challenge of evaluating physician quality. Some well-known examples of such quality indicators include the risk-adjusted mortality rate [67], 30-day readmission rate [68], and percentage of patients receiving recommended preventive care. Although such clinical measures of quality are critical to improving the quality of care, they emphasize the process of care, not individual physicians’ quality. Furthermore, these measures are neither easy to access nor simple to understand. They also do not place high emphasis on patients’ perceptions of care quality. Owing to this lack of agreed-upon, meaningful, and readily available objective data on individual clinician performance, patients end up relying on other patients for recommendations.

PRWs fill this void by providing a platform on which patients can evaluate physicians based on their experiences; however, these ratings and reviews are individual patients’ subjective opinions and may not be indicative of physicians’ clinical quality. Thus, it is possible that a poorly rated physician has provided the correct or best treatment. Some studies argue that patients are not well-suited to evaluate physician quality because of the information asymmetry between patients and care providers [69]. In addition, several studies emphasize that ratings and reviews of patients are not correlated to clinical measures of physician quality [70,71]. Despite these shortcomings, PRWs have surged in popularity and have become instrumental in shaping prospective patients’ opinions. Individuals also use them to make crucial decisions, such as selecting a provider, because just as in any other consumer service business, customers’ perceptions impact revenue.

Therefore, in this paper, we focused on physician quality from patients’ perspectives, as captured by PRWs. Prior studies that examined data quality of patient-reported reviews and ratings were included in this literature review. Studies were excluded from this review if they (1) focused primarily on clinical quality measures that health care providers or public health agencies reported; (2) examined data quality issues that are not related to public PRWs (eg, papers that catered to paid websites, such as Castle Connolly, were excluded from this review); (3) were not available as full text in the final search; (4) were not written in English; and (5) were white papers, reports, abstracts only, letters, or commentaries.

Data Extraction, Synthesis, and Evaluation

A Google document was created for data extraction. For each chosen study, the data collected included the title, author, year, country, abstract, study type, and number of participants. We assessed the selected studies’ quality based on the criteria listed in Table 1. The quality criteria were developed using guidelines specified by the Cochrane Handbook for Systematic Reviews [72] and the report “Guidelines for performing systematic literature reviews in software engineering” [73]. Two reviewers independently assessed every included study by assigning “Yes,” “No,” or “Cannot tell” scores to each criterion. Only studies that received a “Yes” on all criteria were included in this review. A senior researcher was consulted for a resolution if there was disagreement between the reviewers.

Table 1. Quality criteria for the included studies.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Does the article clearly show the purpose of the research?</td>
</tr>
<tr>
<td>C2</td>
<td>Does the article adequately provide the literature review, background, or context?</td>
</tr>
<tr>
<td>C3</td>
<td>Does the article present the related work with regard to the main contribution?</td>
</tr>
<tr>
<td>C4</td>
<td>Does the article have a clear description of the research methodology?</td>
</tr>
<tr>
<td>C5</td>
<td>Does the article include research results?</td>
</tr>
<tr>
<td>C6</td>
<td>Does the article present a conclusion related to the research objectives?</td>
</tr>
<tr>
<td>C7</td>
<td>Does the article recommend future research directions or improvements?</td>
</tr>
</tbody>
</table>

Results

Characteristics of Reviewed Studies

We included 49 papers published between 2009 and 2019. Among these, 28 articles were identified through the initial search and additional 21 articles meeting the study criteria were identified by reviewing the reference lists of those articles. The list of included papers is presented in Multimedia Appendix 1.

We identified 18 unique data quality issues that afflict PRWs and classified these issues into four categories based on the data quality framework. In recent years, PRWs have captured the research community’s attention as evidenced by a surge in publications in the past 5 years. More than 71% (35/49) of the papers used quantitative methods to test their research hypotheses, 22% (11/49) adopted qualitative methods, and 6% (3/49) leveraged mixed methods. Healthgrades (n=12), RateMDs (n=8), Vitals (n=7), and Jameda (n=4) were the most targeted PRWs, while other sites, such as Zocdoc, Press Ganey, and Healthcare Reviews, were not examined as much. Three studies compared PRWs with business directory and review sites such as Yelp. In addition, several studies collected data from multiple PRWs to compare their results across different rating websites. Altogether, 26 articles focused on issues relating to IQ, while 30 discussed CQ concerns. Four articles emphasized RQ errors, and 13 were related to AQ challenges. Around half (26/49) of the included studies focused on more than one type of data quality issue.

http://www.jmir.org/2020/9/e15916/
Discussion

Principal Findings
Consistent with this study’s goals, we discuss different data quality issues in a narrative format based on the four types of issues specified in the data quality framework.

IQ Issues
As presented in Table 2, we discuss intrinsic data quality issues based on the following dimensions: accuracy, objectivity, believability, and reputation. The main hurdle affecting the accuracy of reviews and rating data was the glaring absence of negative ratings. A prior study highlighted the absence of negative ratings by empirically showing that physicians with low patient-perceived quality were less likely to be rated. Although a positive correlation between online ratings and physician quality was found, the association was the strongest for the medium segment. While the ratings were not sensitive for high-quality physicians, there were fewer ratings for physicians at the lower end of the quality distribution [9].

Another study showed the presence of ubiquitous high ratings for interventional radiologists, with mean ratings ranging from 4.3 to 4.5 on a five-point scale [10]. This lack of negative ratings was not only limited to interventional radiologists, but also spanned other medical specialties. Several studies corroborated this finding by noting that the average physician rating across all specialties was consistently very positive [11-16]. Sparse negative ratings could also be attributed to legal restrictions on entering negative feedback in some countries, such as Switzerland. However, this dearth of negative ratings adversely affects overall opinions about data quality greatly.

Table 2. Intrinsic data quality issues.

<table>
<thead>
<tr>
<th>Issues</th>
<th>Dimension</th>
<th>Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratings were either positive or extremely positive, with a notable absence of negative ratings.</td>
<td>Accuracy and objectivity</td>
<td>[9-16]</td>
</tr>
<tr>
<td>A significant number of ratings contained extreme values, typically in the form of a dichotomous distribution of the minimum and maximum values.</td>
<td>Objectivity</td>
<td>[9,17-19]</td>
</tr>
<tr>
<td>A significant number of reviews contained emotionally charged comments, implying a lack of objectivity in the reviews.</td>
<td>Objectivity</td>
<td>[20-22]</td>
</tr>
<tr>
<td>Online ratings were less sensitive to physician quality at the high end of quality distribution, implying the presence of the halo effect.</td>
<td>Objectivity</td>
<td>[9,23,24]</td>
</tr>
<tr>
<td>Some physician-rating websites did not ensure ratings’ accuracy by allowing anonymous ratings that were not entirely believable.</td>
<td>Believability</td>
<td>[18,20,25,26]</td>
</tr>
<tr>
<td>Some sites allowed premium-paying physicians to hide up to three negative comments.</td>
<td>Believability and reputation</td>
<td>[18,27,28]</td>
</tr>
<tr>
<td>Physicians were more likely to trust patient-experience surveys that health systems issued, whereas patients were more likely to trust ratings found on independent websites.</td>
<td>The data source’s reputation</td>
<td>[29]</td>
</tr>
</tbody>
</table>

Several research studies [9,17-19] questioned the objectivity of review and rating data by uncovering the high prevalence of extreme ratings, such as one- or five-star ratings. Extreme ratings do not represent a balanced view and are usually an impulsive response to an emotional trigger. Other studies [20-22] further corroborated these findings by revealing the presence of emotionally charged review comments. On one hand, physicians with low perceived quality were hardly rated; thus, a single negative review had a disproportionate impact on the overall rating. On the other hand, physicians with several reviews incurred no relevant impact from a negative rating on overall numbers owing to relatively few negative ratings. Two studies also highlighted the presence of the halo effect [23,24]. One found that higher ratings were associated with marketing strategies that the physicians employed. It also discovered that physicians’ online presence greatly impacted their ratings. This phenomenon demonstrates the susceptibility of reviews and ratings to external factors, such as marketing and promotion, casting serious doubt on the credibility of the data.

Other studies [18,20,25] examined data quality challenges that emerge when users can rate physicians anonymously. Anonymity exposes information to manipulation from sources such as competition, slanderers, and biased friends. The effect of anonymous ratings cascades into a relevant issue when the number of genuine negative ratings is small, as is the case with PRWs. An excellent example of such abuse of PRWs is found in how antiabortion groups deliberately target physicians working in abortion clinics with libelous comments and negative ratings under the veneer of anonymity [26].

Several business models of PRWs also skew the believability of ratings and review information by providing physicians with premium subscriptions having an option to hide up to three negative comments [27,28]. The hidden negative reviews may mislead consumers who are usually unaware of the business models of PRWs. Several researchers also questioned the ethics of hiding up to three negative ratings when, on average, there were less than three negative physician ratings [18].

RQ Issues
As presented in Table 3, RQ emphasizes clear representation and includes dimensions such as interpretability, ease of understanding, representational consistency, and conciseness. Of all data quality issues, the ones related to RQ are the most insidious, as even an accurate data set can lead to misleading conclusions if representation is not appropriate. One study observed how users can be influenced by the mere repositioning of positive reviews to the first few pages, as most users read initial reviews more than subsequent ones. The same study...
examined the negative impact of placing poor ratings at the top of the profile page [25]. Furthermore, researchers have argued that the five-point scale that PRWs use is an imperfect proxy for physician quality [30,31] as the difference between a rating of 4.8 and 4.9 might be too small to be meaningful from an end user’s perspective. These RQ issues seem to be more deliberate than the other data issues and result from the business or revenue model of PRWs. Thus, they may be more challenging to overcome.

**Table 4.** Contextual data quality issues.

<table>
<thead>
<tr>
<th>Issues</th>
<th>Dimension</th>
<th>Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>There was a low volume of reviews and ratings, with more than half the physicians having less than one to three ratings.</td>
<td>Appropriate amount of data</td>
<td>[22,23,33-37]</td>
</tr>
<tr>
<td>Physician-rating websites captured patient perceptions of physician quality; they did not capture and present objective measures of quality, such as Physician Quality Reporting System (PQRS) ratings for physicians or risk-adjusted mortality rate.</td>
<td>Objectivity completeness</td>
<td>[29,31,38,39]</td>
</tr>
<tr>
<td>Positive ratings were based on factors, such as ease of getting an appointment, short wait times, and staff behaviors, that did not directly represent physician characteristics.</td>
<td>Relevance</td>
<td>[21-23,29,41-46]</td>
</tr>
<tr>
<td>Higher ratings were associated with marketing strategies that physicians employed, such as significant online presence and promotion of satisfied patients’ reviews.</td>
<td>Objectivity relevance</td>
<td>[40,43,47]</td>
</tr>
<tr>
<td>There was a low degree of correlation among online websites on surgeon ratings.</td>
<td>Value addition</td>
<td>[44,48-51]</td>
</tr>
</tbody>
</table>

CQ Issues

As presented in Table 4, CQ examines issues in the context of the task at hand. For this paper, the task is assumed to be patient decision making in terms of choosing a provider by analyzing ratings and reviews. Several data quality issues plagued this dimension. The most fundamental concern stemmed from the need for an appropriate amount of data to make meaningful decisions. One critical issue in this segment was the nonexistence of ratings and reviews for most of the physicians. Several papers [22,23,33-37] found that more than half of the physicians had no ratings or reviews. They also argued that no meaningful decisions could be made with the unavailability of data for such a considerable volume of physicians. Another related threat to CQ was the low volume of reviews and ratings. One study [23] noted that 57% of the doctors received only one to three ratings. Such low volumes cast doubts on the ratings’ credibility, especially when sites allow anonymous ratings. Previous research showed that users did not trust the rating and review data, and sought information from alternative sources until a minimum number of ratings was available. Thus, it should come as no surprise that multiple prior studies on e-WOM in other domains, such as e-commerce, found that high volumes lend more credence to rating and review data. Furthermore, data analysis showed that early negative reviews beget more negative reviews [25]. At the same time, doctors with great initial reviews might continue to benefit from these reviews, even if their clinical quality has declined over the years. A nuanced challenge to CQ emerged from the underlying factors used to compute ratings and reviews. One study [51] compared the factors between two sites, one from the United States and another from Germany. They found that German PRWs focused on parameters that measure physician characteristics, while American sites focused on the entire clinical process, including registration, clinical pathways, and staff behaviors. Typically, most PRWs include wait times, staff behaviors, follow-ups, and ease of making appointments, some of which are not under physicians’ direct control. In addition, these factors may not be truly representative of physician quality. Some studies suggested taking reviews and ratings with a “grain of salt,” as the ratings reflected patients’ perceptions and did not objectively measure physician quality.

Furthermore, patients might not be able to assess a wide range of physician attributes owing to information asymmetry between physicians and patients. Some studies have discussed the possibilities of bringing both patient perspectives and clinical quality measures together to enhance CQ [38]. The ease of decision-making from a user’s perspective defines the essence of CQ. Such a user perspective was affected adversely when a low degree of correlation existed among different physician review websites [44,48-51], as users may not know which websites to trust.
**AQ Issues**

As presented in Table 5, AQ focuses on the dimensions ease of access and security of access. While PRWs are afflicted by only a limited set of accessibility challenges, some issues warrant further discussion. First, while the internet may be accessible universally, we must consider socioeconomic and psychographic barriers to the accessibility of PRWs [53]. Typically, tech-savvy people with reasonable income and education use PRWs. Several studies noted that PRWs did not represent the opinions of elderly people, who comprise the largest consumer segment for health care services. Second, the number of ratings and reviews that physicians received depended on their specialty. One study noted that physicians in specialties that warranted high interaction with patients, such as obstetrics and gynecology, were more likely to be rated, while other specialties, such as pathology, were less likely to be rated [54].

Several studies found that the maturity level of PRWs was not uniform across countries. While PRWs have been adopted widely in the United States, the United Kingdom, and Canada, they were at an early stage of adoption in other countries, such as Australia [34], Switzerland [55], Lithuania [56], and Germany [57]. Data quality issues with PRWs in these countries were more pronounced when compared with other nations. Furthermore, accessibility issues emerged owing to legal and regulatory challenges. For instance, Switzerland provides physicians with a legal option to have negative reviews deleted.

<table>
<thead>
<tr>
<th>Issues</th>
<th>Dimension</th>
<th>Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>The frequency and volume of ratings varied greatly based on physician specialty; therefore, some specialists' ratings might not have been easily accessible.</td>
<td>Ease of accessibility</td>
<td>[21,52]</td>
</tr>
<tr>
<td>Even though the internet was widely accessible, financial and social access barriers had to be considered. Such barriers include income, culture, gender, and age. The effective use of physician-rating websites remained primarily dependent on users' cognitive and intellectual capabilities.</td>
<td>Accessibility</td>
<td>[37,51,53,54]</td>
</tr>
<tr>
<td>The maturity of physician-rating websites was inconsistent across countries. Physician-rating websites were in the early stage of adoption, with very few ratings in many countries, such as Lithuania and Australia.</td>
<td>Appropriate amount of data completeness</td>
<td>[34,49,53-57]</td>
</tr>
</tbody>
</table>

**Opportunities for Future Research**

In this review, the key observation was the lack of emphasis on RQ and AQ issues in prior research. Most studies highlighted IQ and CQ issues, which are foundational to achieving other types of data quality. Although the number of papers published on RQ [30-32] and AQ [55-57] issues has increased in recent years, more research is warranted on these issues.

Specifically, the misleading impact of inline advertisements and the effect from framing reviews differently warrant further investigation. Furthermore, while the application of data analytic methods has surged considerably, there is a conspicuous absence of studies that have examined the impact of different kinds of visualizations of rating and review data on patient decision-making. Similarly, machine learning and predictive analytic methods could well be used to forecast future physician ratings. Such studies could educate physicians further on strategies to improve their future ratings. Another observation is the need to examine the impact of physician reviews and ratings on providers’ revenue or insurance payments. Understanding this impact can help explain physicians’ behaviors and motivations.

Relatively few studies have discussed the use of data analytics, machine learning, and other statistical methods to identify and distinguish fake reviews from genuine ones. The development of such mechanisms can substantially enhance the quality of review and rating data. Further, data privacy laws, such as General Data Protection Regulation (GDPR), can potentially impact the quality of review and rating data adversely. More research is warranted to examine the impact of these regulations on accessibility data quality.

**Limitations**

This systematic review has several limitations. The first is associated with the methodology used to select studies. Relatively few (n=49) studies were included, based on the selection criteria that the authors set. Five databases were searched to select studies. Other databases potentially could have yielded additional studies. Furthermore, while the authors performed due diligence in execution, the search was limited to the set of selected keywords. It is possible that some relevant studies were not identified owing to keyword mismatches or title differences and, therefore, were not included in the review.

Second, we only included articles written in the English language, and business models can vary greatly among geographical locations, depending on existing practices, cultures, and regulations. We tried to find literature from diverse geographical areas, but few studies were accessible to us owing to limitations caused by language barriers and the extent of research in other geographical areas. Furthermore, we did not include non–peer-reviewed sources, such as white papers and dissertations. It is possible that relevant information from such sources could have influenced our findings.

**Conclusion**

This paper contributes to a better understanding of data quality issues in PRWs by highlighting several vital challenges that these issues pose. The paper acknowledges the tremendous potential that PRWs have in transforming health care by being the voice of consumers and increasing the transparency of health care processes. However, this study showed that data quality challenges present relevant hurdles to the realization of these benefits. The impact of these data quality issues will only surge as millennials base their decisions on PRW data.
Historically, IQ and CQ factors have been principal sources of data quality issues, and many researchers have studied them extensively. However, RQ and AQ factors warrant more research. In particular, RQ factors, such as the impact of inline advertisements and the positioning of positive reviews on the first few pages, are usually deliberate and result from the business or revenue model of PRWs. In addition, data privacy regulations, such as GDPR in the European Union and California Consumer Privacy Act (CCPA) in California, may greatly impact PRWs. More research is needed to understand their implications. Furthermore, the effect of cultural factors (eg, in some cultures, speaking negatively about authority figures is viewed as inappropriate), though relevant, was not considered, as it is under-addressed in the literature. Future innovations and research are needed to address these emerging data quality issues. We hope that this study’s results inspire professionals and researchers to develop PRWs that are more robust and do not have many data quality issues.
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Abstract

Background: Physical activity trackers (PATs) such as apps and wearable devices (eg, sports watches, heart rate monitors) are increasingly being used by young adolescents. Despite the potential of PATs to help monitor and improve moderate-to-vigorous physical activity (MVPA) behaviors, there is a lack of research that confirms an association between PAT ownership or use and physical activity behaviors at the population level.

Objective: The purpose of this study was to examine the ownership and use of PATs in youth and their associations with physical activity behaviors, including daily MVPA, membership of sports clubs, and active travel, in 2 nationally representative samples of young adolescent males and females in Finland and Ireland.

Methods: Comparable data were gathered in the 2018 Finnish School-aged Physical Activity (F-SPA 2018, n=3311) and the 2018 Irish Children’s Sport Participation and Physical Activity (CSPPA 2018, n=4797) studies. A cluster analysis was performed to obtain the patterns of PAT ownership and usage by adolescents (age, 11-15 years). Four similar clusters were identified across Finnish and Irish adolescents: (1) no PATs, (2) PAT owners, (3) app users, and (4) wearable device users. Adjusted binary logistic regression analyses were used to evaluate how PAT clusters were associated with physical activity behaviors, including daily MVPA, membership of sports clubs, and active travel, after stratification by gender.

Results: The proportion of app ownership among Finnish adolescents (2038/3311, 61.6%) was almost double that of their Irish counterparts (1738/4797, 36.2%). Despite these differences, the clustering patterns of PATs were similar between the 2 countries. App users were more likely to take part in daily MVPA (males, odds ratio [OR] 1.27, 95% CI 1.04-1.55; females, OR 1.49, 95% CI 1.20-1.85) and be members of sports clubs (males, OR 1.37, 95% CI 1.15-1.62; females, OR 1.25, 95% CI 1.07-1.50) compared to the no PATs cluster, after adjusting for country, age, family affluence, and disabilities. These associations, after the same adjustments, were even stronger for wearable device users to participate in daily MVPA (males, OR 1.83, 95% CI 1.49-2.23; females, OR 2.25, 95% CI 1.80-2.82) and be members of sports clubs (males, OR 1.88, 95% CI 1.55-2.88; females, OR 2.07,
95% CI 1.71-2.52). Significant associations were observed between male users of wearable devices and taking part in active travel behavior (OR 1.39, 95% CI 1.04-1.86).

Conclusions: Although Finnish adolescents report more ownership of PATs than Irish adolescents, the patterns of use and ownership remain similar among the cohorts. The findings of our study show that physical activity behaviors were positively associated with wearable device users and app users. These findings were similar between males and females. Given the cross-sectional nature of this data, the relationship between using apps or wearable devices and enhancing physical activity behaviors requires further investigation.

(J Med Internet Res 2020;22(9):e18509) doi:10.2196/18509
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Introduction

Background
Physical inactivity is one of the leading causes of worldwide mortality. There is an urgent need to understand how to increase physical activity levels among young adolescents (typically aged between 11 years and 15 years). The habits developed during early adolescence will continue through adulthood [1], particularly for physical activity, in both the short-term [2,3] and long-term [4,5]. Although technologies have evolved in the last generation, less is known about the how the use of physical activity trackers (PATs) in young adolescents can be used to understand their physical activity behaviors. Lee et al [6] conducted a scoping review and included 14 studies that included intervention components such as websites, apps, and wearables devices. Apps and wearable devices include the interaction of sensors that have the capability to measure physical activity, and for the purpose of this study, they are referred throughout as PATs. Small to medium effect sizes in adult studies have been demonstrated, specifically when individuals used the PAT information to modify their behaviors and increase their physical activity levels [7]; however, intervention studies among adolescents are rare [6]. The lesser number of studies on adolescents may be attributed to the way apps and wearable devices have been designed—they are primarily designed with the adult population in mind, thereby leading to low levels of use among adolescents [8]. Even though there have been recent developments in companies to build PATs for youngsters, the feedback from children through their parents still indicate that design issues are present, which can cause a barrier for sustainable use [9]. Understanding the association between PAT ownership and use may help inform their use as an effective intervention tool in the young adolescent population.

Country-Specific Usage
The use of apps requires the use of smartphones and consistent internet connectivity. In Ireland, the prevalence of mobile phone use among 13-year-old adolescents has been reported to be 98% [10], with 54% reporting to use the internet with their phones [11]. In Finland, 93% of the adolescents aged 16 years use their mobile phones to access the internet and this has been facilitated by the way mobile phone subscription plans in Finland typically offer unlimited data [12]. According to Eurostat, 94% of the homes in Finland have access to the internet, whereas, in Ireland, internet household accessibility stands at 89%, which is equivalent to the average in European Union countries [13]. In Finland, wearable devices are used in 22% of the households [12], but the use of wearable devices in Ireland has not been reported. Younger generations often report greater use of the internet than the average population [14], and this information is frequently used to ensure that PAT functionality is optimal for age-appropriate usage.

Both countries perform highly in terms of progression in making societies mediated by digital technology. For examples, out of all the OECD (Organization for Economic Cooperation and Development) countries, Finns use the most amount of mobile data per subscriber (OECD, 2018), and Finland has been ranked the highest for digital services in all of Europe [15]. Ireland, on the other hand, is the second ranked country in Europe, outside of the Nordic countries, in the digital economy and society index [13]. One of the major differences between Finland and Ireland is the human capital. Ireland is ranked number 1 in terms of open data usage; however, it is placed 21st in the European Union for eHealth services, with just 1 in 10 people (11%) using it. However, in Finland, open data usage tops the eHealth services index, with 49% of the individuals using it [15].

PATs for Facilitation of Physical Activity Behaviors
Emerging evidence suggests that PATs have a positive effect on physical activity behaviors, particularly as facilitators, rather than as drivers of health behavior change [16]. From the end user’s perspective, one significant limitation of commercial PAT products is the short life cycle [17,18]. It has been estimated that 10% of the global population use fitness apps, but only 2% are paying users [19]. These figures have increased in the last few years and are expected to increase by 4.5% every year at least until 2024 [19]. Despite the commercial growth in the market, the expected level of success of PAT ownership in terms of physical activity behavior change is yet to be fully interrogated or proven. Most of the functions within apps include between 5 and 8 behavioral change techniques, with common features including goals and planning, feedback and monitoring, social support and shaping behavior [20]. Several trials have investigated the efficacy of PATs in increasing physical activity levels, and often, although an initial increase in the physical activity level is documented, these changes are not sustained in the long term [18,21,22] or could not be replicated with younger populations [23]. High attrition levels are particularly common for PATs, where the novelty effect wears off and so does the...
usage and effectiveness [24]. Designers of PATs could be partly responsible for this attrition, as the products made may not be sufficiently accurate enough to meet the demands of the end user [25,26] or the automated systems for providing reminders and feedback are deemed inadequate [27]. The majority of PAT features include functions that can be used for socializing between users, which is important for young adolescent populations [9]. Moreover, young adolescents see the benefits of multipurpose devices as this can help individuals track various aspects of their lives such as health [28]. Despite this, young adolescents have reported that PATs currently do not provide enough customization or personalization [8].

Differences have been observed in the way that males and females use the multiple functions of PATs. For example, male adolescents prefer to socialize with their PATs through “banter” and other friendly conversations [29]. Female PAT users report lower levels of aspirations to take part in competitive sports than male PAT users [30], which may translate into less use of the goal and planning functions [31]—the areas commonly used for optimal performance in sports [32]. Feedback from PATs is also central to the control theory [33], as it confirms user performance to prompt further behaviors. For the purpose of this study, we focused on the association between PAT ownership and use and 3 behaviors, namely, (1) overall physical activity behavior, (2) participation in sports clubs, and (3) active commuting. Research on PATs as an intervention for adolescents is limited [8], and to our knowledge, only a handful of observational studies have been published on PAT usage in young adolescents [34]. Therefore, the purposes of this study were to investigate the differences in PAT ownership and usage between Finnish and Irish adolescents, while investigating the association between PAT ownership and self-reported physical activity behaviors in both cohorts and considering the potential influence of gender.

Methods

Recruitment

Data for this cross-sectional study were collected in Finland and Ireland during the first half of 2018. Both the Finnish and Irish data were collected from national representative cross-sectional studies. In Finland, the Finnish School-aged Physical Activity (F-SPA) study [35] is the national physical activity monitoring study for children and adolescents (LIITU in Finnish) and the Irish equivalent is the Children’s Sport Participation and Physical Activity (CSPPA) study [36].

The F-SPA 2018 was based on 2-level cluster analyses [35] and is an extension to the F-SPA 2014 and F-SPA 2016 studies by including students as young as 7 years of age. A parallel study was conducted for special education classes and schools; hence, sampling did not include special education schools. The probability proportion size was used to calculate the primary sampling unit to generate a nationally representative sample. This study consisted of a total of 311 schools (Finnish schools: 267/311, 85.8%; Swedish schools: 44/311, 14.1%) in Finland and 9940 students altogether.

The CSPPA 2018 was a follow-up and extension to the original 2010 study [37]. CSPPA 2018 included schools from both the Republic of Ireland and Northern Ireland. The sampling frame for the schools involved in CSPPA 2010 included all schools with students aged between 10 years and 18 years in the Republic of Ireland. A systematic one-stage cluster sampling method was used for CSPPA 2010 and schools were stratified by 4 criteria (school gender, school socioeconomic status, school location, and school size). The same schools in 2010 were invited again to take part in 2018, and a replacement list based on the creation of an equivalence sample was made to ensure that sufficient number of students were included to allow for study design effects. Schools from Northern Ireland were not part of CSPPA 2010 and all mainstream schools from Northern Ireland were included in the sampling frame for CSPPA 2018. Special schools, primary schools, and colleges of further education were excluded from the database. In total, in the Republic of Ireland and Northern Ireland, 115 schools were included in the overall study sample and 6651 students took part in CSPPA 2018.

All surveys were completed on either a tablet, laptop, or personal computer in the students’ own classroom and under the supervision of teachers in F-SPA 2018 or specifically trained research assistants in CSPPA 2018. Students who were given permissions by their parents or guardians had the right to withdraw from the study at any time. The completion of the survey was done anonymously and voluntarily. The Finnish study was approved by the ethics committee of the University of Jyvaskyla, Finland, where no number was provided, and the Irish study was approved by the ethics committee of the University of Limerick, Ireland.

For the purpose of comparisons between the studies, only responses from young adolescents aged between 11 years and 15 years were included (Finland, n=3311; Ireland, n=4797) in the final data set. Variables for the country data files were relabeled to allow for merging in SPSS 25.0 (IBM Corp). The details of the measures in both surveys used for this study are reported in the table in Multimedia Appendix 1.

Measures

Both surveys collected demographic information on gender, age, disability status, and self-reported socioeconomic status via the Family Affluence Scale (FAS) [38]. The CSPPA 2018 study also included the option of “other” to respond for gender, whereas the F-SPA 2018 did not; therefore, respondents with “other” (69/6649, 1.0%) were removed from the CSPPA 2018 sample prior to cleaning the data file for analyses.

Items of PATs had slight variation (Multimedia Appendix 1). In Finland, a block question was designed to keep the survey length to the minimum. The opening question was, “How often in a week do you use the following physical activity tracking devices?” with the following options, “mobile apps,” “activity meter or sports watch,” and “heart rate monitor.” This item was used in the previous edition of the Finnish monitoring study [34]. Although the response options were updated, based on the feedback from the test-retest reliability study [39], the previous 3 categories of “none,” “own but do not use”, and “own and use” were extended to a 6-item category frequency scale of (1)
I don’t have, (2) Never, (3) At least once a week, (4) Once a day, (5) More than once a day, and (6) All the time. The variables were divided into 3 groups to match with the previous reporting, whereby respondents to 1 were grouped as “do not have,” 2 were grouped as “own but do not use,” and 3 to 6 were grouped as “own and use.”

The Irish version had separate questions on ownership, use, and frequency of use for (1) physical activity apps, (2) smartwatches, (3) heart rate monitors, (4) pedometers, and (5) other devices. For comparison purposes, individuals who responded to only having a pedometer or other device (528/4797; 11.0%) were recoded as not having a PAT since this was not compatible between the 2 studies. There was a slight variation in the frequency of use of the PATs, because the question was, “How often do you use your physical activity tracking device during a typical week?” with response options (1) Never, (2) Once, (3) Sometimes, (4) Almost every day, and (5) Every day. Responses of Never were grouped into “own but do not use” and 2-5 were grouped into “own and use.” Null responses to the ownership were deemed as “do not have.”

The other survey responses used included the self-reported number of days of at least 60 minutes of moderate-to-vigorous physical activity (MVPA) participation in both 2018 F-SPA and CSPPA studies. The CSPPA 2018 study included 2 items based on the past 7 days and the usual week. The 2 items were summed and divided by 2 and rounded up, whereas the F-SPA 2018 item included 1 item based on the past 7 days. Previous studies suggest that an average between the previous week and the usual week can provide a more accurate recall of physical activity behaviors [40]; however, in other international surveys, a single item was used to reduce the number of items in the survey [41]. Both surveys used the same explanation to define MVPA, as comparable to an international study protocol [42]. The physical activity survey item was then dichotomized into meeting the guidelines (specifically when the respondents reported a total of 7 days) and not meeting the guidelines (specifically when the respondents reported anything between 0 and 6 days). This physical activity survey item has been previously tested for validity use against accelerometers with young adolescents [40,43] and within test-retest environments [44,45].

Respondents provided details of their mode of transport to school with walking or cycling categorized as “active commuters.” Motorized transport included options such as getting a lift by parents or taking the bus. The distance between the primary home and school was also asked. To ensure that the distances were plausible for active transport, the Finnish legislation for the provision of free transport costs were set at distances over 5 km as the cut-off point to differentiate between people who were close (within 5 km) and far (over 5 km). For the inferential statistics regarding active commuting, only respondents who lived within the close range (5 km) of the school were included. Therefore, living beyond 5 km was an exclusion criterion for the analyses in relation to active commuting.

Statistical Analysis
Descriptive statistics of the population characteristics were produced by chi-square tests of independence for gender, after stratifying for country. The test of independence between the countries was also tested through chi-square tests after considering the gender. A two-step approach was used to describe the phenomenon of PAT ownership and use among young adolescents in Finland and Ireland. The number of possible combinations of PAT habits was investigated using cluster analysis to the fewest number of clusters, yet attempting to retain a meaningful structure (ie, values of the average silhouette width defining the cluster quality as “good” [exceeding 0.5]) [46]. When the sample was pooled, 3 clusters were deemed to be sufficient; however, when the test of clusters was examined for each country, one of the clusters in each country had different features; therefore, an extra cluster was added. The characteristics of the 4 clusters were then tested in the pooled sample, and individually, each country achieved good cluster quality (Finland silhouette width=0.6, Ireland silhouette width=0.7) and led to 4 clusters being identified. The first cluster (and reference category for regression analyses) included individuals who reported no ownership of apps, smartwatches, or heart rate monitors. This category was labelled as “no PATs.” The second cluster predominately included individuals who reported ownership but not usage of PATs and were labelled as “PAT owners.” The third cluster was labelled as “app users” as the majority of the app users belonged to this cluster, with none in the cluster reporting the use of smartwatches or heart rate monitors. The fourth cluster included a mixture of individuals consistently using smartwatches and heart rate monitors and they were subsequently labelled as “wearable device users.”

Chi-square tests were used to assess the statistical significance of gender, age groups, FAS, and disability for the clusters, and the Kruskal-Wallis test with pairwise comparisons was used to assess the statistical significance of the differences in the average number of days reporting 60 minutes of MVPA for each country.

The binary logistic associations of meeting the physical activity guidelines (7 days vs <7 days, reference category), being an active traveler (cyclist and walker vs motorized transport who live within 5 km of the school, reference category), and organized sport participant (sports club member vs not active in sports clubs, reference category) with no ownership of PATs as the reference category were investigated. The crude associations for each indicator (Model 1) were assessed before adjusting for age, gender, FAS, and disability (Model 2). All statistics were run using SPSS 25.0 for Windows (released 2017).

Results
User Statistics
The descriptive statistics are provided in Table 1 with comparisons between and within countries.
Table 1. Descriptive statistics of the samples by country and gender.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Finland (n=3311)</th>
<th>Ireland (n=4797)</th>
<th>Total(^a) (N=8108)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Males, n=1610, n (%)</td>
<td>Females, n=1701, n (%)</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years)</td>
<td>.81</td>
<td>.003</td>
<td>.01</td>
</tr>
<tr>
<td>11</td>
<td>628 (39.0)</td>
<td>680 (39.9)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>452 (28.1)</td>
<td>477 (28.0)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>530 (32.9)</td>
<td>544 (31.9)</td>
<td></td>
</tr>
<tr>
<td>FAS(^b)</td>
<td>.81</td>
<td>.05</td>
<td>.09</td>
</tr>
<tr>
<td>Low</td>
<td>357 (24.8)</td>
<td>374 (24.4)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>827 (57.4)</td>
<td>874 (56.9)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>256 (17.8)</td>
<td>287 (18.7)</td>
<td></td>
</tr>
<tr>
<td>Disability</td>
<td>.07</td>
<td>.66</td>
<td>.17</td>
</tr>
<tr>
<td>None</td>
<td>1439 (89.9)</td>
<td>1493 (87.8)</td>
<td></td>
</tr>
<tr>
<td>Disabled</td>
<td>161 (10.06)</td>
<td>204 (11.9)</td>
<td></td>
</tr>
<tr>
<td>Daily MVPA(^c)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Inactive(^d)</td>
<td>1041 (64.8)</td>
<td>1211 (71.3)</td>
<td></td>
</tr>
<tr>
<td>Active(^e)</td>
<td>566 (35.2)</td>
<td>488 (28.7)</td>
<td></td>
</tr>
<tr>
<td>Transport</td>
<td>.15</td>
<td>&lt;.001</td>
<td>.02</td>
</tr>
<tr>
<td>Motorized, Close</td>
<td>213 (13.5)</td>
<td>213 (12.7)</td>
<td></td>
</tr>
<tr>
<td>Active, Close</td>
<td>916 (58.1)</td>
<td>1005 (59.8)</td>
<td></td>
</tr>
<tr>
<td>Active, Far</td>
<td>80 (5.07)</td>
<td>60 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Motorized, Far</td>
<td>368 (23.3)</td>
<td>403 (24)</td>
<td></td>
</tr>
<tr>
<td>Sports club</td>
<td>.64</td>
<td>.04</td>
<td>.06</td>
</tr>
<tr>
<td>Nonmember</td>
<td>629 (40.5)</td>
<td>687 (41.31)</td>
<td></td>
</tr>
<tr>
<td>Member</td>
<td>924 (59.5)</td>
<td>976 (58.69)</td>
<td></td>
</tr>
<tr>
<td>Apps</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not owned</td>
<td>624 (38.7)</td>
<td>649 (38.2)</td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>342 (21.2)</td>
<td>244 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td>644 (40)</td>
<td>808 (47.5)</td>
<td></td>
</tr>
<tr>
<td>Sports watch</td>
<td>&lt;.001</td>
<td>.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not owned</td>
<td>1080 (68.6)</td>
<td>1240 (74.1)</td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>269 (17.1)</td>
<td>182 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td>225 (14.3)</td>
<td>252 (15.1)</td>
<td></td>
</tr>
<tr>
<td>Heart rate monitor</td>
<td>&lt;.001</td>
<td>.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not owned</td>
<td>1119 (71.4)</td>
<td>1331 (79.6)</td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>285 (18.2)</td>
<td>201 (12)</td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td>164 (10.5)</td>
<td>141 (8.4)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The percentages in this column are the actual percentages and not of the total population because some data on the variables of the total population were missing.

\(^b\)FAS: Family Affluence Scale.

\(^c\)MVPA: moderate-to-vigorous physical activity.

\(^d\)0-6 days of MVPA.

\(^e\)7 days of MVPA.
There were statistical differences between the characteristics of Finnish and Irish young adolescents between the 2 surveys. The CSPPA 2018 study had fewer 11-year-old adolescents than those in the F-SPA 2018, as the participants were more evenly distributed across the varying age groups in the F-SPA 2018 (chi-square \textit{P}=.75). There were fewer Finnish (n=3311) than Irish (n=4797) respondents in the final sample (Table 1).

The estimates of ownership and usage of apps (\textit{P}<.001), sports watches (\textit{P}<.001), and heart rate monitors (\textit{P}<.001) were significantly different between Finnish and Irish adolescents. In Finland, almost two-thirds (2038/3311, 61.6%) of the young adolescents reported owning or using apps to monitor physical activity, whereas in Ireland, the majority (3059/4797, 63.8%) did not own apps to monitor physical activity. Over three-quarter of the Irish adolescents do not own sports watches and this was a greater estimate than that among Finnish adolescents (2320/3311, 71.4%; \textit{P}<.001). Moreover, a quarter (791/3311, 24.4%) of the Finnish adolescents reported owning or using heart rate monitor, which was much higher than that in Ireland (421/4797, 8.8%; \textit{P}<.001).

**Cluster Analyses**

The 4 clusters were “no PATs,” “PAT owners,” “app users,” and “wearable device users” (Table 2), with a silhouette of 0.7 for cluster quality exceeding the good threshold of 0.5 [46]. The crude percentage of the individuals who reported daily MVPA was almost double among wearable device users (498/1631, 30.6%) compared to those in no PATs (576/3523, 16.3%). The estimates of those involved in active transport from cluster 1 (1033/1732, 59.6%), cluster 2 (236/373, 63.3%), cluster 3 (804/1217, 66.1%), and cluster 4 (571/826, 69.1%) and of sports clubs members (cluster 1, 1957/3523, 56.2%; cluster 2, 399/677, 59.6%; cluster 3, 1333/2200, 61.4%; and cluster 4, 1178/1631, 73.1%) were high.

**Table 2.** Features of the four clusters from pooled data and crude estimates of the behaviors.

<table>
<thead>
<tr>
<th>Features</th>
<th>Cluster 1 (No PATs), n=3523, n (%)</th>
<th>Cluster 2 (PAT owners), n=677, n (%)</th>
<th>Cluster 3 (app users), n=2200, n (%)</th>
<th>Cluster 4 (wearable device users), n=1631, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>3523 (100.0)</td>
<td>265 (39.1)</td>
<td>0 (0)</td>
<td>531 (32.6)</td>
</tr>
<tr>
<td>Own</td>
<td>0 (0)</td>
<td>412 (60.9)</td>
<td>701 (31.9)</td>
<td>85 (5.2)</td>
</tr>
<tr>
<td>Use</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1499 (68.1)</td>
<td>1015 (62.2)</td>
</tr>
<tr>
<td><strong>Smartwatches</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>3523 (100.0)</td>
<td>72 (10.6)</td>
<td>2200 (100)</td>
<td>256 (15.7)</td>
</tr>
<tr>
<td>Own</td>
<td>0 (0)</td>
<td>605 (89.4)</td>
<td>0 (0)</td>
<td>167 (10.2)</td>
</tr>
<tr>
<td>Use</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1208 (74.1)</td>
</tr>
<tr>
<td><strong>Heart rate monitors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>3523 (100.0)</td>
<td>286 (42.2)</td>
<td>2200 (100)</td>
<td>814 (49.9)</td>
</tr>
<tr>
<td>Own</td>
<td>0 (0)</td>
<td>391 (57.8)</td>
<td>0 (0)</td>
<td>204 (12.5)</td>
</tr>
<tr>
<td>Use</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>613 (37.6)</td>
</tr>
<tr>
<td><strong>Crude percentage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily MVPA\textsuperscript{a}</td>
<td>576 (16.3)</td>
<td>130 (19.2)</td>
<td>503 (22.9)</td>
<td>498 (30.6)</td>
</tr>
<tr>
<td>Active Transport\textsuperscript{b}</td>
<td>1033\textsuperscript{c} (59.6)</td>
<td>236\textsuperscript{c} (63.3)</td>
<td>804\textsuperscript{d} (66.1)</td>
<td>571\textsuperscript{d} (69.1)</td>
</tr>
<tr>
<td>Sports club</td>
<td>1957 (56.2)</td>
<td>399 (59.6)</td>
<td>1333 (61.4)</td>
<td>1178 (73.1)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}MVPA: moderate-to-vigorous physical activity.

\textsuperscript{b}Fewer people in this subcategory met the criteria of living within 5 km; therefore, the sample population for this row is different in each cluster as shown in the following footnotes.

\textsuperscript{c}n=1732.

\textsuperscript{d}n=373.

\textsuperscript{e}n=1217.

\textsuperscript{f}n=826.

**Multivariate Analyses of the Males**

In the unadjusted model (Model 1, Table 3), daily MVPA (odds ratio [OR] 1.56, 95% CI 1.29-1.87; OR 2.16, 95% CI 1.79-2.60), active transport (OR 1.41, 95% CI 1.13-1.77; OR 1.83, 95% CI 1.41-2.36), and being members of sports clubs (OR 1.32, 95% CI 1.12-1.56; OR 1.97, 95% CI 1.64-2.36) showed positive associations with male app users and wearable device users, respectively. Moreover, owners of PATs were positively associated with active travel (OR 1.40, 95% CI 1.02-1.91). After controlling for country, age, FAS, and disabilities, the associations had lower ORs and the association for active travel and app users was no longer statistically significant (Model 2, Table 3). Disabilities were also not associated with active travel.
whereas as adolescents became older, the less likely they would be involved in physical activity behaviors. Higher FAS was positively associated with daily MVPA and being a member of sports clubs, whereas it was negatively associated with active travel. There were more Irish adolescents who were members of sports clubs, but significantly fewer who took part in daily MVPA or active travel.

Table 3. Male-adjusted odds ratios and 95% confidence intervals without Model 1 and with Model 2 confounders for each cluster. Italics represents statistically significant associations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Moderate-to-vigorous physical activity&lt;sup&gt;a&lt;/sup&gt;, OR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>Active travel&lt;sup&gt;c&lt;/sup&gt;, OR (95% CI)</th>
<th>Sports club&lt;sup&gt;d&lt;/sup&gt;, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No PATs</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>PAT owners</td>
<td>1.17 (0.89-1.53)</td>
<td>1.40 (1.02-1.91)</td>
<td>1.03 (0.82-1.29)</td>
</tr>
<tr>
<td>App users</td>
<td>1.56 (1.29-1.87)</td>
<td>1.41 (1.13-1.77)</td>
<td>1.32 (1.12-1.56)</td>
</tr>
<tr>
<td>Wearable device users</td>
<td>2.16 (1.79-2.60)</td>
<td>1.83 (1.41-2.36)</td>
<td>1.97 (1.64-2.36)</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No PATs</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>PAT owners</td>
<td>1.07 (0.81-1.42)</td>
<td>1.19 (0.84-1.69)</td>
<td>1.08 (0.85-1.37)</td>
</tr>
<tr>
<td>App users</td>
<td>1.27 (1.04-1.55)</td>
<td>1.06 (0.82-1.36)</td>
<td>1.37 (1.15-1.62)</td>
</tr>
<tr>
<td>Wearable device users</td>
<td>1.83 (1.49-2.23)</td>
<td>1.39 (1.04-1.86)</td>
<td>1.88 (1.55-2.28)</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.46 (0.39-0.54)</td>
<td>0.26 (0.21-0.32)</td>
<td>1.44 (1.25-1.67)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Older</td>
<td>0.69 (0.63-0.77)</td>
<td>0.59 (0.50-0.69)</td>
<td>0.68 (0.62-0.74)</td>
</tr>
<tr>
<td><strong>Family Affluence Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Higher</td>
<td>1.22 (1.08-1.37)</td>
<td>0.78 (0.66-0.92)</td>
<td>1.39 (1.23-1.55)</td>
</tr>
<tr>
<td><strong>Disability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>With</td>
<td>0.59 (0.45-0.77)</td>
<td>1.00 (0.74-1.40)</td>
<td>0.60 (0.49-0.73)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reference=not daily, Nagelkerke $R^2$ (Model 1)=0.026, Nagelkerke $R^2$ (Model 2)=0.102.

<sup>b</sup>OR: odds ratio.

<sup>c</sup>Reference=motorized, Nagelkerke $R^2$ (Model 1)= 0.017, Nagelkerke $R^2$ (Model 2)=0.217.

<sup>d</sup>Reference=not member, Nagelkerke $R^2$ (Model 1)=0.020, Nagelkerke $R^2$ (Model 2)=0.075.

**Multivariate Analyses of the Females**

In the unadjusted model (Model 3, Table 4), wearable device users were twice as likely to report MVPA (OR 2.45, 95% CI 2.00-3.02) and be member of organized sports (OR 2.29, 95% CI 1.91-2.74). The associations were not as strong for app users, and for active travel, the association was similar between app users (OR 1.24, 95% CI=1.01-1.53) and wearable device users (OR 1.28, 95% CI 1.01-1.63). Owners of PATs were more likely to be members of sports clubs (OR 1.31, 95% CI 1.01-1.68) when compared to the no PATs cluster. After controlling for country, age, FAS, and disabilities (Model 4, Table 4), the ORs were lower, but the model strengths were stronger. There were no significant differences between no ownership or usage of PATs and any cluster of PATs. Females with and without disabilities were not different in terms of MVPA and active travel.
Table 4. Female-adjusted odds ratios and 95% confidence intervals without Model 3 and with Model 4 confounders for each cluster. Italics represents statistically significant associations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Moderate-to-vigorous physical activity&lt;sup&gt;a&lt;/sup&gt;, OR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>Active travel&lt;sup&gt;c&lt;/sup&gt;, OR (95% CI)</th>
<th>Sports club&lt;sup&gt;d&lt;/sup&gt;, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Owners</td>
<td>1.21 (1.06-1.47)</td>
<td>0.92 (0.65-1.30)</td>
<td>1.31 (1.01-1.68)</td>
</tr>
<tr>
<td>App user</td>
<td>1.61 (1.42-1.96)</td>
<td>1.24 (1.01-1.53)</td>
<td>1.21 (1.04-1.40)</td>
</tr>
<tr>
<td>Wearable device user</td>
<td>2.45 (2.19-2.60)</td>
<td>1.28 (1.01-1.63)</td>
<td>2.29 (1.91-2.74)</td>
</tr>
<tr>
<td><strong>Model 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Owners</td>
<td>1.27 (1.08-1.47)</td>
<td>1.14 (0.76-1.72)</td>
<td>1.27 (0.97-1.66)</td>
</tr>
<tr>
<td>App user</td>
<td>1.49 (1.20-1.85)</td>
<td>0.98 (0.76-1.25)</td>
<td>1.25 (1.07-1.50)</td>
</tr>
<tr>
<td>Wearable device user</td>
<td>2.25 (1.80-2.82)</td>
<td>0.91 (0.68-1.21)</td>
<td>2.07 (1.71-2.52)</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.38 (0.31-0.45)</td>
<td>0.16 (0.13-0.20)</td>
<td>1.35 (1.17-1.55)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Older</td>
<td>0.55 (0.49-0.62)</td>
<td>0.50 (0.43-0.59)</td>
<td>0.62 (0.57-0.68)</td>
</tr>
<tr>
<td><strong>Family Affluence Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>Higher</td>
<td>1.19 (1.04-1.36)</td>
<td>0.85 (0.72-0.99)</td>
<td>1.57 (1.42-1.75)</td>
</tr>
<tr>
<td><strong>Disability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
<td>Reference (1.0)</td>
</tr>
<tr>
<td>With</td>
<td>1.00 (0.76-1.31)</td>
<td>1.19 (0.89-1.58)</td>
<td>0.59 (0.48-0.71)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reference=not daily, Nagelkerke R² (Model 3)=0.030, Nagelkerke R² (Model 4)=0.141.
<sup>b</sup>OR: odds ratio.
<sup>c</sup>Reference=motorized, Nagelkerke R² (Model 3)=0.005, Nagelkerke R² (Model 4)=0.320.
<sup>d</sup>Reference=not member, Nagelkerke R² (Model 3)=0.028, Nagelkerke R² (Model 4)=0.109.

**Discussion**

**Principal Results**

Apps were owned by approximately two-thirds of the Finnish adolescents and by one-third of the Irish adolescents, with more females in both countries owning apps than males. The estimates of sports watch ownership or use is 28.6% (928/3311) among young Finns and 22.1% (1058/4797) among young Irish adolescents. Approximately 9.2% (305/3311) of the Finnish adolescents and 6.5% (311/4797) of the Irish adolescents use heart rate monitors. Despite these differences, the clustering patterns of PATs were similar between both the countries.

Four cluster patterns for PATs were identified: (1) no PATs, (2) PAT owners, (3) app users, and (4) wearable device users. Compared to individuals in the no PATs cluster, wearable device users had stronger association with physical activity behaviors (daily MVPA, sports club member, active travel). The likelihood of taking part in daily MVPA, being a member of a sports club, or travelling to school by foot or bike among females was higher than that in males, thereby indicating strong positive associations between PAT usage and physical activity behaviors.

More males than females reported meeting the physical activity guidelines of daily MVPA for at least 60 minutes per day [47]. Moreover, approximately twice as many males and two-and-a-half times as many females in Finland reported meeting the daily MVPA guidelines (ie, ≥60 minutes) compared to Irish males and females. Finland tends to perform better than Ireland in studies that report international comparisons of MVPA [48], thereby indicating that the results of this study aligns with other international level findings. Over two and three times as many Finnish males and females, respectively, take part in active travel to school compared to Irish adolescents. The differences in the membership of sports clubs were not statistically significant between the adolescents in the 2 countries. According to the results of the 2016 Global Matrix on physical activity, there were similar differences in the grades between the Finland and Ireland [49].
The majority of the reports from the adult surveys suggest that there are similarities in the use of PATs between Finland and Ireland [50,51]. However, in this study, there were significantly more Finnish adolescents who owned or used PATs compared with their Irish counterparts. In 2016, approximately 53% of the Finnish adolescents aged between 11 years and 15 years reported to own apps [34]; however, this study (2018 data) shows that the rate of app ownership increased to approximately 62%, which is a 9% increase in a 2-year period. There was also a notable increase in the ownership of sports watches and heart rate monitors between 2016 and 2018, and this has followed the rate of market penetration in the last 2 years [19]. This is the first time that PAT figures from Irish adolescents have been reported, and data suggest that adolescents reported a higher rate of ownership of apps (36.2%) when compared to an Irish 18-24-year-old cohort (20%) [50]. Based on these growth figures, it may be viable to design interventions using physical activity apps in Finland currently and in the near future, whereas in Ireland, more adoption is needed for natural experiments or trials to take place; otherwise, interventions would need to control the novelty effect of introducing a new wearable device [24].

Comparison With Prior Work

**PATs and Daily MVPA**

Both male and female users of apps and wearable devices had positive associations with daily MVPA compared to adolescents with no PATs. However, the physical activity behaviors of young adolescents who merely own but reported to not use PATs were not statistically different from that of individuals in the no PATs cluster. Some of the underlying reasons for these results can be related to the ownership and usage of PATs as a proxy for readiness for the behavior [52]. The functions available in PATs can enable regular monitoring [53], self-comparison of previous performances, and setting targets for current performances [9], and these are all deemed to be effective behavioral change techniques, as reported in previous studies [20]. As such, the feedback from PATs to the individual can be of educational benefit to the user [54]. The details of the habits in using PATs need to be explored further to understand the mechanisms of these associations, particularly as individuals introduced to PATs in interventions experience attrition [17], thus limiting the sustainability of behavior change.

**Use of PATs in Organized Sport**

Similar to the users’ associations with MVPA, app users and wearable device users were more likely to report memberships in sports clubs, when compared to individuals with no PATs. Depending on the features and functionality of the specific PATs that individuals use, young adolescents can share data with other members of the sports club. This may increase motivation among males, as males are known to boast about their achievements with their peers [29]. Moreover, PATs could be used to support coaching practices by providing individualized information on athletes’ performance. Data have been used, wherein feedback on the physiological parameters such as heart rate can be informative to athletes and could reduce overtraining and thus the risk to injuries [55]. This is a promising area of development within wearable technology, wherein safety promotion and injury prevention features are built in. Seshadri and colleagues [56] further suggest that noninvasive sensors around the body such as earrings, headphones, rings, or articles made within textiles can act as a crucial pieces of technology to reduce the risk of injuries. Gabbett [57] argued that training harder can be protective of injuries if done smartly and if assisted through trackable data. This may be an important message for the general adolescent population, where health promoters aim to increase the levels of physical activity through careful planning to build up physical fitness. Not only do individuals have feedback on their own behavior, as postulated by the control theory, but the ideas and the information for taking part in more physical activities can be supported by the environment of sports clubs—typically the youth sports coach.

**Active Travel and PATs**

After adjusting for country, age, family affluence, and disabilities, the only significant association observed was between the male users of wearable devices and active travel. Although there are studies that suggest that PATs can help support more walking [21,27], previous studies have been based primarily on adults and the active travel behaviors of young adolescents are known to be heavily influenced by their parents [58]. Furthermore, distances between home and school that were considered as too far were over 4 km (2.5 miles) in Ireland [59] and 5 km or more away from the school in Finland, which resulted in a large reduction in the number of active commuters among young Finnish adolescents [60]. None of the adolescents in this study could legally use their own independent motorized transport by the age of 15 years, and yet, the active transport behavior was extremely different between Finland and Ireland. These national differences have been previously reported in the Global Matrix 2.0 physical activity report card, where Finland was graded “B” and Ireland as “D” [49].

Research on active travel is limited in terms of PATs; however, there have been some initiatives to promote active travel directly or indirectly through gamification [61,62]. These programs may start off well as the excitement of gamification kicks in, but later, the novelty can wear off, thereby reducing the potential to have sustained active travel [24]. Attrition may be avoided if designers of PATs use an established framework for functionalities in apps [63] and follow the principles around design and usage, as outlined by Attig and Franke [17].

Other initiatives for promoting active school travel and physical activity in general in schools may be created by using step challenges [54]. For young adolescents, such activities need to be considered with care. There could be negative effects [64] because some students have reported that they feel such challenges are impossible to win, given the head start others have on them if they started early in the morning. Alternatively, young adolescents have the feeling of guilt for not keeping up with the pace of their friends, as Goodyear and colleagues termed as “peer surveillance” [54].

Other innovative ways to increase active transport require the combination of technology with the Internet of Things, relying upon multiple sensors such as gyroscopes, GPS, and connectivity sensors so that students can interact more with each other [65]. In a previous study, children took part in a
design session and identified that a light backpack and track commuting with their friends provided more opportunities to socialize [66]; this is an example of going beyond the concept of PATs for the purpose of tracking physical activity, but these can be used as a tool to engage with peers. The concept of wearables on bags is not a new idea, as the concepts have been considered already in the early part of the millennium [67], but it seems that commercial companies have been slow to convert this into the market.

**Theoretical Perspectives**

Despite the differences in the levels of ownership and usage of PATs, this study found similarities in the clusters between Finnish and Irish adolescents. One of the limitations of the cluster analysis is the data-driven approach, which may lack representativeness outside of the population studied [68]. However, it is a recognized approach to investigate hierarchies and commonalities among groups [69]. It is likely that the difference between the 4 cluster groups is a combination of readiness for behavioral change [70] as well as a personal investment for self-quantification purposes [33,71]. The majority of the apps are free and can perform many of the same tasks, as what wearables can offer in terms of measuring the minimum level of physical activity for health, although it should be noted that the majority of the currently available PATs have been designed with the adult user in mind. Even with the latest models designed for children, the functions of PATs could be better improved to meet the needs of the young users [9]. Central to the sustainable use of PATs is the way in which feedback is given to the user. According to the control theory [33], a feedback loop is introduced between the motives and the behavior. As more wearable devices become available, this can form a part of the identity of an individual or be worn as a fashion item such as jewelry [65], which may be more appealing to females. Stronger beliefs can be seen through stronger commitment to a behavior [72]. Therefore, further research may be needed in the areas of clustering PAT ownership and usage with the role to maintain physical activity behaviors.

**Covariates of Associations**

In both Finland and Ireland, there is a clear association between affluence and frequency in taking part in organized sports [11,73], as demonstrated in the fully adjusted model 2 and 4 for males and females, respectively. Moreover, there was a decline in physical activity behaviors among the older adolescent cohort. In addition, disabilities were negatively associated with sports club membership and MVPA participation for males only. Similar findings have been reported in female populations across 15 European countries [74], and this could be related to the already existing low levels of physical activity participation among females. Nonetheless, several studies have been conducted on PATs to improve the lives of people with impairments [75-78]. Given these study findings, female user-friendly PATs may be a potentially worthwhile future area of research.

**Strengths and Limitations**

The data in this study were collected through self-report surveys, and reporting bias from this type of measurement tool is a common limitation in cross-sectional survey-based studies. The data in this study were collected from national representative samples, and such inconsistencies would be typically eradicated by using larger representative samples. Although we attempted to harmonize our data as much as possible, not all items were the same, specifically when translated into the English language. However, the cultural translation, rather than the literal translation, was used in the study to make comparisons possible. This process was carried out by a researcher (KN) with competences in both languages and cultures. Other study limitations are that some residual confounders may be more relevant in one country when compared to the other and therefore were not comparable although stratification by gender and controlling for country, age, family affluence, and disability were included in the adjusted models. Finally, the survey and data collection only gave the options for the respondents to report 3 main types of PATs, and as the market continues to grow, the researchers may have missed some information related to the behaviors from other types of PATs, and the time during which the individual has owned the PATs. The results of this study were cross-sectional, and the length of time that the individuals have been using PATs has not been reported. Increased understanding about the PAT use of young adolescents is needed to not only consider it as a useful tool for promoting physical activity during the adolescent years but also to use it as a part of the daily life at a later stage in adulthood.

**Conclusions**

The growing pervasiveness of PAT use across both Finland and Ireland is evident in our study, with similar clustering properties. The association between PAT usage and MVPA provides very useful information for both researchers and practitioners. Evidence from this study highlights the positive physical activity behaviors in adolescents who regularly use and wear PATs, particularly with regards to males. The emergence, pervasiveness, and reducing cost of wearable PATs presents opportunities for researchers to incorporate these into interventions to promote physical activity among young adolescents. Moreover, the application of evidence emerging from physical activity behavior change studies could inform the design and function of future PATs. National efforts in Finland and Ireland should consider using effective dissemination strategies seeking to increase the prevalence of youth gaining access to these wearable devices, while of course acknowledging the feasibility and cost constraints in existence. Advances in technology coupled with reductions in the cost of PATs offer researchers a more viable opportunity to target adolescent-specific physical activity interventions to increase the number of individuals meeting the physical activity guidelines.
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Abstract

Background: Apps for real-time continuous glucose monitoring (CGM) on smartphones and other devices linked to CGM systems have recently been developed, and such CGM apps are also coming into use in Japan. In comparison with conventional retrospective CGM, the use of CGM apps improves patients’ own blood glucose control, which is expected to help slow the progression of type 2 diabetes mellitus (DM) and prevent complications, but the effect of their introduction on medical costs remains unknown.

Objective: Our objective in this study was to perform an economic appraisal of CGM apps from the viewpoint of assessing public medical costs associated with type 2 DM, using the probability of developing type 2 DM–associated complications, and data on medical costs and utility value to carry out a medical cost simulation using a Markov model in order to ascertain the cost-effectiveness of the apps.

Methods: We developed a Markov model with the transition states of insulin therapy, nephrosis, dialysis, and cardiovascular disease, all of which have a major effect on medical costs, to identify changes in medical costs and utility values resulting from the introduction of a CGM app and calculated the incremental cost-effectiveness ratio (ICER).

Results: The ICER for CGM app use was US $33,039/quality-adjusted life year (QALY).

Conclusions: Sensitivity analyses showed that, with the exception of conditions where the transition probability of insulin therapy, utility value, or increased medical costs increases, the ICER for the introduction of CGM apps was below the threshold of US $43,478/QALY used by the Central Social Insurance Medical Council. Our results provide basic data on the cost-effectiveness of introducing CGM apps, which are currently starting to come into use.

(J Med Internet Res 2020;22(9):e16053) doi:10.2196/16053
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Markov model; telehealth; continuous glucose monitoring (CGM); type 2 diabetes mellitus; cost-effectiveness; incremental cost and effective ratio (ICER)
Introduction

According to a 2016 World Health Organization (WHO) global report of patients with type 2 diabetes mellitus (DM), there are currently over 420 million people with this condition worldwide, a 3.9-fold increase compared with 1980 [1]. In Japan, the number of people with type 2 DM reached 3.29 million in 2017, representing an increase of over 120,000 from the previous survey in 2014 [2]. The increased medical costs of diabetes and related complications associated with the rising number of people with type 2 DM are becoming an issue [3]. The total medical cost of type 2 DM in Japan is US $10.6 billion, and the cost of related diseases is US $38.3 billion, accounting for around 14% of the country’s total medical expenditure of US $354.8 billion [4]. The complications of type 2 DM include nephropathy, neuropathy, and retinopathy; nephropathy, in particular, is a driver of increasing medical costs because patients with this condition frequently transition to dialysis, which costs around 5 million yen per year. To prevent medical costs from ballooning further, it will be necessary to both prevent the onset of type 2 DM itself and control its complications, which requires control of elevated blood glucose levels with insulin administration or oral medication. Proactive treatments to lower blood glucose levels, however, are leading to increases in the occurrence of cardiovascular disease and coma as side effects of hypoglycemia [5,6]. In a recent large-scale retrospective study using a medical fees database, around 20,000 patients with type 2 DM were hospitalized annually for hypoglycemia, 3.8% of whom died [7]. In the same analysis, the estimated incidence of hypoglycemia in patients with type 2 DM was 2.1 episodes/1000 people/year and was associated with incidents such as traffic accidents and falls. Preventing the progression of type 2 DM and its associated complications thus requires treatments to control hyperglycemia while avoiding putting patients in a hypoglycemic state, and this necessitates the daily real-time assessment of blood glucose levels by individual patients. One current method of hypoglycemia management for patients with type 2 DM is retrospective continuous glucose monitoring (CGM), in which blood glucose measurements over a certain period are aggregated and the user examines them after the event to determine any trends [8-10], but this method entails measuring blood glucose levels at regular intervals, and checking blood glucose levels in real time and taking measures to avert hypoglycemia or other conditions are difficult tasks. To resolve this issue, apps for real-time CGM on smartphones and other devices linked to CGM systems have recently been developed, and such CGM apps are also coming into use in Japan. CGM apps enable medical staff in distant locations and patients’ families to monitor and share blood glucose level data via smartphones or other mobile devices. Clinical trials are currently underway to investigate the clinical effectiveness of CGM apps in actual use, such as whether they reduce the incidence of complications or have any effect on HbA1c levels, and it is hoped that, in comparison with conventional retrospective CGM, they may help delay the progression of type 2 DM and control complications by improving patients’ own blood glucose control, enabling real-time patient guidance and family members to monitor patients’ blood glucose levels. In advance of their introduction, however, simulations to establish their effect on medical costs will also be required. Our objective in this study was to carry out an economic evaluation of CGM apps from the viewpoint of assessing public medical costs associated with type 2 DM, using a Markov model of the probability of transitioning to type 2 DM–associated complications and data on medical costs and utility value to carry out a medical cost simulation in order to ascertain the cost-effectiveness of the apps.

Methods

Analysis Design

The subjects of this study were patients with type 2 DM receiving insulin therapy, and changes in their medical costs and utility values as the result of the introduction of a CGM app were estimated using a Markov model. In general, there are several modeling designs to measure or simulate cost-effectiveness, of which the most common are the Markov and decision tree models. The latter is used in situations where cost-effectiveness of multiple treatments are evaluated, when the patient condition changes irreversibly, or with a relatively short time period, while the Markov model is more suitable for diseases that span longer time periods, such as chronic diseases [11]. The duration of DM treatments is generally long, and the patient condition can change multiple times. For these reasons, the Markov model was more suitable than the decision tree model for this study.

The main patient states in the constructed model were diabetic nephropathy, dialysis, and cardiovascular disease, all of which have major effects on the medical costs of patients undergoing insulin treatment. To simulate this in a more detailed way, the patient’s disease situation was classified as any of following; insulin therapy, microalbuminuria, macroalbuminuria, end-stage renal disease (ESRD) dialysis, cardiovascular events, or death. The assumption was that the first complication developed by patients receiving insulin therapy would be diabetic nephropathy, followed by either cardiovascular disease induced by type 2 DM or the introduction of dialysis. It was also assumed that diabetic nephropathy would progress to the point at which dialysis was required. The model also assumed that patients with diabetic nephropathy, with cardiovascular disease, or undergoing dialysis would eventually die. The Markov model was updated at yearly intervals for a 20-year analysis period (Figure 1).

The Markov model was adopted to define the patient’s chronic condition at any point in time. The construction of the model is based on the Markov property that the state at any time point is dependent only on the state at the previous time point. If the initial number of patients used in the model is $X$, the model is updated at 1-year intervals, and the total time period is $n$ years, the medical costs of state $k$ ($k = j_1, j_2, j_3, ..., j_q$) in year $t$ ($t = 1, 2, 3, ..., n$) can be expressed by Equation (1), where the transition probability is $P(j_t | j_{t-1}) = P(k_t = j_t | k_{t-1} = j_{t-1})$ and the discount rate on yearly medical costs is 4%, with $C_{kt} = C_{jt}(1+0.04)^{t}$ [8]. Similarly, the total medical costs in the model...
can be expressed as the cumulative sum for the patient states over the number of years concerned.

**Figure 1.** Overview of the Markov model. CGM: continuous glucose monitoring; DM: diabetes mellitus; ESRD: end-stage renal disease.

### Initial Sample Size

We initially included 1.2 million patients identified as undergoing insulin therapy from open data held in the NDB (the Japanese national database of health insurance claims and specific health checkup data) published by the Ministry of Health, Labour and Welfare (MHLW) [12]; after the number of patients was adjusted for the number of times a claim was made for a “blood glucose self-measuring instrument,” the final sample size included 686,000 patients judged to be capable of using a CGM, who had not developed nephrosis [13], who were able to use a smartphone [14], and who had not had any skin problems caused by sensor-induced itching [15]. Surveys have indicated that the rate of use of health care apps is approximately 10% [16], and it was assumed that this will tend to increase in the future, so the transition probability that patients will start using the app was set to correspond to 15% of the patients in the study over the 20-year period assumed by the model, equivalent to 100,000 users.

### Assignment of Transition Probabilities in the CGM App Non-Use Model

The transition probability that patients receiving insulin therapy would develop diabetic nephropathy was assigned with reference to the results of the Kumamoto Study [13] of type 2 DM patients in Japan. The transition probability that patients with diabetic nephropathy would develop cardiovascular disease induced by type 2 DM was defined using results of the United Kingdom Prospective Diabetes Study [17]. The ultimate transition probability from diabetic nephropathy to death was defined using the Japan Society for Dialysis Therapy Annual Report [18], and the transition probability from cardiovascular disease induced by type 2 DM to death was defined with reference to the numbers of deaths from different diseases published by the MHLW [19]. This shows the transition probabilities between the different states for patients not using a CGM app (upper part of Figure 1). We treated the transition probabilities in the models as constant values during the time horizon.

### Assignment of Transition Probabilities in the CGM App Use Model

The probability that patients undergoing insulin therapy while using a CGM app was defined as 2.6% of the initial patient population described previously. The transition probability that patients receiving insulin therapy while using any CGM app would develop diabetic nephropathy was obtained from the rate of onset of patients in the Kumamoto Study [13], which is a randomized prospective 6-year study of complications of type 2 DM. The other transition probabilities for patients using a CGM app were assumed to be equivalent to those of patients not using such an app. Sensitivity analyses were conducted to investigate the effects of the probabilities so as to exclude arbitrariness of value selection at this point.

### Validity of the Models

Finally, to verify the validity of the Markov model for CGM app non-use, clinical data not used in the development of the model were used to verify the estimated medical costs. This shows the transition probabilities between the different states for patients using a CGM app (lower part of Figure 1).

### Assignment of Quality-Adjusted Life Years (QALY)

The index of effectiveness used in the cost-effectiveness analysis performed in this study was quality adjusted life years (QALY). QALY is an indicator of survival that takes quality of life into account. The utility value was set at 1 for good health and 0 for death, with states under illness expressed as numbers between 0 and 1. Utility values can be measured by means such as quality of life surveys.
Table 1. Probability value of each patient condition.

<table>
<thead>
<tr>
<th>Transition (to each condition)</th>
<th>Probability value, %</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulin therapy</td>
<td>2.60</td>
<td>National Health and Nutrition Survey [20]</td>
</tr>
<tr>
<td><strong>Microalbuminuria</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App use group</td>
<td>4.8</td>
<td>Statistics of Medical Care Activities in Public Health Insurance [21]</td>
</tr>
<tr>
<td>App non-use group</td>
<td>1.6</td>
<td>Statistics of Medical Care Activities in Public Health Insurance [21]</td>
</tr>
<tr>
<td>Macroalbuminuria</td>
<td>2.80</td>
<td>United Kingdom Prospective Diabetes Study 64 [17]</td>
</tr>
<tr>
<td>Dialysis</td>
<td>2.30</td>
<td>Patient surveys [22]</td>
</tr>
<tr>
<td>Cardiovascular events</td>
<td>10.0</td>
<td>Viana et al [23]</td>
</tr>
<tr>
<td>Death</td>
<td>12.3</td>
<td>Patient surveys [22]</td>
</tr>
</tbody>
</table>

In this study, we used the utility value measured for type 2 DM patients in Japan. When they could not be obtained from the literature, the utility values for patients with complications were analyzed as the range of variation in the sensitivity analysis ±10% so as to grasp the range of uncertainty, which at the same time excludes arbitrariness in the setting of each parameters. For example, the utility values for the different stages of diabetic nephropathy, one of the conditions addressed in this study, comprising microalbuminuria, macroalbuminuria, and ESRD, were assumed to be values for diabetic nephropathy during insulin therapy without taking the stage classification by Sakamaki et al [24] into account. The utility values of diabetic nephropathy in patients undergoing insulin treatment in combination with either a cardiovascular event or dialysis were taken from the literature, as shown in Table 1. A 4% discount rate was applied to utility values.

**Assignment of Medical Costs**  
To start with, values for the medical costs of insulin therapy, microalbuminuria, macroalbuminuria, ESRD, cardiovascular disease (induced by type 2 DM), and dialysis were taken from those used in previous studies [25-30] (Table 2). The medical cost of a CGM app was calculated as the cost of a CGM sensor (US $57.39 [6,600 yen] \times 3) and transmitter (US $761.74 [87,600 yen]), with the cost of installing and using the app on a mobile device assumed to be free. The medical costs of the various complications, such as developing ESRD while undergoing insulin therapy, were calculated by combining the costs of the different states, as shown in Table 3. The medical costs used in this study were based on outpatient treatment.

To calculate the changes in medical costs for each disease state, the yearly medical costs and the yearly transition probabilities were multiplied by the initial numbers of patients, and the values were aggregated over a 20-year period. Medical expenses estimated from the Markov model for \( n \) years were calculated using Equation (2). In this equation, all indices are the same as in Equation (1).

Table 2. Utility value of each patient condition.

<table>
<thead>
<tr>
<th>Patient condition</th>
<th>Utility value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulin therapy</td>
<td>0.83 (0.79-0.88)</td>
<td>Sakamaki et al [24]</td>
</tr>
<tr>
<td>Insulin therapy + diabetic nephropathy</td>
<td>0.81 (0.72-0.90)</td>
<td>Sakamaki et al [24]</td>
</tr>
<tr>
<td>Microalbuminuria</td>
<td>0.81</td>
<td>Sakamaki et al [24], Okubo et al [31]</td>
</tr>
<tr>
<td>Macroalbuminuria</td>
<td>0.81</td>
<td>Sakamaki et al [24], Okubo et al [31]</td>
</tr>
<tr>
<td>End-stage renal disease</td>
<td>0.81</td>
<td>Sakamaki et al [24], Okubo et al [31]</td>
</tr>
<tr>
<td>Cardiovascular events</td>
<td>0.71</td>
<td>Hara et al [25]</td>
</tr>
<tr>
<td>Diabetic nephropathy</td>
<td>0.68</td>
<td>Takura et al [26]</td>
</tr>
</tbody>
</table>
Investigation of the Validity of the Markov Model

We investigated the validity of our Markov model from two aspects. The first was its internal validity, in which we considered it from the perspectives of whether it fully expressed the natural progression of the states concerned and whether the parameters used were appropriate. The second was its external validity, which we investigated by replacing the clinical data used in the model with other data and examining whether the estimated values thus obtained were appropriate. We picked up complications associated with DM, particularly the medical expenditure of a complication. In the process of model construction and selection of the parameters, the model overview and each parameter were reviewed by a cardiology specialist. At the same time, we adopted the values of the parameters from previous studies conducted in Japan. These operations guaranteed the validity of our Markov model, and we judged it could concisely express the progression of the states and the difference of medical expenditure derived from type 2 DM.

Results

Medical Costs

The total medical costs for patients undergoing insulin therapy were US $50,417,581,024 over 20 years with the use of a CGM app and US $47,817,427,894 over 20 years without app use, an increase of US $2,600,153,130 over 20 years. The increases in utility value, ICER, and QALY over 20 years were 78,699, US $33,039/QALY, and 0.11 QALY per person, respectively.

In terms of the medical costs for each patient state, CGM app use increased the costs (over 20 years) of insulin therapy (US $3,503,535,847), macroalbuminuria (US $20,981,856), and dialysis (US $1,465,525), whereas it decreased the cost (over 20 years) of microalbuminuria (US $842,698,713), ESRD (US $4,280,039), and cardiovascular disease (US $78,851,346). In terms of changes in patient numbers, the number of patients undergoing insulin therapy increased by 21,649 people over 20 years, and the number with macroalbuminuria increased by 830 people over 20 years, whereas the number of patients with microalbuminuria decreased by 13,547 people over 20 years, with ESRD by 22 people over 20 years, undergoing dialysis by 23 people over 20 years, and with cardiovascular disease by 3357 people over 20 years. There were 5529 fewer deaths over 20 years.

Sensitivity Analyses

The sensitivity analysis of transition probabilities showed that the minimum and maximum ICERs (US $26,989/QALY and US $54,650/QALY) were obtained when the transition probability from insulin therapy to macroalbuminuria was 0.5 times or 2 times the standard value (1.24% and 5.35%, respectively; Figure 2). The sensitivity analysis of utility values showed that a variation of ±5% in the utility value of insulin therapy caused the ICER to vary from US $21,516/QALY to US $71,142/QALY (Figure 3). Finally, the sensitivity analysis of medical costs showed that the maximum variation occurred when the medical cost of insulin therapy was increased by 10% (US $42,436/QALY) and the medical cost of macroalbuminuria was decreased by 10% (US $31,732/QALY; Figure 4). We carried out sensitivity analyses to investigate the effect of variations in the CGM app use model parameters (transition

Table 3. Medical fee for each patient status.

<table>
<thead>
<tr>
<th>Patient condition</th>
<th>Annual medical expenses, US $ (yen)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulin therapy</td>
<td>4,891.76 (562,552)</td>
<td>Ministry of Internal Affairs and Communication [19], Wong et al [15],</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dentsu Digital [16]</td>
</tr>
<tr>
<td>Cardiovascular events from diabetes</td>
<td>3587.30 (412,540)</td>
<td>Dentsu Digital [16]</td>
</tr>
</tbody>
</table>

aESRD: end-stage renal disease.
bCGM: continuous glucose monitoring.
probabilities, utility values, and medical costs) on the ICER. First, the results of the sensitivity analysis of transition probabilities showed that the ICER for transitioning from insulin therapy to macroalbuminuria was US $54,650/QALY. Although this is below the ICER used by the WHO [29], it greatly exceeds the value of US $43,478 (5 million yen) per QALY used by the Central Social Insurance Medical Council. The same trend was also evident for the second and third highest ICERS, which were seen when the transition probabilities from insulin therapy to microalbuminuria and from microalbuminuria to macroalbuminuria, respectively, were increased. From the ICER perspective, the introduction of CGM apps for patients who develop diabetic nephropathy and whose condition progresses rapidly should be viewed with caution. Next, the results of the sensitivity analysis of utility values showed that a reduction in the utility value of insulin therapy dramatically increased the ICER (to US $71,142/QALY). However, as the utility value for insulin therapy used in this study for patients using a CGM app was similar to that for patients not using such an app, the introduction of CGM apps is unlikely to cause the utility value to decline, and it is more likely that a rise in the utility value would decrease the ICER. Increasing the utility value by 10% may also reduce the ICER to US $21,516/QALY. With respect to the effect of a decrease in the utility value of microalbuminuria, which exhibited a high ICER, the value of US $35,517/QALY was well below the value of US $43,478/QALY used by the Central Social Insurance Medical Council, suggesting that it did not correspond to a factor causing major variation in the ICER obtained in this study. Finally, the sensitivity analysis of medical costs showed that an increase of 10% in the cost of insulin therapy increased the ICER from US $33,039/QALY to US $42,436/QALY (increase of US $9397/QALY), but this was very close to the value used by the Central Social Insurance Medical Council (US $43,478/QALY), suggesting that the introduction of CGM apps should be considered even if the cost of insulin therapy and other medical costs were to increase.

The WHO suggests that the ICER for the introduction of a new medical technology should be no more than three times GDP per capita [32]. Applied to the GDP of Japan, this figure would be US $116,649/QALY (as of 2016). The ICER used by the Central Social Insurance Medical Council is US $43,478/QALY (5,000,000 yen/QALY), less than one-quarter of the value proposed by the WHO. The ICER obtained in this study (US $33,039/QALY) is well below either of these two thresholds. In comparison, cost-effectiveness analyses of retrospective CGM (in type 1 DM patients) have reported ICERS between US $41,000/QALY and US $99,000/QALY [33-35]. For example, a cost-effectiveness analysis of self-injection compared with CGM plus intensified insulin therapy found that, over a period of 33 years, the ICER for CGM plus intensified insulin therapy was US $45,033/QALY [32]. The ICER for the introduction of CGM apps that we found in our study (US $33,039/QALY) was thus both lower than the ICER for the conventional method of retrospective CGM and the ICERS suggested by the WHO and the Central Social Insurance Medical Council (US $116,649/QALY and US $43,478/QALY, respectively), indicating that the introduction of this medical technology should be considered in Japan.

Figure 2. Sensitivity analysis of the incremental cost-effectiveness ratio (ICER) using transition probabilities. CVD: cardiovascular disease; ESRD: end-stage renal disease; QALY: quality-adjusted life year.
Discussion

In this study, we used a Markov model to calculate the ICER of the use of a CGM app to investigate the cost-effectiveness of such apps for patients receiving insulin treatment and calculated that the ICER was US $33,039/QALY.

Internal and External Validity of the Model

The model used in this study was developed around the medical costs for patients undergoing insulin treatment with a focus on diabetic nephropathy, dialysis, and cardiovascular disease, all of which entail high medical costs. As far as possible, the values assigned to the parameters were obtained from publications describing patients of similar ages and backgrounds. The transition probability values and utility values for patients using a CGM app were basically taken from clinical data on intensified insulin therapy with the aim of avoiding any overestimation of the effect achieved by the introduction of CGM apps, and although the range of variation in the parameters as a result of the introduction of CGM apps is currently unclear, this was assured by sensitivity analysis. For our model in this study, we chose diseases with a major effect on medical costs and for which data on each of the parameters were available; for this reason, the model did not include neuropathy and retinopathy, two of the three major complications of type 2 DM. Because we were unable to obtain sufficient data on the proportion of patients whose diseases improved, this was not reflected in our model. On these two points, the model must be revised and revalidated as and when usable clinical data are published in the future.
In terms of the external validity of the model, a comparison of the transition probability for diabetic nephropathy used in this study and the prevalence reported by Yokoyama et al [36] showed that the prevalence of nephropathy in our study was higher until year 18 of type 2 DM, but that subsequently it was lower. One reason may have been that the prevalence of diabetic nephropathy is known to increase in patients who have had type 2 DM for longer [36], and the patients in the study by Yokoyama et al [36] were aged ≤30 years, whereas the data used in our study came from patients aged approximately 50 years. The difference in the transition probability caused by this age difference meant that the patients in our study may have transitioned to the state of death earlier than those studied by Yokoyama et al [36]. Although the clinical data were obtained from patients with diverse attributes, including some who had already developed complications, for the patients simulated in this study, the analysis started from the state of receiving insulin therapy alone, and this may have been another reason for the differences in prevalence.

The reported incidences of cardiovascular events induced by type 2 DM include those obtained from the Hisayama Study (5/1000 people/year) [37] and the Japan Diabetes Complications Study (14.7-17.4/1000 people/year) [38], and despite the differences in patient attributes, we obtained a similar rate in our study (11.0/1000 people/year over 20 years). Evidence from cohort studies will be required for further internal validation of the state of cardiovascular events. For dialysis, according to materials published by the Japan Society for Dialysis Therapy [18], diabetic nephropathy was the reason for the introduction of dialysis in 43.2% of patients who started dialysis in 2015. A calculation of the proportion of the 3,166,000 type 2 DM patients who were undergoing insulin therapy in 2015 and started on dialysis for diabetic nephropathy who were aged 70-75 years found that they constituted 24.18% of such patients, and in our model, the 1.20 million patients undergoing insulin treatment who were aged 70 years (after 20 years) also accounted for 25.16% of patients, a very similar figure. Other clinical data tend to compare data from patients with different attributes, and their evaluation is dependent on the data provided. Considered from the viewpoint of medical costs, the costs of treating type 2 DM, including insulin therapy, published by the MHLW in its 2016 summary of national medical costs (for patients aged 45-65 years, $2.7 billion yen for type 2 DM and $1.4 billion yen for cardiovascular disease) were higher than the medical costs for patients receiving insulin therapy estimated in this study (for patients age 60 years, approximately 2.5 billion yen), but the two were broadly consistent. To validate our model, comparisons with long-term cohort follow-up data are required, but the only method available is to compare the model’s estimated values with the small number of cases reported in Japan; therefore, there is room for further analysis of the validation results.

**Limitations and Topics for Further Investigation**

This study has several limitations. One of the limitations is the problem of assigning transition probabilities, as shown in the results of the investigation of the model’s external validity. The patients in this study were 50 years old, and over a 20-year analysis period, the probability of developing complications would change rapidly as they aged, potentially generating errors compared with the actual numbers of patients over longer analysis periods. To bridge this gap with reality, it will be necessary to divide the analysis period into shorter periods and assign different transition probabilities for the different periods.

Second, we could not consider unmeasured values because this analysis was based on a simulation. There is no evidence that the assumed value should be due to a lack of data, such as the proportion of patients whose diseases improved after using the CGM app.

This study assumed that CGM apps offer the advantages of enabling patients to control their own blood glucose levels by monitoring them in real time and share this information with medical institutions and family members. Although the economic evaluation itself is likely not new, this simulation method has not been applied to CGM apps yet, as far as we were able to determine. Analysis of the cost-effectiveness of the second of these advantages, that of sharing blood glucose level information, is a topic for further investigation.

The present study is limited by a lack of considering the effect by population aging, because we employed transition probabilities as a constant in the construction of the Markov model. For instance, it is assumed that the per capita medical cost increases as the population ages, but it was not possible to consider the decrease in the number of patients due to the rise in mortality. Although this could be overcome in future studies, the present study was unable to incorporate this consideration.

Finally, we assumed that the effect of CGM app use on type 2 DM is the same as intensified insulin therapy. At this point, there is no evidence to support this assumption. Therefore, we could only perform a simulation analysis based on some assumptions. To measure cost-effectiveness with greater accuracy, further research or accumulation of real-world data about app use is required.

**Conclusion**

We calculated that the ICER of the introduction of CGM apps for type 2 DM patients was $33,039/QALY, and a comparison with ICERs reported in previous studies and by independent organizations indicated that this is a medical technology worthy of consideration.

**Conflicts of Interest**

ST and KO received donation from Medtronic Foundation Japan, and this study was performed with a part of the support.

**References**

https://www.jmir.org/2020/9/e16053

J Med Internet Res 2020 | vol. 22 | iss. 9 | e16053 | p.1191

(page number not for citation purposes)


Abbreviations

- CGM: continuous glucose monitoring
- CVD: cardiovascular disease
- DM: diabetes mellitus
- ESRD: end-stage renal disease
- ICER: incremental cost-effectiveness ratio
- MHLW: Ministry of Health, Labour and Welfare
- QALY: quality-adjusted life year
- WHO: World Health Organization
Assessing Digital Health Implementation for a Pediatric Chronic Pain Intervention: Comparing the RE-AIM and BIT Frameworks Against Real-World Trial Data and Recommendations for Future Studies

Rocio de la Vega1, DPhil; Lee Ritterband2, DPhil; Tonya M Palermo1, DPhil

1Center for Child Health, Behavior and Development, Seattle Children's Research Institute, Seattle, WA, United States
2Center for Behavioral Health & Technology, Department of Psychiatry and Neurobehavioral Sciences, University of Virginia School of Medicine, Charlottesville, VA, United States

Corresponding Author:
Tonya M Palermo, DPhil
Center for Child Health, Behavior and Development
Seattle Children's Research Institute
P.O. Box 5371/SCRI
M/S CW8-6
Seattle, WA, 98145-5005
United States
Phone: 1 206 884 4208
Email: tonya.palermo@seattlechildrens.org

Abstract

Background: Digital health interventions have demonstrated efficacy for several conditions including for pediatric chronic pain. However, the process of making interventions available to end users in an efficient and sustained way is challenging and remains a new area of research. To advance this field, comprehensive frameworks have been created.

Objective: The aim of this study is to compare the Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) and Behavior Interventions using Technology (BIT) frameworks with data collected from the web-based management of adolescent pain (WebMAP Mobile; WMM) randomized controlled trial (RCT).

Methods: We conducted a hybrid effectiveness-implementation cluster RCT with a stepped wedge design in which the intervention was sequentially implemented in 8 clinics, following a usual care period. Participants were 143 youths (mean age 14.5 years, SD 1.9; 117/143, 81.8% female) with chronic pain, from which 73 were randomized to receive the active intervention. Implementation outcomes were assessed using the RE-AIM and BIT frameworks.

Results: According to the RE-AIM framework, the WMM showed excellent reach, recruiting a sample 19% larger than the size originally planned and consenting 79.0% (143/181) of eligible referred adolescents. Effectiveness was limited, with only global impression of change showing significantly greater improvements in the treatment group; however, greater treatment engagement was associated with greater reductions in pain and disability. Adoption was excellent (all the invited clinics participated and referred patients). Implementation was acceptable, showing good user engagement and moderate adherence and positive attitudes of providers. Costs were similar to planned, with a 7% increase in funds needed to make the WMM publicly available. Maintenance was evidenced by 56 new patients downloading the app during the maintenance period and by all clinics agreeing to continue making referrals and all, but one, making new referrals. According to the BIT, 82% (60/73) of adolescents considered the treatment acceptable. In terms of adoption, 93% (68/73) downloaded the app, and all of them used it after their first log-in. In terms of appropriateness at the user level, 2 participants were unable to download the app. Perceptions of the appearance, navigation, and theme were positive. Providers perceived the WMM as a good fit for their clinic, beneficial, helpful, and resource efficient. In terms of feasibility, no technical issues were reported. In terms of fidelity, 40% (29/73) completed the treatment. Implementation costs were 7% above the budget. With regard to penetration, 56 new users accessed the app during the maintenance period. In terms of sustainability, 88% (7/8) of clinics continued recommending the WMM after the end of the study.

Conclusions: For the first time, a real-world digital health intervention was used as a proof of concept to test all the domains in the RE-AIM and BIT frameworks, allowing for comparisons.
Introduction

Background

Digital health interventions have demonstrated efficacy for a variety of conditions such as diabetes [1], cancer [2], chronic pain [3,4], depression, and anxiety [5]. These interventions are becoming better established and integrated within health care systems (eg, MindSpot Clinic in Australia [6]) and within clinic-based care (eg, integrating monitoring data from wearables in the digital health records) and are increasingly adopted by end users directly (eg, direct to consumer apps [7]).

However, as digital health solutions demonstrate efficacy in clinical research trials, the process of making them available to end users in an efficient way (ie, implementation in real-world settings) is still challenging and remains a new area of research. This is a key element of knowledge mobilization (ie, making evidence-based interventions available to those in need) and includes determining the best ways to design and deliver the interventions to make them easy to adapt, engaging, and low in burden for the users, while also addressing the need to secure funds for sustainability (ie, covering costs for human and technical resources).

To make advances in this field and find the most efficient ways of creating and disseminating digital health interventions, comprehensive frameworks have been created to assess both the effectiveness and implementation of these programs and to create benchmarks that allow for comparisons between different implementation and dissemination strategies. Traditional, well-established frameworks for evaluating the public health impact of interventions, such as the Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) framework [8], have been extensively used [9]. For example, Reach has been assessed by quantifying the number of potential clinics reached out of all potential clinics in a nationwide intervention or with the number of workers reached out of the total workers in a company; Effectiveness has been measured as the change in the quality of life reported by the participants of a diabetes management intervention or as the percentage of learning objectives met in a health training intervention, etc. However, a general public health impact framework may not be detailed or tailored enough to capture the unique elements and nuances of the implementation process of digital health interventions.

Previous Work

Recently, a framework was put forth to test the implementation of “Behavior Interventions using Technology (the BIT framework, henceforth)” [10], which recharacterized implementation outcomes for behavioral intervention technology.

The BIT framework is an effort to clarify and better illustrate another widely used implementation framework, “implementation dimensions for health service interventions” [11], which includes the following domains: acceptability, adoption, appropriateness, feasibility, fidelity, implementation costs, penetration, and sustainability. The BIT framework could help fulfill the need for a more detailed and practical framework. However, although Proctor’s framework is commonly cited in digital health implementation efforts, it is not yet widely used. To our knowledge, there is only one peer-reviewed publication illustrating the different domains of the framework with examples taken from different interventions [11]. Although this is an important starting point, to date, all the domains in the BIT framework have not been tested in a single digital health trial. Further, it is unknown how the BIT framework directly compares with other established frameworks such as the RE-AIM (eg, what specific advantages may be incurred). Thus, our aim was to conduct a comprehensive proof of concept study comparing the recently developed BIT framework with the RE-AIM framework using an effectiveness-implementation trial to assess the domains, to help test their empirical validity, and to guide future research in the field.

Aims

The primary aim of this study was to compare the RE-AIM and BIT frameworks with data collected from a hybrid effectiveness-implementation randomized controlled trial (RCT) evaluating a digital health intervention for youth with chronic pain called web-based management of adolescent pain (WebMAP Mobile, WMM; Trial Registration: ClinicalTrials.gov NCT03332563) [12]. Specifically, using this real-world trial, we aim to (1) compare and assess the strengths, limitations, and barriers of the BIT and RE-AIM frameworks and (2) make recommendations on how to design future studies to collect the data needed to test the different domains.

Methods

WMM Study

The WMM study is a hybrid effectiveness-implementation cluster RCT testing a mobile health intervention for self-management of adolescent chronic pain. In an effort to deliver evidence-based psychological interventions to adolescents with chronic pain, who have limited access to specialized pain clinics, a smartphone app was developed based on a well-validated web-based intervention: WebMAP; refer to the study by Palermo for details [13]). The mobile app has 6 main modules addressing the following: pain education; stress, emotions, and thoughts; relaxation and imagery; lifestyle and school interventions; staying active; and maintenance and relapse prevention and 2 supplemental modules that are assigned at baseline based on screening for sleep and mood problems.
Parents can access a related web-based cognitive behavioral intervention (WebMAP parent program) that contains 8 modules, which focus on education about chronic pain, recognizing stress and negative emotions, operant strategies (2 modules), modeling, sleep hygiene and lifestyle, communication, and relapse prevention [13]. We have published the clinical trial protocol for this trial [14] and have published the main outcome paper describing the efficacy of the WMM program among youth receiving the intervention versus those receiving usual care in pain and specialty clinics [12].

Methods, Procedures, and Participants

For the WMM RCT, a stepped wedge design was employed [14] in which pediatric pain or specialty (eg, gastroenterology) clinics were randomized into 4 waves to have access to the intervention. A total of 8 clinics across the United States participated (5 pain clinics and 3 specialty gastroenterology clinics). Each clinic began the trial in the usual care condition, during which all youth received usual care alone. Over the subsequent 8-month period, clinics were randomly assigned to begin the intervention period (2 clinics per wave) so that all the clinics ended being exposed to the intervention, allowing a period to test for maintenance. A total of 143 youth (aged between 10 and 17 years) with chronic pain and a caregiver participated in the study, with 73 assigned to the intervention group and 70 to the usual care group.

Inclusion criteria for the main trial were purposefully broad to enhance external validity and included the following: (1) being aged between 10 and 17 years, (2) having chronic pain defined as pain present for at least 3 months, and (3) child having access to a smartphone (iOS or Android) and participating parent having access to a web-enabled device. Exclusion criteria included the following: (1) non-English speaking child or parent, (2) presently in a psychiatric crisis (eg, recent inpatient admission or suicide attempt), and (3) inability to read at the fifth-grade level per parent report. No physical or other mental health comorbidities were excluded.

Measures

Provider surveys, parent and child surveys, clinic data, and administrative data were collected to assess implementation outcomes. Parents reported on sociodemographic characteristics (using a background form), presence of disease-related pain, duration of pain condition, and medication history. Adolescents reported on usual pain intensity (with an 11-point numerical rating scale), pain-related disability (using the Child Activity Limitations Interview [CALI-9] [15]), and patient global impression of change (PGIC, with a single-item question: “Since the start of the study my overall status is...” [1=”No change (or condition has gotten worse)” to 7=”A great deal better, and a considerable improvement that has made all the difference.”]).

Assessment of the Domains in the RE-AIM Framework

The RE-AIM framework has been used in different ways depending on the type of study and associated goals [9]. In this section, the metrics used to assess each of the domains and the sources used to retrieve the information for the WMM study are described.

Reach

Reach assesses participation in the study or intervention. It was defined as the percentage of patients giving consent to participate in the study out of the eligible patients referred by the providers at the clinics. This metric was calculated individually for each of the 8 clinics and averaged across all clinics. In addition, the planned sample size was compared with the final sample that was reached. As a goal of this study was to include a real-world population, the percentage of participants with comorbidities was tracked. Finally, acceptability of the treatment by the patients in the treatment group was assessed as a way to determine potential future reach (ie, if participants found treatment acceptable, it would be more likely to reach future patients). The Treatment Evaluation Inventory (TEI), a treatment acceptability measure used by our group in other trials [13], was administered online using Research Electronic Data Capture (REDCap) [16], a secure web-based survey app.

Effectiveness

Effectiveness was tested as the change from baseline to posttreatment and 3-month follow-up in patient-reported symptoms (pain and disability) using an intention-to-treat analysis and linear mixed effects (LME) regression models. Changes in PGIC were analyzed with one-way analyses of covariance. The effects of treatment engagement on treatment responses were also examined using LME regression models. The source for the effectiveness outcome measures was a battery of psychometrically sound questionnaires (described in the Measures section) administered online. The measures were completed independently by adolescents and their parents at the 3 time points (see WMM protocol [14] for more details).

Adoption

Adoption focuses on the delivery settings (ie, clinics) involved in the implementation of the intervention. It was defined as (1) the number of clinics agreeing to participate out of the clinics invited and (2) the percentage of clinics referring patients to the study out of the clinics agreeing to participate in the study.

Implementation

Implementation assesses the extent to which the intervention was delivered as intended. It was assessed at both the individual (ie, user and participant) and organization (ie, clinic) levels, including the cost of delivery and fidelity and consistency with how the intervention is delivered. At the individual level, engagement with the intervention (ie, using it as it was intended) was computed as the percentage of participants in the treatment group completing at least one module of the intervention, adherence was computed as the percentage of participants completing at least four modules, and symptom self-monitoring was also assessed as the average number of days participants registered their symptoms using the app during the treatment period. At the organization level, implementation was evaluated using a 6-item survey that assessed the attitudes of the providers of the different clinics (eg, “I think my patients would benefit from this app”) and by also assessing whether the actual costs of developing and implementing the intervention were similar to the budgeted costs or exceeded them. To test implementation at the individual level, app usage data, which were automatically
tracked and stored, were used to determine the number of modules completed per participant. To test implementation at the organization level, a web-based survey was administered to the providers using REDCap. The projected budget was also compared with the final expense report.

**Maintenance**

Maintenance was assessed at both the individual and organization levels. The individual level was evaluated by assessing the symptoms at the 3-month follow-up and tracking the number of new patients starting to use the app during the maintenance period. The organization level maintenance was computed as (1) the percentage of clinics agreeing to continue referring patients to the intervention (ie, agreeing to continue to use the app in the clinic) after the study had concluded, (2) the percentage of clinics actually providing referrals of their patients to the app, and (3) the attitude of the providers’ willingness to continue prescribing the app (ie, “I will encourage my patients to use the app after the study is over”). For the individual and organizational levels, data from the web-based surveys and administrative tracking were used, respectively.

**Assessment of the Domains in the BIT Framework**

In this section, the outcomes for the different domains of the RE-AIM and BIT frameworks are reported. Detailed results of the RE-AIM and BIT domains can be found in Tables 1 and 2, respectively.

**Acceptability**

Acceptability is defined as the perception of the treatment as useful or satisfactory. It was assessed at both the individual and organization levels. The individual level was evaluated using the TEI. Specifically, we included the percentage of participants in the treatment group above the TEI cutoff total score (ie, 27) for a moderately acceptable treatment. The organization level was assessed using a provider-completed questionnaire that assessed attitudes, barriers, and facilitators to recommending the app. All information was collected using REDCap.

**Adoption**

Adoption is defined as the initiation of use of the intervention. This was measured by assessing the following: (1) the percentage of participants downloading the app on their phones, (2) the percentage of participants using the app after their first log-in, and (3) the percentage of participants completing at least one module. These data were extracted from the app server database.

** Appropriateness**

Appropriateness is the perceived relevance of fit of the intervention within a context, its compatibility with practice, and its usability. At the individual level, appropriateness was assessed with adolescents’ ratings on a measure of satisfaction completed posttreatment about the appearance, navigation, theme, and content of the app.

**Feasibility**

Feasibility is defined as the extent to which the intervention can be successfully used in a specific context at the individual and organization levels. At the individual level, we collected the number of technical issues reported during the study period. At the organization level, we collected the following: (1) the number of clinics agreeing to participate out of the clinics invited, (2) number of clinics referring patients out of the participating clinics, and (3) posttreatment provider feedback. Data on technical issues were retrieved from the administrative tracking system collected by the study personnel.

**Fidelity**

Fidelity is defined as the intended use versus the actual use of the intervention, or the adherence to it. We used the following: (1) the percentage of participants completing the treatment (at least four modules) and (2) the number of days tracking their symptoms in the app. Website and app back-end data were used as sources for this information.

**Implementation Costs**

Implementation costs can include any expenses related to the app or web-based program development (eg, researchers’ and developers’ salaries) or the implementation itself (eg, costs of the changes needed to adapt the intervention from a research tool to a stand-alone publicly available app). The actual costs compared with budgeted costs were computed. To assess this domain, budgets and administrative databases’ tracking expenses were used.

**Penetration**

Penetration is the integration of the practice (the intervention, in this case) within the service or clinic. To test penetration at the individual level, the number of adolescents using the app during the maintenance period (ie, the period after study enrollment had finished and clinicians could refer patients to the app) was calculated. To test this domain at the organization level, how many new users were referred from each clinic was calculated. This metric was retrieved from the back-end data and from the study administrative tracking data.

**Sustainability**

Finally, sustainability is defined as the extent to which the practice is maintained, its ongoing use. This was assessed in 2 different ways: (1) by calculating the number of clinics agreeing to participate in the maintenance period and (2) the percentage of clinics making referrals. This was assessed using administrative tracking data, back-end data, and budget information.

**Results**

**Overview**

In this section, the outcomes for the different domains of the RE-AIM and BIT frameworks are reported. Detailed results of the RE-AIM and BIT domains can be found in Tables 1 and 2, respectively.
Table 1. Summary of implementation outcomes using the Reach, Effectiveness, Adoption, Implementation, and Maintenance framework.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Metrics</th>
<th>Results</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User level</td>
<td>Final sample out of planned sample</td>
<td>n=143/120 (119%)</td>
<td>Administrative tracking data</td>
</tr>
<tr>
<td>User level</td>
<td>Consents out of eligible referred children</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total N=143/181 (79%)</td>
<td></td>
<td>Administrative tracking data</td>
</tr>
<tr>
<td></td>
<td>Clinic 1=4/4 (100%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 2=10/15 (67%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 3=4/5 (80%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 4=6/7 (86%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 5=15/17 (88%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 6=45/55 (82%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 7=15/20 (75%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 8=44/68 (76%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User level</td>
<td>TEI&lt;sup&gt;a&lt;/sup&gt; mean score and percentage above 27, the moderate acceptability cutoff</td>
<td>Mean 30.7, 86% moderate-to-high acceptability</td>
<td>Patient survey</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>Change in treatment outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User level</td>
<td></td>
<td>Similar change in pain-related disability in both groups. Greater engagement associated with greater improvement in pain-related disability (Cohen d=−0.38 for high engagers and d=0.27 for low engagers). Greater improvement in global impression of change in the intervention group compared with the control group (d=0.54)</td>
<td></td>
</tr>
<tr>
<td>Adoption</td>
<td>Percentage of invited clinics agreeing to participate</td>
<td>All clinics agreed (100%)</td>
<td>Administrative tracking data</td>
</tr>
<tr>
<td>Organization level</td>
<td>Percentage of participating clinics referring patients</td>
<td>All clinics referred patients (100%)</td>
<td>Administrative tracking data</td>
</tr>
<tr>
<td>Implementation</td>
<td>1 module (engagement)</td>
<td>N=54 (74%)</td>
<td>Back-end data</td>
</tr>
<tr>
<td>User level</td>
<td>4+ modules (adherence)</td>
<td>N=29 (40%)</td>
<td>Back-end data</td>
</tr>
<tr>
<td>User level</td>
<td>Number of days self-monitoring pretreatment to posttreament</td>
<td>Mean 30.5 (SD 29.4); median=19; range 2-56</td>
<td>Back-end data</td>
</tr>
<tr>
<td>Organization level</td>
<td>Provider attitudes toward the app (1 “Strongly disagree” to 5 “Strongly agree”)</td>
<td>Helpful to provide CBT&lt;sup&gt;b&lt;/sup&gt;: mean 4.6; Patients would benefit: mean 4.6; Improves quality of care: mean 4.5; Better use of resources: mean 4.4; Fills an important need: mean 4.3</td>
<td>Provider survey</td>
</tr>
<tr>
<td>Organization level</td>
<td>Actual costs compared with projected costs</td>
<td>The original budget was exceeded by 7%</td>
<td>Budget data</td>
</tr>
<tr>
<td>Maintenance</td>
<td>New patients using the app during the maintenance period and clinic they were referred from</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User level</td>
<td>Total N=56</td>
<td></td>
<td>Administrative tracking data; app back-end data</td>
</tr>
<tr>
<td></td>
<td>Clinic 1=7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 2=0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 3=3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 4=6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 5=26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 6=3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 7=6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinic 8=5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domains</td>
<td>Metrics</td>
<td>Results</td>
<td>Sources</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>Organization level</td>
<td>Percentage of clinics agreeing to continue making referrals</td>
<td>All clinics agreed (100%)</td>
<td>Administrative tracking data</td>
</tr>
<tr>
<td>Organization level</td>
<td>Percentage of clinics making referrals</td>
<td>7/8 clinics (88%) made referrals</td>
<td>Administrative tracking data</td>
</tr>
<tr>
<td>Organization level</td>
<td>Providers: “I will encourage my patients to use the app after the study is over”</td>
<td>92% agreed or strongly agreed with the item</td>
<td>Provider survey</td>
</tr>
</tbody>
</table>

\(^a\)TEI: Treatment Evaluation Inventory.  
\(^b\)CBT: cognitive behavioral therapy.
<table>
<thead>
<tr>
<th>Domains</th>
<th>Metrics</th>
<th>Results</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User level</td>
<td>TEI&lt;sup&gt;a&lt;/sup&gt; mean score and percentage above the acceptability cutoff (&gt;27)</td>
<td>Mean 30.7, 86% moderate-to-high acceptability</td>
<td>Patient survey</td>
</tr>
</tbody>
</table>
| Organization level | Provider attitudes toward the app (1 “Strongly disagree” to 5 “Strongly agree”) | • Helpful to provide CBT<sup>b</sup>: mean=4.6  
• My patients would benefit: mean 4.6  
• Improves the quality of care: mean 4.5  
• Better use of resources: mean 4.4  
• Fills in an important need: mean 4.3 | Provider survey    |
| **Adoption**  |                                                                           |                                                                                            |                  |
| User level   | Percentage of participants who downloaded the app                         | n=68/73 (93%)                                                                              | Back-end data    |
| User level   | Percentage of participants who used WMM<sup>c</sup> after first log-in    | n=68 (100%)                                                                                | Back-end data    |
| User level   | Percentage of participants who completed ≥1 module                        | n=54 (74%)                                                                                 | Back-end data    |
| ** Appropriateness** |                                                                       |                                                                                            |                  |
| User level   | Score on app perceptions (0 “Did not like it” to 5 “Liked it very much”) | • Appearance: mean 3.6  
• Navigation: mean 3.9  
• Theme: mean 3.7  
• Content: mean 3.3 | Patient survey   |
| **Feasibility** |                                                                           |                                                                                            |                  |
| Organization level | Percentage of clinics agreeing to continue making referrals             | All clinics agreed (100%)                                                                   | Administrative tracking data |
| Organization level | Percentage of clinics making referrals                                 | 7/8 (88%)                                                                                  | Administrative tracking data |
| Organization level | Final sample out of planned sample                                       | n=143/120 (119%)                                                                           | Administrative tracking data |
| User level   | Number of technical issues reported or complaints                         | n=0 (0%)                                                                                   | Administrative tracking data |
| User level   | Participants comments                                                     | Not enough space to download the app, n=2 (3%)                                             | Patient survey   |
| Organization level | Providers comments                                                       | It was easy to refer patients; WMM is something useful that can be integrated in the practice | Provider survey  |
| **Fidelity**  |                                                                           |                                                                                            |                  |
| User level   | Number of days tracking symptoms                                          | Mean 30.5 (SD 29.4); median=19; range 2-56                                               | Back-end data    |
| User level   | Number of participants completing the treatment                           | n=29 (40%)                                                                                 | Back-end data    |
| **Implementation costs** |                                                                       |                                                                                            |                  |
| Organization level | App development costs                                                     | As planned                                                                                  | Budgets          |
| Organization level | Making WMM publicly available                                            | Exceed budget by 7%                                                                         | Budgets          |
| **Penetration** |                                                                           |                                                                                            |                  |
| Organization level | New patients using the app during the referral period and clinic they were referred from | • Total N=56  
• Clinic 1=7  
• Clinic 2=0  
• Clinic 3=3  
• Clinic 4=6  
• Clinic 5=26  
• Clinic 6=3  
• Clinic 7=6  
• Clinic 8=5 | Administrative tracking data; back-end data |
| **Sustainability** |                                                                           |                                                                                            |                  |
| Organization level | Referrals made                                                             | 100% of the clinics agreed; 88% kept referring                                             | Administrative tracking data |

<sup>a</sup> TEI: Treatment Effectiveness Index

<sup>b</sup> CBT: Cognitive Behavioral Therapy

<sup>c</sup> WMM: Wellbeing Monitor Mobile
Outcomes of the Domains in the RE-AIM Framework

Reach
Originally, we planned to enroll 120 adolescents and parent dyads in a 1-year period, but due to high participation rates, we were able to slightly exceed enrollment by enrolling 143 participants (ie, the final number of participants enrolled was +19% of the planned one). The percentage of consented participants out of the eligible referrals was 79% on average and ranged from 66.7% to 100% for individual clinics. The treatment was considered acceptable by 85.7% of the participants. A total of 20 adolescents (14.3%) had disease-related pain, that is, chronic pain secondary to a comorbid disease, reflecting the inclusion of a heterogeneous sample.

Effectiveness
Effectiveness analyses showed that pain-related disability (the main outcome) and intensity decreased in both intervention and control groups at a similar rate from baseline to posttreatment and follow-up. Adolescents in the intervention group reported significantly greater perception of improvement on the PGIC compared with youth in the control group (Cohen d=0.54; P<.001). Participants with higher engagement with the WMM (1 SD above the mean) reported significantly greater improvements in pain and pain-related disability from pretreatment to 3-month follow-up, respectively (P=.01 and P=.02; see study by Palermo et al [12] for details).

Acceptability
All the clinics invited to participate in the study agreed to participate, and all clinics referred participants to the study (referrals ranging from 6 to 80 participants per clinic).

Implementation
Implementation at the individual level was variable. A total of 93% of participants randomized to the intervention group downloaded the app, 74% engaged with the intervention (ie, completed at least one module), and 40% were adherent to it (ie, completed at least four modules). The average number of days participants registered their symptoms was 19.7, considering that the posttreatment assessment was conducted about 8 weeks after the baseline assessment; on average, participants registered symptoms on 35.2% of days during the treatment period.

At the organization level, providers’ (n=27, 47% of provider sample) average scores on attitudes toward the WMM ranged from 4.3 to 4.6 out of 5, indicating strong agreement with the items related to (1) the usefulness and benefits of the WMM to patients, specifically 100% of participants agreed or strongly agreed, and (2) the cost-effectiveness of implementing the app within clinics, specifically 93% agreed or strongly agreed. The main outcomes paper includes the details [12]. Regarding budgets, the actual costs exceeded the original budget by 7% to perform a public release of the app.

Maintenance
At the individual level, symptoms at the 3-month follow-up are presented in the Effectiveness section. A total of 36 new patients downloaded the app during the maintenance period (with clinics referring from 0 to 26 patients each). At the organization level, 100% of the clinics agreed to continue referring patients to the intervention after the study and 88% (7/8 clinics) referred their patients to use the app during the maintenance period. Using app data tracking, we were also able to determine that in the 6-month implementation period, 56 adolescents had downloaded the app on their phones and opened it. Finally, most providers (92%) agreed or strongly agreed with the item: “I will encourage my patients to use WMM after the study is over.” Some additional comments on the survey indicated potential barriers and facilitators of implementation. The main barrier reported was that the treatment content did not seem relevant to some families. The main reported facilitators were the following: (1) it was easy to make referrals and (2) the app was perceived as something useful that they could integrate into their practice.

Outcomes of the Domains in the BIT Framework

Appropriateness
At the individual level, adolescents’ responses to questions about the appearance, navigation, theme, and content of the intervention were scored 3.3 to 3.9 out of 5, on average, on a scale of 0 “Did not like it” to 5 “Liked it very much.”
Feasibility

Feasibility at the individual level was high: no technical issues were reported. A total of 2 adolescents (2.7%) reported not having enough space on their phones to download the app, which prevented them from using it. At the organization level, all clinics agreed to participate and referred participants to the study. The initial enrollment goal was exceeded by 19%. Posttreatment qualitative feedback was also positive: providers stated that it was easy to refer patients to the app and that it was a useful resource that they could integrate into their practice.

Fidelity

A total of 40% of the participants completed the treatment. Adolescents tracked their symptoms for 31 days on average (median 19) during the treatment, but this was highly variable (SD 29.4).

Implementation Costs

Implementing the app involved hiring a software development company and covering costs for code writing, graphic design, app testing, and app store fees. The original budget was US $97,500 to develop a custom app for each iOS and Android system. In addition, at the end of the study period, we decided to make the app publicly available and free of cost for the user. This last step involved some modifications (eg, eliminating the need for a password-protected log-in page and changing the privacy policy), new testing, and extending ongoing app maintenance, which exceeded our planned budget by 7% (US $12,000). This 7% was covered with donor funds and in-kind support from the app development company.

Penetration

Penetration resulted in 56 new users accessing the app during the maintenance period (that closed when the app was made publicly available in the stores), with the range per clinic being 0 to 26.

Sustainability

Finally, as a measure of sustainability, all clinics agreed to participate in the maintenance period, and we determined that 88% of them made referrals. At the end of the study, the app was made publicly available on the app stores (for Android and iOS users) of English-speaking countries free of cost for the user. Over the 2 years, the app will be maintained by the developers. As a final step for dissemination, a press release about the availability of the app was coordinated with the communication department of our institution.

Comparison Between the Barriers and Facilitators Identified by the RE-AIM and BIT Frameworks

In Table 3, we provide a summary of our experience assessing each domain using both frameworks, including facilitators and barriers to use. We also provide recommendations on how to overcome these barriers.
<table>
<thead>
<tr>
<th>Framework and domains, Barriers and facilitators</th>
<th>Recommendations and considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RE-AIM</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>Reach</strong></td>
<td></td>
</tr>
<tr>
<td>Organization level (number of consents obtained out of eligible referrals received), and overall N were easy to collect because our trial involved user level referral and tracking. Availability of a standardized acceptability measure with a threshold for defining moderate acceptability facilitated this measurement.</td>
<td>CONSORT (The Consolidated Standards of Reporting Trials) flow diagram will provide these data. For nonresearch contexts, tracking the users approached, interested, and participating would be needed. If data from previous studies with more traditional designs or epidemiologic data are available, other metrics such as changes on comorbidities or representativeness of participants can be included. If available, the distance between participants homes and the clinic can be another way to measure Reach.</td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td></td>
</tr>
<tr>
<td>Effectiveness data from primary and secondary outcome measures was facilitated by web-based survey administration.</td>
<td>This domain is almost always assessed in research studies. However, it might be challenging to assess in nonresearch contexts. Low-demand approaches, such as voluntary web-based surveys could help gather information.</td>
</tr>
<tr>
<td><strong>Adoption</strong></td>
<td></td>
</tr>
<tr>
<td>The number of centers willing to participate and participating was easily assessed with administrative tracking. We originally planned to assess the number of referrals out of the eligible participants. However, clinics were unable to provide information on the age range of their patients or how many had chronic pain; thus, the number of eligible patients is unknown.</td>
<td>When defining adoption, it would be key to understand availability of information required to assess this domain. If it is not, alternative metrics should be planned and collected from the beginning of the intervention.</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td></td>
</tr>
<tr>
<td>Being able to access and interpret back-end data for the app required working with the developers and having a data analyst transforming the databases. Creating the web-based survey for the providers was an efficient way to collect data from multiple clinics located across the United States. Only half of providers participated in the survey, which was a barrier to understanding their perceptions.</td>
<td>It is important to plan the human resources needed and budget costs in advance. Web-based surveys could be a cost-effective tool to assess this metric. However, they should be brief to avoid participant burden. Qualitative feedback can be collected in face-to-face interviews or open-ended surveys but requires additional cost to analyze and interpret.</td>
</tr>
<tr>
<td><strong>Maintenance</strong></td>
<td></td>
</tr>
<tr>
<td>We originally planned to track number of referral flyers given per clinic, but providers did not use the flyers consistently. Thus, we used alternative metrics: using app data tracking to understand number of downloads and times the app was used.</td>
<td>Having access to the chosen metrics should be ensured from the beginning. Ideally, objective and subjective measures (eg, asking participants if they are still using the intervention and being able to track usage with back-end data) should be collected.</td>
</tr>
<tr>
<td><strong>BIT</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
</tr>
<tr>
<td>Collecting web-based acceptability feedback facilitated this assessment as it was efficient and low burden. However, we were limited to quantitative data to understand perceptions.</td>
<td>Web-based surveys are recommended to assess acceptability, with the same considerations that the rich detail of user perceptions may not be possible to gather in this manner.</td>
</tr>
<tr>
<td><strong>Adoption</strong></td>
<td></td>
</tr>
<tr>
<td>Information retrieved from the app needed several steps of cleaning and restructuring databases (and the involvement of personnel with 3 different profiles and skill sets: engineers, data manager, and research scientist) before being interpretable. The costs of this process may be a barrier if unplanned for.</td>
<td>Working with engineers and developers from the creation of the intervention and having a dialog about the information (metrics) needed is key to ensure that adoption can be properly assessed. Budget can be a barrier because it is often expensive to obtain some metrics in a “user friendly” way (eg, the systems may provide information in a way that is difficult to understand by the lay user).</td>
</tr>
<tr>
<td>** Appropriateness**</td>
<td></td>
</tr>
<tr>
<td>A closed-ended patient survey allowed to collect perceptions about WMM&lt;sup&gt;c&lt;/sup&gt; appearance, navigation, theme, and content. We were unable to capture qualitative perceptions or follow-up on the questions (they were anonymous).</td>
<td>For appropriateness, it would be ideal to be able to complement web-based surveys with additional qualitative assessments if costs permit their inclusion.</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> RE-AIM = Reach, Effectiveness, Adoption, Implementation, Maintenance

<sup>b</sup> BIT = Barriers to Implementation, Acceptability

<sup>c</sup> WMM = Work, Motivation, Maintenance
Principal Findings

This is the first time a real-world digital health intervention is used as a proof of concept to test all the domains of both the RE-AIM and BIT frameworks, demonstrating a full example of the process followed to collect information and assess the different domains from study inception to follow-up, and to compare both frameworks.

Using the RE-AIM framework, WMM [12] showed excellent Reach, as indicated by the high enrollment and participation rate. Effectiveness was limited, with only a global impression of change showing significantly greater improvements in the treatment group, although higher treatment engagement was associated with reduced pain and disability. Adoption was also excellent, as evidenced by the clinic participation. Implementation at the user level was moderate, with 93% of participants downloading the app and 40% being adherent (completing at least four modules). At the organization level, providers had positive attitudes toward WMM. Regarding budgets, a small increase in funds was needed to make WMM publicly available. Finally, maintenance at the user level was evidenced by new patients downloading the app during the maintenance period. At the organization level, maintenance was also excellent, with most of the clinics continuing to make new referrals.

Using the BIT framework, the acceptability of the WMM was evidenced by most of the users considering the treatment acceptable and the providers showing positive attitudes toward the app. Adoption, according to the BIT, was shown by most participants downloading the WMM and indicating its use. Appropriateness at the user level showed that the WMM had a good fit in this context. The feasibility of implementing the intervention was high, with most participants being able to download the app and not reporting any issues. At the organization level, the referrals exceeded the original goal; the providers mentioned that referrals were easy to make and that the WMM could be easily integrated in their practice. In addition, all clinics agreed to continue using the app with their patients, and most of them did so with new patients. Fidelity was moderate, given that less than half of the participants finished the treatment and only monitored symptoms on some of the days. Implementation costs regarding app development were as planned, but taking the extra step of making the WMM publicly available represented a small increase in costs. Penetration was also excellent, with new patients coming from most clinics during the implementation period. Finally, sustainability seems promising because most of the clinics agreed to keep using the app and did so with new patients.

Comparing the 2 frameworks, we can observe some overlap between them, but important differences exist. Specifically, RE-AIM has a strong emphasis on Reach and Effectiveness and assesses other aspects in a more limited way. In fact, an equation to calculate Individual Impact has been proposed [17]. It can be computed as the sum across target behaviors of the Reach domain×average of individual change at long-term follow-up (Effectiveness). Moreover, the organization level impact can...
be computed as Adoption × Implementation. Maintenance, however, remains as an isolated domain that is explained more superficially in the RE-AIM framework. In contrast, within the BIT framework, the concept of maintenance is assessed by 2 domains: penetration (integration of the practice in the context) and sustainability (the extent to which that integration is maintained). The BIT framework is more detailed in the sense that it encompasses a larger number of domains that are pertinent to the technology field and allows for testing technology-focused aspects such as usability and feasibility (providing more room to integrate qualitative user feedback), and it also considers organizational metrics and costs (which may be important for intervention and budget planning). However, the BIT fails to incorporate the effectiveness dimension, which researchers need to evaluate separately, and there are no proposals on how to integrate the various domains. In general, both frameworks provide a comprehensive assessment of the implementation of the WMM study, which was estimated to be generally successful.

Although there were several different implementation components assessed by each framework, the choice to use one over the other might depend on different contexts (either because the information required is more accessible or because the information retrieved would be more relevant for specific implementation goals). It is also important to note that most often, every dimension will not be evaluated in one project, and choices will need to be made to prioritize the dimension most central to the research question. In addition to RE-AIM and BIT, there are many other frameworks and theories for the dissemination and implementation of evidence-based interventions (the RE-AIM workgroup cites 167 different theories). The advantage of using the same implementation framework is for comparison between eHealth and mobile health interventions and to develop a common language and criteria for implementation outcomes. Our experience suggests that the RE-AIM framework might be more appropriate and easier to use for research-based interventions at either planning or evaluation stages of a project and has the advantage of being well studied over several decades with many published evaluations. The BIT framework, however, is flexible to use to study the implementation of interventions with or without an effectiveness evaluation and would also be appropriate during the planning stage of a project. The primary advantage of BIT is that it evaluates the technical and cost aspects of implementation more comprehensively and has a more nuanced focus on sustainability. However, the goals of the implementation study should be the key factors to help guide the choice of the most appropriate framework.

Both frameworks provided a structure for assessing the different domains of implementation of a digital intervention by providing guidance on what to measure (numbers to track), how to measure (suggesting some standardized metrics and cutoff thresholds, using web-based tools), and when to measure (baseline and follow-up). This would be appropriate at the planning stage to consider how to budget accordingly and at the evaluation stage to identify strengths and areas of improvement after the intervention has been implemented. The main barriers emerging for both frameworks are the potential limitations in time and budget and the unavailability of certain information depending on the context of the intervention, low participation rates in surveys, and the need of having trained personnel to interpret the retrieved data.

A number of key recommendations can be made based on this proof of concept: (1) planning ahead regarding available budget and time is crucial because assessing implementation requires additional resources; (2) communication with all members of the team and participating centers (eg, hospitals and schools) from the beginning is key to ensure access to information and to budget for the implementation study; (3) using approaches that are efficient (ie, require little time or resources) such as web-based surveys should be prioritized, but complementing with more intensive techniques (such as phone or video interviews) may be needed to capture more detailed information in certain domains; (4) conducting multisite real-world trials entails conducting research in an uncontrolled environment that can be unpredictable, and when possible, use several metrics to assess each domain, that way, if one fails, back-up metrics would be available; and (5) it may be expensive or time consuming to assess all the domains in a given framework, and choosing the domains that are relevant for the study goals before starting the trial and assessing feasibility for data collection (eg, asking the participating centers beforehand about the information they have available and are willing to share and asking developers about availability of back-end data for the lay user) would maximize chances of successful data collection and help minimize costs.

**Limitations**

The limitations of this study should be considered when interpreting the findings. We were not able to assess all the domains at the individual and organizational levels for both frameworks. It is possible that studies conducted in different contexts can do so and find new barriers or facilitators not included here. Despite being a multicenter geographically diverse study, participants belonged to a specific type of population such as adolescents with chronic pain; results may be different when conducting studies with adults or with digital interventions for other health problems. Finally, the demographic characteristics of our sample of participants were predominantly White, female, and had a high socioeconomic status, which, despite being representative of adolescents attending pain clinics, may not be generalizable to samples with greater sociodemographic diversity.

**Comparison With Previous Work**

To date, the RE-AIM framework has been used to assess the implementation of nondigital interventions only [9], so we do not have other digital health examples for comparison. The BIT framework has been partially tested using different intervention studies to show examples of each domain [10]; consequently, all the examples represented cases of success in assessing these domains. In previous studies, there was no specific guidance to allow precision in measuring each domain or how to problem-solve any potential issues with measurement. As mentioned before, there are many other dissemination and implementation frameworks to assess digital interventions, such as the one used in this study.
as the Non-adoption, Abandonment, Scale-up, Spread, Sustainability (NASSS) framework [18]. However, the focus of this framework is very different, being more centered on macro systems and organizations as the defining environments to test, and it is not a good fit to test implementation at the user (individual) level, missing relevant implementation information.

Future studies might consider using the structure presented here (ie, testing every domain in the frameworks using a single intervention) but including different populations and organization settings to test generalizability. It is important to test implementation in other countries that have different health care systems, because new barriers or facilitators may emerge.

Conclusions
The RE-AIM and BIT frameworks were tested with a proof of concept study, showing both to be a useful fit for assessing implementation with different strengths and weaknesses. Some recommendations for choosing a framework to assess implementation in digital health interventions were provided. Strategies to overcome the main barriers encountered when assessing the frameworks were suggested.
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Abstract

Background: Early detection of melanoma can be lifesaving but this remains a challenge. Recent diagnostic studies have revealed the superiority of artificial intelligence (AI) in classifying dermoscopic images of melanoma and nevi, concluding that these algorithms should assist a dermatologist’s diagnoses.

Objective: The aim of this study was to investigate whether AI support improves the accuracy and overall diagnostic performance of dermatologists in the dichotomous image–based discrimination between melanoma and nevus.

Methods: Twelve board-certified dermatologists were presented disjoint sets of 100 unique dermoscopic images of melanomas and nevi (total of 1200 unique images), and they had to classify the images based on personal experience alone (part I) and with the support of a trained convolutional neural network (CNN, part II). Additionally, dermatologists were asked to rate their confidence in their final decision for each image.

Results: While the mean specificity of the dermatologists based on personal experience alone remained almost unchanged (70.6% vs 72.4%; P=.54) with AI support, the mean sensitivity and mean accuracy increased significantly (59.4% vs 74.6%;
Melanoma detection and classification is a challenging task but diagnostic accuracy can be enhanced using aids such as dermoscopy, which has improved the examination of pigmented and nonpigmented skin lesions with the naked eye [1-3]. The combination of dermoscopy with reflectance confocal microscopy could further increase the diagnostic accuracy of melanocytic lesions, thereby highlighting the potential of the complementary approaches [4]. A comparatively new strategy falling within the realm of computer-aided diagnosis (CAD) is the use of trained convolutional neural networks (CNNs) to analyze macroscopic images of suspicious lesions. Studies have shown that, within certain limitations and considering a purely image-based setting, artificial intelligence (AI) can achieve on par or superior performance to dermatologists [5-9], thereby highlighting its potential as a decision-support system with immediate clinical implications.

Previous studies have shown that dermatologists perform better as a group [10] or as an ensemble of human and machine [11]. An imputation analysis of the results from the International Skin Imaging Collaboration (ISIC) 2017 challenge showed an increase in the dermatologists’ performance when low-confidence decisions were replaced by a classifier’s diagnosis [12]. However, in these studies, participants’ answers were independent of each other and combined or modified retrospectively. The performance of the dermatologists with live information from CAD systems has to be investigated in more detail.

The CAD system MelaFind, intended for multispectral digital analysis of melanocytic lesions, has been evaluated in experimental settings and has shown to improve dermatologists’ sensitivity, albeit at the cost of lower specificity [13,14], which has raised concerns about its benefits [15]. AI-based systems tend to be more balanced in terms of sensitivity and specificity scores and have shown to improve the classification accuracy of nondermatologists by using a content-based image retrieval algorithm [16]. Outside of dermatology, similar studies have shown the benefit of AI [17] while also highlighting the challenges AI assistance faces, as it can be both helpful and misleading at the same time [18]. This study builds on and investigates whether live AI support in the form of a classic CNN architecture is capable of improving the accuracy and the overall diagnostic performance of experts (dermatologists) in the dichotomous image–based discrimination between melanoma and nevus.

### Methods

#### Study Design

This study was conducted from January 10, 2019 (design of study) to September 27, 2019 and was inspired by the study design of Sinz et al [2]. Questionnaires were sent out on June 12, 2019 and were completed by August 12, 2019. Ethical approval was waived by the ethics committee of the University of Heidelberg, Mannheim Faculty of Medicine as all the images were open source and anonymous and all participating dermatologists automatically became part of the study group.

The set of images used for the evaluation consisted of 1200 unique dermoscopic images split into 12 nonoverlapping individual test sets containing 100 images each (50 melanomas and 50 nevi). Each individual set was randomly assigned to exactly one dermatologist who diagnosed his/her set twice—first without AI support (part I) and afterwards with AI support (part II). Images for each part were presented to the participants in 2 separate surveys containing 50 images each (again 50:50 split) to investigate a possible learning effect. Thus, every participant completed 4 surveys (2 surveys for part I and 2 surveys for part II) where images seen in part I were identical to those seen in part II. Both surveys from part I were carried out before any survey from part II. The participants received detailed instructions by email in which the survey structure and the procedure were discussed and the lesion distribution was disclosed. For part II, participants were made aware of the classifier’s performance, which was established beforehand on a separate validation set.

#### Classifier Training

Images were obtained from the ISIC archive [19], with a large fraction of images coming from the HAM10000 dataset [20].
The archive is publicly accessible and contains anonymous dermoscopic images from multiple sources and various camera systems. From the available pigmented lesions, only images showing a biopsy-verified melanoma (n=1633) or nevus (n=3311) were selected (total n=4944).

As each of the 12 individual test sets consisted of 2 subsets (with 50 images each), there were 24 test subsets. A designated training set was constructed for each test subset by removing its images from the total image data, resulting in 24 training sets, each containing 4894 images (ie, 4944 – 50). The class distribution across each training set was unevenly distributed with 1608 melanoma images in contrast to 3286 nevus images. To counter the class imbalance, the set of melanoma images was duplicated. Online data augmentation was used to increase the diversity of the training data and to modify the duplicated images. Before balancing, an evenly balanced validation set was removed from each training set for calibration and validation purposes later. A detailed description of the classifier training is given in Multimedia Appendix 1.

Classifier Integration
For AI support to be used in an effective manner, a confidence measure was displayed in addition to the binary decision (melanoma or nevus), which indicated the classifier’s confidence in its decision. The measure was obtained by mapping the classifier’s raw output probability for the predicted class into a percentage range from 0% to 100%.

Participants were made aware of the classifier’s overall performance by establishing the overall performance of all 24 classifiers on their validation set and by taking the average, which resulted in mean sensitivity, mean specificity, and mean accuracy of 78.0%, 81.0%, and 80.0% respectively.

Electronic Survey and Participants
Fifteen participants were invited by personal invitation via their university email accounts by the principal investigator (TJB) based on previous cooperation. Three had to be excluded because one reported to have no time to do the second survey properly, and 2 did not attempt or finish the survey in the proposed timeframe, leaving 12 dermatologists (all board-certified and coauthors of this publication) from 9 German university hospitals for analysis. The Google Forms closed web-based survey was not anonymous and each participant had to disclose his or her full name and additional metadata. For part I, the dermatologists were shown images of biopsy-verified skin lesions and asked 3 mandatory questions. First, a personal rating of the image quality had to be given (excellent, good, sufficient, poor, other image problems, no image visible). Second, the participant was asked for a diagnosis of the displayed lesion with the options being benign or malignant. Third, the participant was requested to quantify his or her confidence in the decision on a scale of 0 (=very uncertain) to 10 (=very certain). Part II showed identical images and questions and was additionally labeled with the dermatologist’s previous response and the diagnosis of the CNN together with its confidence level. For details on the participants, see Multimedia Appendix 1.

Performance and Statistical Analysis
The primary endpoint of this study was whether dermatologists’ accuracy (overall proportion of the correct predictions among the total number of examined cases) would increase with AI support with the secondary endpoint investigating how sensitivity and specificity would change (tested for significance using Wilcoxon test). Additional analyses investigated whether dermatologists experienced a learning effect when working with AI support (tested for significance using Pearson’s chi-squared test) and how they would respond to this form of computer aid. Statistical significance was considered at P<.05, corrected to 0.016 (Bonferroni correction for the primary and secondary endpoint) to account for multiple testing. The details on how survey answers were evaluated are listed in Multimedia Appendix 1. As a pair of classifiers was responsible for scoring the test set of one participant (one classifier for survey 1, the other for survey 2), the results of both classifiers were combined for analysis reasons so that every dermatologist had a respective counterpart. Values shown in the result sections are based on the mean of all the participants. If absolute values are shown, the denominator and numerator are approximated. In theory, every dermatologist rated the exact same number of images, but due to the quality control step, not every rating was counted. Therefore, each dermatologist ended up rating a varying number of images.

Results
Classification Results
In the first part of the study, the dermatologists had an overall mean sensitivity of 59.4% (95% CI 53.3%-65.5%), specificity of 70.6% (95% CI 62.3%-78.9%), and accuracy of 65.0% (95% CI 62.3%-67.6%, see Table 1).

In the second part of the study, where participants could integrate the results of the CNN-based classifier in their decision-making, their overall sensitivity increased significantly to 74.6% (95% CI 69.9%-79.3%; P=.003). Their mean specificity also showed a positive trend (72.4%; 95% CI 66.2%-78.6%; P=.54), so that the overall accuracy also increased significantly to 73.6% (95% CI 70.9%-76.3%; P=.002).

The CNN on its own had an even higher sensitivity (84.7%; 95% CI 81.9%-87.6%), specificity (79.1%; 95% CI 74.8%-83.4%), and accuracy (81.9%; 95% CI 79.7%-84.2%) on the test set, which was comparable to its performance on the validation set. The overall performance of the dermatologists and the CNN are summarized in Table 1 while individual performances are captured in Figure 1 and Figure 2, which show an overview of the various metrics for every participant with and without AI support.
Table 1. Overall mean performance of dermatologists without artificial intelligence (AI) support (-AI) compared to that of dermatologists with AI support (+AI) and AI on its own. Performance is split into 3 categories, that is, sensitivity, specificity, and accuracy.

<table>
<thead>
<tr>
<th>Performance</th>
<th>AI</th>
<th>Dermatologist -AI</th>
<th>Dermatologist +AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (95% CI)</td>
<td>84.7% (81.9%-87.6%)</td>
<td>59.4% (53.3%-65.5%)</td>
<td>74.6% (69.9%-79.3%)</td>
</tr>
<tr>
<td>Specificity (95% CI)</td>
<td>79.1% (74.8%-83.4%)</td>
<td>70.6% (62.3%-78.9%)</td>
<td>72.4% (66.2%-78.6%)</td>
</tr>
<tr>
<td>Accuracy (95% CI)</td>
<td>81.9% (79.7%-84.2%)</td>
<td>65.0% (62.3%-67.6%)</td>
<td>73.6% (70.9%-76.3%)</td>
</tr>
</tbody>
</table>

Figure 1. Combined and individual dermatologists’ performance without and with artificial intelligence (AI) support. Every dot represents a single participant. A line between 2 dots connects the participants’ metric without AI support to the corresponding metric with AI support. Highlighted dots represent the participants combined. Boxes indicate 25th and 75th percentile while the horizontal line within shows the median (50th percentile). Whiskers indicate the data range (1.5*IQR) where points beyond are considered as outliers.

Figure 2. Combined and individual dermatologists’ diagnostic accuracy without and with artificial intelligence (AI) support. Diagnostic accuracy is measured using sensitivity and specificity. Arrows represent the change in the diagnostic accuracy from without AI support to with AI support. Highlighted arrows represent the participants combined. In addition, the black curve denotes the mean receiver operating characteristic curve of the classifier. ROC: receiver operating characteristic; CNN: convolutional neural network; AUC: area under the curve.
Effects of the Use of the Classifier on the Decisions of the Dermatologists

The mean overall confidence of the dermatologists increased only marginally with the use of the classifier (65.0%; 95% CI 58.5%-71.6% without AI to 66.8%; 95% CI 60.2%-73.4% with AI). The confidence of the classifier in its diagnostic decisions was at 65.0% (95% CI 62.8%-67.4%). Upon detailed analysis, one can detect opposite effects on the dermatologists’ confidence and switching behavior depending on agreement or disagreement with the classifier. On average, dermatologists and classifiers agreed in 63% (59/94; 95% CI 59.4%-66.1%) of cases. Among these, 8% (7/94) of cases were diagnosed incorrectly and 55% (52/94) of cases were classified correctly (see Table 2).

Table 2. Distribution of the correct and incorrect predictions by classifier and dermatologists without artificial intelligence (AI) support and switching in response to AI support. Percentages displayed below show the amount of times a switch did or did not occur for dermatologists when answering part II of the survey.

<table>
<thead>
<tr>
<th>Groupings</th>
<th>Proportion, n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Both incorrect, n=94</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatologist switched, n=7</td>
<td>7 (8)</td>
<td>5.5%-10.4%</td>
</tr>
<tr>
<td>Dermatologist stayed, n=7</td>
<td>0 (1)</td>
<td>0%-2.2%</td>
</tr>
<tr>
<td><strong>AI correct, Dermatologist incorrect, n=94</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatologist switched, n=25</td>
<td>25 (27)</td>
<td>24.0%-30.1%</td>
</tr>
<tr>
<td>Dermatologist stayed, n=25</td>
<td>11 (46)</td>
<td>33.1%-58.4%</td>
</tr>
<tr>
<td><strong>AI incorrect, Dermatologist correct, n=94</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatologist switched, n=10</td>
<td>10 (10)</td>
<td>8.4%-11.8%</td>
</tr>
<tr>
<td>Dermatologist stayed, n=10</td>
<td>4 (39)</td>
<td>23.2%-55.6%</td>
</tr>
<tr>
<td><strong>Both correct, n=94</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatologist switched, n=52</td>
<td>52 (55)</td>
<td>52.4%-57.1%</td>
</tr>
<tr>
<td>Dermatologist stayed, n=52</td>
<td>0 (0)</td>
<td>0%-0.5%</td>
</tr>
</tbody>
</table>

*aAs the mean of all the participants was taken and every participant ended up rating a varying amount of images due to the quality control step, the reported absolute values are approximations.

Of the 37% (35/94; 95% CI 33.9%-40.6%) of cases in which dermatologists and classifier came to different conclusions, 10% (10/94) of cases were diagnosed correctly by the dermatologists and 27% (25/94) of cases were diagnosed correctly by the classifier.

In cases of agreement, the mean confidence of the dermatologists increased substantially from the first part of the study to the second part of the study (from 67.0%; 95% CI 60.6%-73.5% to 79.1%; 95% CI 75.0%-83.0%, respectively). In cases of disagreement, it decreased from 61.7% (95% CI 54.6%-68.9%) in the first to 44.3% (95% CI 31.8%-56.7%) in the second part of the study. This was also reflected in the dermatologists’ switching behavior. In cases of agreement, the dermatologists basically never altered their classifications (0/59; 0%; 95% CI 0%-0.8%). In contrast, in cases of disagreement, the dermatologists altered their decision in 43% (15/35; 95% CI 30.8%-56.3%) of those cases. The dermatologists altered their diagnosis less often when they had initially diagnosed the lesion correctly (subsequently changed answer in 4/10, 39% of those cases) than when they had initially diagnosed it incorrectly (subsequently changed answer in 11/25, 46% of those cases, see Table 2). Altogether, this resulted in the observed overall increase in the correct diagnoses by the dermatologists. Out of all the occurring switches, dermatologists showed a higher willingness to switch from benign to malignant (11/15, 72%; 95% CI 53.4%-90.9%) than from malignant to benign (4/15, 28%; 95% CI 9.1%-46.6%).

The mean confidence levels of the classifier were much higher when the correct conclusion was reached (71.7%; 95% CI 69.3%-74.1%) than when the diagnosis was incorrect (34.8%; 95% CI 30.9%-38.7%). Regarding the dermatologists, a similar trend was less striking for part I (67.3%; 95% CI 61.1%-73.5% correct vs 60.8%; 95% CI 53.3%-68.2% incorrect) but became more pronounced for part II (71.8%; 95% CI 66.4%-77.1% correct vs 52.3%; 95% CI 41.0%-63.5% incorrect). A more detailed breakdown of the dermatologists’ and classifier’s confidence levels is shown in Table 3. Finally, the dermatologists altered their diagnoses in divergent cases more often when the CNN’s confidence levels were high than when they were low (mean CNN confidence levels 63.3%; 95% CI 56.4%-70.1% with subsequent switch vs 53.7%; 95% CI 46.7%-60.7% with no subsequent switch).
Table 3. Confidence distribution of the classifier and dermatologists for part I and part II.

<table>
<thead>
<tr>
<th>Groupings</th>
<th>Confidence (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Both incorrect</strong></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>35.8% (27.6%-44.1%)</td>
</tr>
<tr>
<td>Dermatologist part I</td>
<td>62.3% (54.6%-69.9%)</td>
</tr>
<tr>
<td>Dermatologist part II</td>
<td>69.8% (62.4%-77.3%)</td>
</tr>
<tr>
<td>AI correct, Dermatologist incorrect</td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>65.4% (60.7%-70.2%)</td>
</tr>
<tr>
<td>Dermatologist part I</td>
<td>60.8% (53.3%-68.3%)</td>
</tr>
<tr>
<td>Dermatologist part II</td>
<td>46.0% (33.6%-58.5%)</td>
</tr>
<tr>
<td>AI incorrect, Dermatologist correct</td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>32.9% (28.1%-37.6%)</td>
</tr>
<tr>
<td>Dermatologist part I</td>
<td>63.2% (56.3%-70.2%)</td>
</tr>
<tr>
<td>Dermatologist part II</td>
<td>47.9% (36.4%-59.4%)</td>
</tr>
<tr>
<td><strong>Both correct</strong></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>74.5% (72.0%-76.9%)</td>
</tr>
<tr>
<td>Dermatologist part I</td>
<td>67.9% (61.5%-74.3%)</td>
</tr>
<tr>
<td>Dermatologist part II</td>
<td>80.3% (76.2%-84.3%)</td>
</tr>
</tbody>
</table>

*aAI: artificial intelligence.

Learning Effect

The dermatologists received their results immediately after completing the first survey of the second part of the study. Thus, they had the opportunity to implement the lessons learned in the first AI-supported survey during the completion of the second survey in part II. A subanalysis showed that there was no detectable change in the dermatologists’ performance from the first to the second survey in part I of the study (see figure in Multimedia Appendix 2) with no significant difference between sensitivity (P=.50) and specificity (P=.76). In contrast, the dermatologists tended to perform better in the second survey of part II compared to the first survey, suggesting that they had learned how to better incorporate the CNN results into their diagnostic procedures, albeit with differences in sensitivity (P=.21) and specificity (P=.43) being still insignificant. In divergent cases, participants switched their diagnosis in 49% (8/17; 95% CI 36.2%-62.3%) of cases in survey 2, whereas they had only done so in 38% (7/18; 95% CI 21.1%-54.5%) of these cases for survey 1. The tendency to switch at the correct moments in cases of disagreement was reinforced in the second survey wherein dermatologists switched far more often when they were incorrect (5/13, 39%; 95% CI 23.0%-55.7%) in the first survey vs 6/12, 52%; 95% CI 39.8%-64.3% in the second survey).

Discussion

Principal Results

This study provides support for the value of CNN-based deep learning algorithms as complementary diagnostic tools in skin cancer detection as each of the 12 participating dermatologists experienced increased accuracy when working together with the classifier. In particular, the sensitivity of melanoma detection was improved. The specificity of the classification did not deteriorate substantially. This is remarkable because there is usually a trade-off between sensitivity and specificity in diagnostic tests. Thus, our classifier increased the overall accuracy of melanoma classification by the dermatologists. The one-sided performance improvement could be based on the classifier’s higher confidence for the subset of melanoma images where a switch did occur coupled with the assumption that dermatologists tend to change their mind more readily toward malignant cases. Based on balanced accuracy, every physician experienced a performance boost when working with AI support. The increase in balanced accuracy varied among the participants, with participants having a lower balanced accuracy for part I, generally showing larger improvements. Interestingly, improvement was not solely determined by classifier performance as the top three most improved participants worked with a classifier performing worse than average. The observed switching rate by dermatologists when disagreeing with the classifier reinforces previous findings, which indicate physicians’ susceptibility to recommendations of decision support systems [21].

The overall confidence of the dermatologists increased substantially when there was an agreement between the classifier and the dermatologist but decreased when there was a disagreement. The increased diagnostic confidence when there was an agreement could have an impact on treatment decisions, as the confidence to excise or not to excise increases, but it is not without downsides as confidence levels also increased when both agreed but were incorrect, reinforcing the participants’ confidence in the wrong classification. The observed confidence trend when disagreeing is expected, as an opposite viewpoint
can create doubts in one’s own diagnosis. This is however only beneficial when the classifier is correct but harmful when it is incorrect as it not only results in decreased confidence but also in participants switching from right to wrong. In the end, accuracy improvements were attained due to the combination of the classifier being right more often than wrong and dermatologists correctly being able to assess when to trust the classifier and when not to. Further improving such a system would therefore entail improving the classifier’s performance as well as its integration so that participants are better capable to delineate when to trust the classifier and when to trust themselves.

The dermatologists’ performance with AI support showed a nonsignificant trend of improvement between survey 1 and survey 2 for part II. This could indicate that after a single “practice session,” dermatologists had gained enough experience with the use of the classifier and adapted their diagnostic procedure in a way that yielded better performance. Further practice and more detailed analysis of the way in which dermatologists interact with the classifier may improve performance even further.

The exact reason for dermatologists to switch is difficult to pin down. As each participant was shown his or her previous answer (part I) for questions for part II, the change of mind presumably occurred because of the classifier’s answer. We cannot rule out that dermatologists would reconsider and switch on their own upon second viewing, but it is unlikely based on the fact that dermatologists almost never switched when agreeing with the classifier.

Limitations and Further Considerations

Currently, the algorithm on its own has a higher diagnostic accuracy than the dermatologists with AI support. However, the setting in which the dermatologists had to reach their decisions in this study does not completely reflect the real life situation wherein clinicians can integrate further information into their final decisions, such as age, patient history, or lesion localization, and an unbalanced distribution of melanomas and nevi. Therefore, adding the AI classifier to the routine diagnostic procedures already in place in the clinic and exploring its effects is an interesting next step. Completely taking the physician out of the loop is questionable as neural networks are known to be performed to investigate how AI-based classifiers affect skin cancer classification in a real-life setting in which an improved classifier is incorporated in the diagnostic routine.
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The comparatively low sensitivity attained by the participants could be due to the nature of the survey question, as participants were asked for a classification (melanoma/nevus) and not a therapy decision (eg, biopsy/reassuring patient). In real life, dermatologists will presumably tend to excise more lesions when they are unsure that the lesion in question is benign, thereby increasing their sensitivity. In a posthoc analysis, dermatologists’ answers were converted from nevus to melanoma when their confidence was low, which showed an increase in excision sensitivity (see Multimedia Appendix 2).

In addition, all the images selected for the study were verified by biopsy and are therefore more likely to represent edge cases, which are naturally more difficult to diagnose. This coupled with the nature of the question and the very large test set size could explain the lower diagnostic performance.

A limitation of our current classifier is that it can only distinguish melanomas from pigmented nevi. However, multiple studies have shown that it is possible to create CNN-based algorithms that can distinguish several classes of lesions, thus better reflecting the clinical reality [6,8,23]. Further, the classifier’s performance on an external test set would likely be lower; however, classifier performance was not the primary aspect of this study, but rather if and how dermatologists are influenced by such a system.

Conclusions

Our results support further research into AI-based classifiers as diagnostic aids in skin cancer classification. We show that clinicians can improve their overall accuracy through improving sensitivity at constant specificity by learning to optimize their interactions with a classifier. While users switched to the correct answer more often than to the incorrect one, minimizing incorrect switches is a challenge that requires further investigation. Our study also has some limitations such as a comparatively artificial setting. In future, clinical trials should be performed to investigate how AI-based classifiers affect skin cancer classification in a real-life setting in which an improved classifier is incorporated in the diagnostic routine.
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Abstract

Background: Gestational diabetes mellitus (GDM) can cause adverse consequences to both mothers and their newborns. However, pregnant women living in low- and middle-income areas or countries often fail to receive early clinical interventions at local medical facilities due to restricted availability of GDM diagnosis. The outstanding performance of artificial intelligence (AI) in disease diagnosis in previous studies demonstrates its promising applications in GDM diagnosis.

Objective: This study aims to investigate the implementation of a well-performing AI algorithm in GDM diagnosis in a setting, which requires fewer medical equipment and staff and to establish an app based on the AI algorithm. This study also explores possible progress if our app is widely used.

Methods: An AI model that included 9 algorithms was trained on 12,304 pregnant outpatients with their consent who received a test for GDM in the obstetrics and gynecology department of the First Affiliated Hospital of Jinan University, a local hospital in South China, between November 2010 and October 2017. GDM was diagnosed according to American Diabetes Association (ADA) 2011 diagnostic criteria. Age and fasting blood glucose were chosen as critical parameters. For validation, we performed k-fold cross-validation (k=5) for the internal dataset and an external validation dataset that included 1655 cases from the Prince of Wales Hospital, the affiliated teaching hospital of the Chinese University of Hong Kong, a non-local hospital. Accuracy, sensitivity, and other criteria were calculated for each algorithm.
Introduction

Gestational diabetes mellitus (GDM), common in pregnancy, exerts negative effects on both mothers and their newborns, including cesarean delivery, shoulder dystocia, macrosomia, neonatal hypoglycemia, post-GDM type 2 diabetes mellitus, cardiovascular disease of pregnant women, and increased risk of obesity and type 2 diabetes mellitus in the offspring [1]. However, if GDM can be diagnosed at an early stage, early interventions can be implemented to maximally reduce its adverse consequences [2,3]. Although GDM prevalence in some developing African countries is high (eg, 8.2% in Nigeria and 9.5% in Tanzania) [4], pregnant women are less likely to receive adequate health care due to the lack of skilled health workers [5]. Other factors, such as poverty, inadequate medical services, long distance to hospitals, less access to information, and culture and traditions also prevent women from seeking care during pregnancy.

Artificial intelligence (AI) has been widely used in disease diagnosis in recent years [6,7]. Several advanced AI algorithms, such as deep learning, support vector machine (SVM), and convolutional neural network, have shown comparable performance to clinicians [8]. Major advanced AI approaches yield significant discriminative performance with relatively high sensitivity, specificity, and accuracy in object-identifying tasks [9,10]. At the same time, the world has witnessed the instantaneity of reporting and the consistency of producing results by AI [11]. AI is becoming more suitable for use in clinical daily practice [12] and offers the advantage of greater accuracy and efficiency [13]. An AI-driven dietary platform has been developed for diabetes management [14], and AI tools can enhance diabetes care for individuals and societal health [15,16].

Due to the advantages above, AI is expected to be further studied and implemented in the GDM diagnosis field to maximize social and economic benefits. A systematic review and meta-analysis on telemedicine technologies for diabetes in pregnancy conducted by our team in 2016 showed that telemedicine technologies can streamline clinical care delivery and improve maternal satisfaction [17]. We also evaluated the current state of GDM diagnosis programs by searching Scopus, Web of Science, PubMed, and Embase for studies published in English from inception up to November 17, 2019, using the keywords “gestational diabetes mellitus,” “GDM,” “GDM screening,” “GDM detection,” “GDM diagnosis,” “machine learning,” “artificial intelligence (AI),” and “deep learning.” Although some papers applied AI on screening or early diagnosis of GDM [18,19], they only used the expert system or risk score model instead of up-to-date AI algorithms such as random forest. Recently, a team from Israel applied top 20 contributing features such as baseline risk score and glucose challenge test results of previous pregnancy. A machine learning model based on national electronic health records reached high accuracy for GDM diagnosis [20]. Therefore, we intend to establish a GDM diagnosis tool using AI technology for women in low-resource areas. As our app targets to serve patients in resource-limited areas, it would be more practical and accessible if we can use only fasting glucose value and other patient’s basic health information such as age, body weight, and height. This study (referred to as GDM-AI study, ie, the study of AI-based diagnosis of GDM) aims to validate and rank the performance (referred to as GDM-AI study, ie, the study of AI-based diagnosis of GDM) aims to validate and rank the performance and applicability of AI algorithms in diagnosing GDM and to develop an innovative AI application for maternal health care. This paper will also present the ideas behind our app, as well as its contributions and prospects.

Methods

Recruitment
Our retrospective study initially involved 12,316 pregnant women who delivered a singleton at the First Affiliated Hospital of Jinan University (Guangzhou, Guangdong, China) from November 1, 2010, to October 31, 2017. We obtained ethics review and approval from the research ethics committee of the Jinan University. Medical records were used, and all data was confidential with anonymized numbers. The study excluded 12 pregnant women, as their profiles were not complete. A total of 12,304 pregnant women with full profile after admission were used as the development set and were diagnosed with or without GDM according to the International Association of Diabetes and Pregnancy Study Groups (IADPSG) diagnosis.
criteria. Patients were excluded if they met any of the following criteria: non-Chinese, multiple gestations, oral glucose tolerance test performed before 12 weeks, delivery in another hospital, major fetal malformation, or without patient clinical outcome in the electronic medical records. We extracted clinical data from the database of the First Affiliated Hospital of Jinan University (Guangzhou, Guangdong, China) as the development set, including the clinical baseline characteristics, maternal and neonatal complications, along with their clinical outcomes. The demographics and clinical characteristics of the patients are presented in Table 1. Another dataset of 1655 cases was obtained with the same criteria as an external validation set from Prince of Wales Hospital, the affiliated teaching hospital of the Chinese University of Hong Kong.

**Table 1.** Baseline characteristics.

<table>
<thead>
<tr>
<th>Demographic and clinical variables</th>
<th>Developmental (Training) set (N=12,304)</th>
<th>P value</th>
<th>External validation set (N=1655)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDM (n=2761)</td>
<td></td>
<td>GDM (n=240)</td>
</tr>
<tr>
<td></td>
<td>(mean, SD)</td>
<td></td>
<td>(mean, SD)</td>
</tr>
<tr>
<td>Age (year)</td>
<td>30.21 (4.42)</td>
<td>&lt;.001</td>
<td>32.87 (4.71)</td>
</tr>
<tr>
<td>Fasting Glucose Value (mmol/L)</td>
<td>4.89 (0.73)</td>
<td>&lt;.001</td>
<td>4.74 (0.58)</td>
</tr>
<tr>
<td>1-h postload plasma glucose (mmol/L)</td>
<td>9.82 (1.84)</td>
<td>&lt;.001</td>
<td>10.16 (1.63)</td>
</tr>
<tr>
<td>2-h postload plasma glucose (mmol/L)</td>
<td>8.53 (1.65)</td>
<td>&lt;.001</td>
<td>8.63 (1.23)</td>
</tr>
<tr>
<td></td>
<td>NGT (n=9543)</td>
<td></td>
<td>NGT (n=1415)</td>
</tr>
<tr>
<td></td>
<td>(mean, SD)</td>
<td></td>
<td>(mean, SD)</td>
</tr>
<tr>
<td>Age (year)</td>
<td>28.50 (3.98)</td>
<td></td>
<td>30.33 (4.82)</td>
</tr>
<tr>
<td>Fasting Glucose Value (mmol/L)</td>
<td>4.37 (0.36)</td>
<td></td>
<td>4.32 (0.28)</td>
</tr>
<tr>
<td>1-h postload plasma glucose (mmol/L)</td>
<td>7.33 (1.38)</td>
<td></td>
<td>7.25 (1.35)</td>
</tr>
<tr>
<td>2-h postload plasma glucose (mmol/L)</td>
<td>6.47 (1.04)</td>
<td></td>
<td>6.24 (1.02)</td>
</tr>
</tbody>
</table>

aGDM: gestational diabetes mellitus
bNGT: normal glucose tolerance

**Study Design**

All pregnant women received 2-hour 75 g oral glucose tolerance test according to the American Diabetes Association (ADA) 2011 criteria. As per the ADA 2011 diagnostic criteria for GDM, the upper limits of the blood glucose for fasting, 1-hour postprandial, and 2-hour postprandial blood glucose are 5.1 mmol/L, 10.0 mmol/L, and 8.5 mmol/L, respectively. Those with one or more abnormal value(s) will be diagnosed as GDM. Each case was carefully reviewed by 2 experts individually. The patient’s evaluation result, which would be finished within a week, was assigned to GDM cohort and non-GDM cohort, depending on the laboratory data change, clinical manifestation, clinical intervention, and final diagnosis. If a discrepancy occurred, the case was reviewed by another third expert and labeled after consensus was reached. In the developmental dataset, cases were labeled as either normal or GDM, according to the ADA 2011 criteria.

We compared baseline characteristics between the 2 cohorts (nonGDM and GDM) as shown in Table 1 and found that there were significant differences between them, except height. Therefore, we tested several times different combinations of baseline characteristics in AI algorithms to get the best combination for distinguishing GDM from nonGDM. Eventually, we came to a combination of age and fasting blood glucose.

We tested 9 advanced AI algorithms, including SVM, random forest, AdaBoost, k-nearest neighbors (kNN), naive Bayes (NB), decision tree, logistic regression (LR), eXtreme gradient boosting (XGBoost), and gradient boosting decision tree (GBDT), by utilizing age and fasting blood glucose in the collected datasets. We used the development set for model development and carried out internal validation with 5-fold cross-validation. The development set was randomly split into 5 folds. Within each fold, we used 1 fold for validation and the rest for training the model. Results were calculated by averaging the results from the 5 separate experiments.

GDM classification performances of the trained models were validated using the internal validation with 5-fold cross-validation and the external validation set, which was evaluated using the area under the receiver operating characteristic curve (AUROC).

**Statistical Analysis**

We hypothesized that the AI model is at least comparable to the ADA 2011 criteria. Thus, we compared performances of the advanced AI models to ADA 2011 diagnosis results. Accuracy, sensitivity, specificity, area under the curve (AUC), positive predictive value (PPV), negative predictive value (NPV), Brier score, positive likelihood ratio, and negative likelihood ratio were calculated for each algorithm.

For the validation datasets, performance was evaluated from the probability values by using the AUROC curve analysis for GDM detection with python 3.6.8 based on Jupyter Notebook (Project Jupyter). Performance evaluation was achieved via receiver operating characteristic (ROC) curve analysis, and calculation of AUC using the “pROC” package. The cut-off value (0.501) for the model was determined by the “OptimalCutpoints” package using the Youden method. Asymptotic 2-sided 95% CIs were computed for the logit transform of each proportion (ie, sensitivity and specificity). All analyses were performed using Stata (version 14.0).
Results

A total of 12,304 outpatient cases were included in the development dataset. Among these women, 77.6% (9,543/12,304) were non-GDM as per the ADA 2011 criteria, and 22.4% (2,761/12,304) women were diagnosed as GDM. GDM was found in 14.5% (240/1,655) cases among the external validation dataset.

A 5-fold cross-validation was applied for the internal dataset, and accuracy and false positives were recorded. All the evaluation indices are presented in Table 2 and Table 3.

Table 2. The detection performance of 9 algorithms for the internal validation dataset.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV a</th>
<th>NPV b</th>
<th>Brier score</th>
<th>AUC c</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM d</td>
<td>0.849</td>
<td>0.377</td>
<td>0.985</td>
<td>0.880</td>
<td>0.845</td>
<td>0.151</td>
<td>0.766</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.833</td>
<td>0.432</td>
<td>0.949</td>
<td>0.709</td>
<td>0.852</td>
<td>0.167</td>
<td>0.728</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.860</td>
<td>0.376</td>
<td>1</td>
<td>1</td>
<td>0.847</td>
<td>0.140</td>
<td>0.763</td>
</tr>
<tr>
<td>kNN e</td>
<td>0.841</td>
<td>0.415</td>
<td>0.964</td>
<td>0.768</td>
<td>0.851</td>
<td>0.159</td>
<td>0.723</td>
</tr>
<tr>
<td>NB f</td>
<td>0.845</td>
<td>0.367</td>
<td>0.983</td>
<td>0.860</td>
<td>0.843</td>
<td>0.155</td>
<td>0.768</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.838</td>
<td>0.431</td>
<td>0.956</td>
<td>0.738</td>
<td>0.853</td>
<td>0.162</td>
<td>0.706</td>
</tr>
<tr>
<td>LR g</td>
<td>0.844</td>
<td>0.363</td>
<td>0.984</td>
<td>0.865</td>
<td>0.842</td>
<td>0.156</td>
<td>0.765</td>
</tr>
<tr>
<td>XGBoost h</td>
<td>0.860</td>
<td>0.377</td>
<td>1</td>
<td>1</td>
<td>0.847</td>
<td>0.140</td>
<td>0.771</td>
</tr>
<tr>
<td>GBDT i</td>
<td>0.860</td>
<td>0.376</td>
<td>1</td>
<td>1</td>
<td>0.847</td>
<td>0.140</td>
<td>0.772</td>
</tr>
</tbody>
</table>

aPPV: positive predictive value.
bNPV: negative predictive value.
cAUC: area under the curve.
dSVM: support vector machine.
ekNN: k-nearest neighbors.
fNB: naive Bayes.
gLR: logistic regression.
hXGBoost: eXtreme gradient boosting.
iGBDT: gradient boosting decision tree.

ROC curves are shown in Figure 1, which indicates the higher performance of AUC of SVM, AdaBoost, NB, LR, XGBoost, and GBDT.

For the internal validation dataset, the best performance of AUC was for GBDT and XGBoost, which had relatively higher accuracy, specificity, and PPV, while their Brier scores were lower than those of others (Table 2).

For the external validation dataset, the AUC of SVM for GDM was 0.78, with 88.7% accuracy and 100% specificity (Table 3). The specificity of NB was 98.2% for diagnosing GDM with AUC of 0.774 (Table 3). Demonstration of AI Application is shown in Table 4.
Table 3. The detection performance of 9 algorithms for the external validation dataset.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV\textsuperscript{a}</th>
<th>NPV\textsuperscript{b}</th>
<th>Brier score</th>
<th>AUC\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM\textsuperscript{d}</td>
<td>0.887</td>
<td>0.221</td>
<td>1</td>
<td>1</td>
<td>0.883</td>
<td>0.113</td>
<td>0.780</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.838</td>
<td>0.263</td>
<td>0.936</td>
<td>0.409</td>
<td>0.882</td>
<td>0.162</td>
<td>0.655</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.882</td>
<td>0.183</td>
<td>1</td>
<td>1</td>
<td>0.878</td>
<td>0.118</td>
<td>0.736</td>
</tr>
<tr>
<td>kNN\textsuperscript{e}</td>
<td>0.862</td>
<td>0.254</td>
<td>0.965</td>
<td>0.550</td>
<td>0.884</td>
<td>0.138</td>
<td>0.669</td>
</tr>
<tr>
<td>NB\textsuperscript{f}</td>
<td>0.878</td>
<td>0.263</td>
<td>0.982</td>
<td>0.716</td>
<td>0.887</td>
<td>0.122</td>
<td>0.774</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.841</td>
<td>0.242</td>
<td>0.942</td>
<td>0.414</td>
<td>0.880</td>
<td>0.159</td>
<td>0.614</td>
</tr>
<tr>
<td>LR\textsuperscript{g}</td>
<td>0.877</td>
<td>0.258</td>
<td>0.983</td>
<td>0.713</td>
<td>0.887</td>
<td>0.123</td>
<td>0.769</td>
</tr>
<tr>
<td>XGBoost\textsuperscript{h}</td>
<td>0.882</td>
<td>0.183</td>
<td>1</td>
<td>1</td>
<td>0.878</td>
<td>0.118</td>
<td>0.742</td>
</tr>
<tr>
<td>GBDT\textsuperscript{i}</td>
<td>0.882</td>
<td>0.183</td>
<td>1</td>
<td>1</td>
<td>0.878</td>
<td>0.118</td>
<td>0.757</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PPV: positive predictive value.  
\textsuperscript{b}NPV: negative predictive value.  
\textsuperscript{c}AUC: area under the curve.  
\textsuperscript{d}SVM: support vector machine.  
\textsuperscript{e}kNN: k-nearest neighbors.  
\textsuperscript{f}NB: naive Bayes.  
\textsuperscript{g}LR: logistic regression.  
\textsuperscript{h}XGBoost: eXtreme gradient boosting.  
\textsuperscript{i}GBDT: gradient boosting decision tree.

Figure 1. Overall area under the receiver operating characteristic curves for internal validation dataset. SVM: support vector machine; kNN: k-nearest neighbors; NB: naive Bayes; LR: logistic regression; XGBoost: eXtreme gradient boosting; GBDT: gradient boosting decision tree.
Table 4. Demonstration of AI application.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Age</th>
<th>Fasting glucose (mmol/L)</th>
<th>Result with AI application</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>5.2</td>
<td>GDM&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>4.5</td>
<td>No GDM</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>4.8</td>
<td>No GDM</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>3.5</td>
<td>No GDM</td>
</tr>
<tr>
<td>5</td>
<td>37</td>
<td>5.6</td>
<td>GDM</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>4.3</td>
<td>No GDM</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>6.7</td>
<td>GDM</td>
</tr>
<tr>
<td>8</td>
<td>27</td>
<td>5.4</td>
<td>GDM</td>
</tr>
</tbody>
</table>

<sup>a</sup>GDM: gestational diabetes mellitus.

The goal of this preliminary research was to develop an app and demonstrate the soundness of the methods. The users can put data into the app, which will be transferred simultaneously to the doctors and other medical personnel. In this way, the app provides a platform for the doctor to get informed of the users’ health status and give intervention to the GMD patients, while the app user can keep track of their physical conditions.

To be more specific, our mobile app is expected to quantify the daily lives of pregnant women and optimize diet, exercise, and sleep to help them maximize their well-being. The app serves as an “online intelligent nurse” that can answer simple questions to reduce obstetric doctors’ workload. The built-in model was chosen for our app, which will still be tested, adjusted, and improved continually. There is a need to collect data regarding pregnant women’s daily habits and body conditions and to use machine learning algorithms to study these data. Such data will also be sent to a cloud database and analyzed again to determine the relationship between the amount of exercise and caloric intake to help users balance exercise and diet. Moreover, it will give a prediction of the probability of users having other diseases and their next-day blood glucose levels. The actual blood glucose uploaded by the user will be used to make comparisons with the predicted value to verify, correct, or improve our model.

The detailed process of app development is illustrated in Figure 2 and Figure 3.

The app interface is shown in Figure 4.

**Figure 2.** How the AI app works.

**Clinical Data**

Build the mathematical model to predict health status of pregnant women based on clinical data

Reduced dimension: principal component analysis
Underdetermining random forest and deep learning
Validation: by using the external database to test the model

**Goal:**
Pregnant women input the data related to their health status, the application can predict future disease status

**Post-market data collection**

Collect the data of pregnant women (users), which will undergo continuous training on the model.

Providing the personalized management for the user
Figure 3. Structure of the app.

Figure 4. Interface of the app.
Discussion

Principal Results

In this study, we described the use of 9 AI algorithms for the diagnosis of GDM, utilizing only the age and fasting blood glucose. Internal and external validation demonstrated that AI algorithms provide strong or moderate evidence to rule in diagnosing GDM under the same medical resource conditions. Moreover, SVM retained high performance in accuracy, specificity, PPV, positive likelihood ratio, and AUROC for achieving the correct diagnosis, which suggests the potential of the SVM algorithm to make highly accurate diagnosis decisions. NB also provides moderate evidence to rule in diagnosing GDM under the same medical resource conditions.

Established diagnostic tools such as ADA 2011 criteria have been used to decide whether or not a pregnant woman has GDM. However, ADA 2011 criteria are resource-demanding, and thus may not be utilized in undeveloped areas in China. Moreover, these diagnostic tests are both expensive and difficult for pregnant women given their body conditions during pregnancy. Compared with those established diagnostic tools in the ADA 2011 criteria, the automatic diagnostic algorithm can provide a real-time and accurate diagnosis with fewer medical resources. Also, such algorithm-based diagnosis would be less expensive since it requires fewer equipment and professional medical staff.

As GDM puts a major economic burden on the public health care system, the government and health policymakers can evaluate the economic benefits of our free app (which can inform patients of their diagnoses and facilitate early medical intervention, if needed) based on the results of this study and seek international cooperation [21-26].

We believe that the future focus of AI in medicine should be directed towards solving medical problems in resource-insufficient areas, and this application will likely help address the shortage of medical resources. In addition to GDM, we believe that AI could be applied to other diseases.

Limitations

First, the development set all comes from one hospital, but the external validation set has fixed this problem. Second, the data is retrospective and therefore, not up to date. Third, the datasets pertain to the Guangdong and Hong Kong populations, both in regard to patient and system characteristics. Applicability of our findings to other populations with distinct health care systems may need further investigations. Fourth, there is no algorithm that performs well in sensitivity compared with human experts, illustrating that the capability of AI-diagnosing GDM requires improvement.

Since the scope of our dataset is relatively small, the next step of our study will be to expand our internal dataset and repeat the process to validate that SVM performs well in different datasets. Databases from different jurisdictions can be included in our test. Although SVM outperformed in overall criteria, NB outperformed SVM according to Brier Score in both datasets. Therefore, a further investigation into the differences between SVM and NB will be carried out.

Comparison With Existing Literature

Diagnosis for initial GDM is performed to aid further observation of pregnant women and to guide interventions. Several tools have been previously developed for diagnosing and predicting diabetes mellitus. However, these tools require detailed information of a pregnant woman, for example, all important factors regulating the patient’s blood glucose level [27], demographic information [18], or various blood glucose values [28]. Therefore, they are not suitable for pregnant women living in resource-limited rural areas. In contrast, our diagnosis mechanism only requires the fasting glucose value and the patient’s age, which enhances its application.

Contribution of the Application

A core feature of the app is intelligent medical care. The process of collecting, extracting, processing, and presenting data and renewing the app are both automated. Therefore, it can save a lot of time and effort while performing at high efficacy and accuracy.

Moreover, if our app can be interconnected with wearable devices, the app can monitor, in real-time, the heart rates and blood pressure levels of pregnant women to inform them of their physical conditions with data and illustrations, such as whether they should continue to exercise or rest. Such intelligent health care will be beneficial for mothers-to-be in rural areas where medical resources might be in short supply, reassuring both pregnant women and their families.

Precision medicine is a modern branch of medicine that can give individualized medical care according to a patient’s genetic, biomarker, or psychosocial characteristics. Precision medicine remains expensive and difficult to deliver for most pregnant women in rural areas. However, our app provides the possibility for affordable precision medicine providers since it can respond with medical advice and individualized arrangements of daily exercises and diets.

The application also makes the long-distance medicine possible for those pregnant women living in rural areas, where medical services are insufficient and transportation is underdeveloped. Doctors can track the patient’s glucose level and other health information through the application in real-time and give diagnosis and suggestions through real-time online communication. The application can also be used for urban pregnant women who are too busy to attend time-consuming examinations.

In addition, through the realization of precision medicine and long-distance medical care, this app can use available obstetric resources to detect a relationship between health data and pregnant women’s health to search for new ways to manage risks during pregnancy and to provide more effective management of GDM. In this way, our app can improve the efficiency and quality of maternal health care, particularly in rural areas, and help revitalize the current global medical system.

Moreover, if our app can be interconnected with wearable devices, the app can monitor, in real-time, the heart rates and blood pressure levels of pregnant women to inform them of their physical conditions with data and illustrations, such as whether they should continue to exercise or rest. Such intelligent health care will be beneficial for mothers-to-be in rural areas where medical resources might be in short supply, reassuring both pregnant women and their families.

Precise medicine is a modern branch of medicine that can give individualized medical care according to a patient’s genetic, biomarker, or psychosocial characteristics. Precision medicine remains expensive and difficult to deliver for most pregnant women in rural areas. However, our app provides the possibility for affordable precision medicine providers since it can respond with medical advice and individualized arrangements of daily exercises and diets.

The application also makes the long-distance medicine possible for those pregnant women living in rural areas, where medical services are insufficient and transportation is underdeveloped. Doctors can track the patient’s glucose level and other health information through the application in real-time and give diagnosis and suggestions through real-time online communication. The application can also be used for urban pregnant women who are too busy to attend time-consuming examinations.

In addition, through the realization of precision medicine and long-distance medical care, this app can use available obstetric resources to detect a relationship between health data and pregnant women’s health to search for new ways to manage risks during pregnancy and to provide more effective management of GDM. In this way, our app can improve the efficiency and quality of maternal health care, particularly in rural areas, and help revitalize the current global medical system.

The AI-based app can promote long-distance medical care by making timely and accurate diagnosis in low-resource conditions while possibly lowering the cost of GDM diagnosis and improving the quality and efficiency of maternal health care in...
rural areas. First, the introduction of this application will effectively be improving diagnostic rate of gestational diabetes in low-resource areas and thus preventing high risks in pregnancies. Second, AI makes intervention for high-risk women possible. Third, AI application might be complementary solutions to reduce diagnostic delay and delay of getting prevention advice and possible treatment in underserved rural GDM population globally.

Conclusion
There are many challenges associated with inadequate obstetric services in rural areas around the world, yet this also provides an opportunity for the development of AI in the medical field. In our study, 9 algorithms (SVM, random forest, AdaBoost, kNN, NB, decision tree, LR, XGBoost, and GBDT) were tested to identify the best-performing algorithm in the diagnosis of GDM. SVM performed best and was adopted to develop a mobile app. Although further experiments are needed, we believe the developed app will promote precision medicine and long-distance medical care while improving the quality and efficiency of maternal health care in rural areas.
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Abstract

Background: Helicobacter pylori plays a central role in the development of gastric cancer, and prediction of H pylori infection by visual inspection of the gastric mucosa is an important function of endoscopy. However, there are currently no established methods of optical diagnosis of H pylori infection using endoscopic images. Definitive diagnosis requires endoscopic biopsy. Artificial intelligence (AI) has been increasingly adopted in clinical practice, especially for image recognition and classification.

Objective: This study aimed to evaluate the diagnostic test accuracy of AI for the prediction of H pylori infection using endoscopic images.

Methods: Two independent evaluators searched core databases. The inclusion criteria included studies with endoscopic images of H pylori infection and with application of AI for the prediction of H pylori infection presenting diagnostic performance. Systematic review and diagnostic test accuracy meta-analysis were performed.

Results: Ultimately, 8 studies were identified. Pooled sensitivity, specificity, diagnostic odds ratio, and area under the curve of AI for the prediction of H pylori infection were 0.87 (95% CI 0.72-0.94), 0.86 (95% CI 0.77-0.92), 40 (95% CI 15-112), and 0.92 (95% CI 0.90-0.94), respectively, in the 1719 patients (385 patients with H pylori infection vs 1334 controls). Meta-regression showed methodological quality and included the number of patients in each study for the purpose of heterogeneity. There was no evidence of publication bias. The accuracy of the AI algorithm reached 82% for discrimination between noninfected images and post eradication images.

Conclusions: An AI algorithm is a reliable tool for endoscopic diagnosis of H pylori infection. The limitations of lacking external validation performance and being conducted only in Asia should be overcome.

Trial Registration: PROSPERO CRD42020175957; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=175957

(J Med Internet Res 2020;22(9):e21983) doi:10.2196/21983
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Introduction

More than half of the world’s population is infected with the Helicobacter pylori bacteria [1], which is associated with various disorders, such as gastritis, peptic ulcer, mucosa-associated lymphoid tissue lymphoma, gastric adenocarcinoma, and immune thrombocytopenic purpura [2,3]. The infection causes chronic atrophic gastritis, intestinal metaplasia, dysplasia, and gastric cancer in sequence [4]. The International Agency for Research on Cancer has categorized H. pylori as a group 1 carcinogen [5]. Elimination of this pathogen is considered the most promising strategy for the prevention of gastric cancer [6,7].

An important aspect of endoscopy is the ability to predict H pylori–induced gastritis by visual inspection of the gastric mucosa to identify patients at high risk for gastric cancer. Representative features of H pylori–induced gastritis have been reported in the literature, including mucosal edema, atrophy, diffuse erythema, enlargement of mucosal folds, or mucosal nodularity [8,9]. The regular arrangement of collecting venules and fundic gland polyps has been suggested as a predictive marker of the H pylori–naïve stomach. Also, map-like redness under white-light imaging (WLI) or a cracked pattern under blue-laser imaging (BLI) have been suggested as features of a posteradicated gastric mucosa [8,9].

These endoscopic features do not have objective indicators, and there is the potential for interobserver or intraobserver variability in the optical diagnosis of H pylori–infected mucosa [10]. Although expert endoscopists might reliably identify an H pylori infection with meticulous visual inspection of the mucosa during endoscopic examination, novice endoscopists require substantial time to perform this task efficiently. Image-enhanced endoscopy (IEE), such as narrow-band imaging (NBI), BLI, or linked color imaging (LCI), with or without magnification, has been developed. Previous studies have indicated increased diagnostic accuracy of gastrointestinal neoplasms with the application of these modalities during endoscopic examination [11,12]. This also requires considerable training and prolonged procedure time. There are no uniform features of H pylori infection in IEE [12]. Therefore, there are currently no established methods of optical endoscopic diagnosis of H pylori infection. Definitive diagnosis continues to require endoscopic biopsy, which is categorized as an invasive diagnostic test.

Artificial intelligence (AI) has been increasingly adopted in clinical practice, especially for image recognition and classification [13]. This technique has shown promising diagnostic performance using endoscopic images, such as detecting cancer or neoplastic lesions and classifying neoplastic or nonneoplastic lesions in the gastrointestinal tract [14]. Application of AI in endoscopic examination is expected to be useful. It can help detect H pylori infection in real time and determine the optimum definitive test for H pylori infection. There has been no diagnostic test accuracy meta-analysis of AI for the prediction of H pylori infection using endoscopic images.

This study aimed to evaluate the diagnostic performance of AI for the diagnosis of H pylori infection using endoscopic images.

Methods

Ethics

This study adhered to the guidelines of the Preferred Reporting Items for a Systematic Review and Meta-analysis of Diagnostic Test Accuracy Studies (PRISMA-DTA) [15]. The protocol of this study was registered at the International Prospective Register of Systematic Reviews (PROSPERO) [CRD42020175957] on March 2019 before initiating the study. Approval of the institutional review board was exempted as only anonymized data was collected from the literature.

Literature Searching Strategy

Two independent evaluators (CSB and JJL) having published 23 systematic reviews and 11 PROSPERO protocols searched PubMed, Embase, and the Cochrane Library using common keywords relevant to H pylori infection and AI (inception to March 2020). The abstracts of all identified studies were reviewed to exclude irrelevant articles. Full-text reviews were conducted to determine whether the inclusion criteria were satisfied in all the studies. Bibliographies were also reviewed to identify additional relevant articles. Disagreements between the evaluators were resolved by consultation with a third evaluator (GHB). The details are presented in Multimedia Appendix 1.

Selection Criteria

We included studies that met the following criteria: (1) studies with endoscopic images of H pylori infection as a case group and endoscopic images without H pylori infection as a control group; (2) application of the AI algorithm for the prediction of H pylori infection; (3) inclusion of diagnostic performance indices of the AI algorithm, including sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), positive likelihood ratio (PLR), negative likelihood ratio (NLR), diagnostic odds ratio (DOR), or accuracy, which enable an estimation of true positive (TP), false positive (FP), false negative (FN), and true negative (TN) values for the prediction of H pylori infection using endoscopic images; (4) prospective or retrospective study design; (5) human adult subjects; and (6) full-text publications written in English. The exclusion criteria included (1) narrative reviews; (2) letters, comments, editorials, or protocol studies; (3) guidelines; and (4) systematic reviews and meta-analyses. Studies meeting at least one of the exclusion criteria were excluded from the analysis.

Methodological Quality

The Quality Assessment of Diagnostic Accuracy Studies–2 (QUADAS-2) tool was used to determine the methodological quality of the included articles. This tool contains 4 domains: patient selection, index test, reference standard, and flow and timing [16]. Each domain was assessed in terms of high, low, or unclear risk of bias, and the first 3 domains were also assessed in terms of high, low, or unclear concerns regarding applicability [16]. Review Manager version 5.3.3 (RevMan for Windows 7, Nordic Cochrane Centre) was used to generate the summary figure of the methodological quality evaluation. Data extraction,
primary and modifier-based analyses, and statistical analysis are described in Multimedia Appendix 2 [17-20].

**Results**

**Identification of Relevant Studies**

In total, 161 articles were identified by searching 3 electronic databases. Among them, 59 were duplicate studies, and 75 were excluded during the initial screening by reviewing titles and abstracts. Full texts of the remaining 27 articles were thoroughly reviewed. Among these, 19 studies were excluded from the final analysis due to the following reasons: narrative review (n=4), incomplete data (n=14), and systematic review or meta-analysis (n=1; the topic of this systematic review was the role of nonmagnified endoscopy for the assessment of *H pylori* infection) [8]. The remaining 8 studies [9,10,21-26] were included in the final analysis. Figure 1 illustrates a flow diagram showing the process used to identify the relevant articles.

![Flow diagram of the identification of relevant studies.](http://www.jmir.org/2020/9/e21983/)

**Characteristics of the Included Studies**

The included studies could be categorized by analysis based on the number of enrolled patients [9,10,21,22,23,25,26] and number of enrolled images [9,10,21,24]. Two studies [9,10] presented both patient-based and image-based analyses. Enrolled studies presented performance of the AI algorithm with test dataset (internal validation), and there was no study that presented external validation performance.

Among the 8 studies [9,10,21-26] included for the prediction of *H pylori* infection using endoscopic images, we identified 1719 patients (385 patients with *H pylori* infection vs 1334 controls). Additionally, 2855 endoscopic images with *H pylori* infection and 2287 control images including 514 posteradicated images were identified.

Among the studies, 5 were retrospectively conducted [9,10,21,22,25], and 3 [23,24,26] were prospectively conducted. All studies were conducted in Asia, and the age of the enrolled population ranged from a mean of 48.6 years to a median of 64 years. Most studies [9,21,22,24,26] established the AI algorithm based on the convolutional neural network (CNN), whereas 2 studies [10,25] established support vector machine (SVM)-based algorithms. Most studies [9,21,22,24,26] used endoscopic images with WLI, whereas a study by Yasuda et al [10] used endoscopic images with LCI, and Nakashima et al [23] used LCI and BLI images in addition to endoscopic images with WLI. While most studies [9,10,21,22,24,26] presented the performance of the AI algorithm as a single primary outcome, one study [23] also presented a feature map, which implies visualizing where established AI algorithms pay attention to and indicate a region of interest.

These characteristics (modifiers) were evaluated as potential sources of heterogeneity through the subgroup analysis and meta-regression. Detailed characteristics of the studies are presented in Table 1.
Table 1. Clinical characteristics of the included studies.

<table>
<thead>
<tr>
<th>Study, format, nationality</th>
<th>Support vector machine</th>
<th>Type of AI</th>
<th>Type of endoscopy, diagnostic method of <em>Helicobacter pylori</em> infection</th>
<th>Number of cases in test dataset</th>
<th>Number of controls in test dataset</th>
<th>Age of patients in test dataset; gender in patients in test dataset (M/F)</th>
<th>TP(^c)</th>
<th>FP(^d)</th>
<th>FN(^e)</th>
<th>TN(^f)</th>
<th>Unit of analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yasuda et al [10], retrospective, Japan</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>42 <em>H pylori</em> patients</td>
<td>63 controls (46 post eradication patients and 17 uninfected patients)</td>
<td>Median 64 years (range 26-88); (61/44)</td>
<td>38</td>
<td>9</td>
<td>4</td>
<td>54</td>
<td>Patient-based</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>210 <em>H pylori</em>-positive images</td>
<td>315 control images (230 post eradication and 85 uninfected images)</td>
<td>—</td>
<td>161</td>
<td>70</td>
<td>49</td>
<td>245</td>
<td>Image-based</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>210 <em>H pylori</em>-positive images</td>
<td>85 uninfected images (<em>H pylori</em>-naïve)</td>
<td>—</td>
<td>161</td>
<td>9</td>
<td>49</td>
<td>76</td>
<td>Image-based (infected vs uninfected)</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>210 <em>H pylori</em>-positive images</td>
<td>230 post eradication images</td>
<td>—</td>
<td>161</td>
<td>61</td>
<td>49</td>
<td>169</td>
<td>Image-based (infected vs after-eradication)</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>85 uninfected images</td>
<td>230 post eradication images</td>
<td>—</td>
<td>76</td>
<td>61</td>
<td>9</td>
<td>169</td>
<td>Image-based (uninfected vs after-eradication)</td>
</tr>
<tr>
<td>Zheng et al [21], retrospective, China</td>
<td>CNN(^b)</td>
<td>WLI; histology with immunohistochemistry (if negative, urea breath test was done)</td>
<td>2575 <em>H pylori</em>-positive images</td>
<td>1180 control images (whether post eradication or uninfected images is unknown)</td>
<td>Mean 48.6 years (SD 12.9); (220/232)</td>
<td>2359</td>
<td>17</td>
<td>216</td>
<td>1163</td>
<td>Image-based</td>
<td></td>
</tr>
<tr>
<td>Shichijo et al [9], retrospective, Japan</td>
<td>CNN</td>
<td>WLI; serum or urine antibody, stool antigen, urea breath test</td>
<td>70 <em>H pylori</em>-positive patients</td>
<td>777 controls (284 post eradication and 493 uninfected images)</td>
<td>—</td>
<td>44</td>
<td>47</td>
<td>26</td>
<td>730</td>
<td>Patient-based</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>59 <em>H pylori</em>-positive images</td>
<td>477 uninfected images (<em>H pylori</em>-naïve)</td>
<td>—</td>
<td>44</td>
<td>12</td>
<td>15</td>
<td>465</td>
<td>Image-based (infected vs uninfected)</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>55 <em>H pylori</em>-positive images</td>
<td>182 post eradication images</td>
<td>—</td>
<td>44</td>
<td>35</td>
<td>11</td>
<td>147</td>
<td>Image-based (infected vs after-eradication)</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>481 uninfected images</td>
<td>249 post eradication images</td>
<td>—</td>
<td>465</td>
<td>102</td>
<td>16</td>
<td>147</td>
<td>Image-based (uninfected vs after-eradication)</td>
</tr>
<tr>
<td>Nakashima et al [23], prospective, Japan</td>
<td>CNN</td>
<td>WLI; serum antibody (<em>H pylori</em> IgG ≥10 U/mL was considered positive)</td>
<td>30 <em>H pylori</em> patients</td>
<td>30 controls (uninfected patients, <em>H pylori</em>-naïve)</td>
<td>—</td>
<td>20</td>
<td>12</td>
<td>10</td>
<td>18</td>
<td>Patient-based</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>LCI</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>29</td>
<td>1</td>
<td>1</td>
<td>29</td>
<td>Patient-based</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>BLI(^j)-bright</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>29</td>
<td>4</td>
<td>1</td>
<td>26</td>
<td>Patient-based</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) Study, format, nationality

\(^{b}\) Support vector machine

\(^{c}\) Type of AI

\(^{d}\) Type of endoscopy, diagnostic method of *Helicobacter pylori* infection

\(^{e}\) Number of cases in test dataset

\(^{f}\) Number of controls in test dataset

\(^{g}\) Age of patients in test dataset; gender in patients in test dataset (M/F)

\(^{h}\) Type of AI

\(^{i}\) Number of cases in test dataset

\(^{j}\) Unit of analysis
<table>
<thead>
<tr>
<th>Study, format, nationality</th>
<th>Type of AI\textsuperscript{a}</th>
<th>Type of endoscopy, diagnostic method of \textit{Helicobacter pylori} infection</th>
<th>Number of cases in test dataset</th>
<th>Number of controls in test dataset</th>
<th>Age of patients in test dataset; gender in patients in test dataset (M/F\textsuperscript{b})</th>
<th>TP\textsuperscript{c}</th>
<th>FP\textsuperscript{d}</th>
<th>FN\textsuperscript{e}</th>
<th>TN\textsuperscript{f}</th>
<th>Unit of analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Itoh et al [24], prospective, Japan</td>
<td>CNN</td>
<td>WLI; serum antibody (\textit{H pylori} IgG (\geq 10) U/mL was considered positive)</td>
<td>15 \textit{H pylori}–positive images</td>
<td>15 control images (uninfected patients; \textit{H pylori}–naïve)</td>
<td>—</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>Image-based</td>
</tr>
<tr>
<td>Shichijo et al [22], retrospective, Japan</td>
<td>CNN</td>
<td>WLI; serum or urine antibody, stool antigen, urea breath test</td>
<td>72 \textit{H pylori} patients</td>
<td>325 controls (uninfected patients; \textit{H pylori}–naïve)</td>
<td>mean 50.4 (SD 11.2), (168/226)</td>
<td>64</td>
<td>41</td>
<td>8</td>
<td>284</td>
<td>Patient-based</td>
</tr>
<tr>
<td>Huang et al [25], retrospective, Taiwan</td>
<td>Sequential forward floating selection with SVM\textsuperscript{k}</td>
<td>WLI; histology (3 pairs of samples from the topographic sites, including antrum, body, and cardia were obtained in a uniform way)</td>
<td>130 \textit{H pylori} patients</td>
<td>106 controls (whether post eradication or uninfected patients is unknown)</td>
<td>—</td>
<td>128</td>
<td>21</td>
<td>2</td>
<td>85</td>
<td>Patient-based</td>
</tr>
<tr>
<td>Huang et al [26], prospective, Taiwan</td>
<td>Refined feature selection with neural network</td>
<td>WLI; histology (3 pairs of samples from the topographic sites, including antrum, body, and cardia were obtained in a uniform way)</td>
<td>41 \textit{H pylori} patients</td>
<td>33 controls (whether post eradication or uninfected patients is unknown)</td>
<td>—</td>
<td>35</td>
<td>3</td>
<td>6</td>
<td>30</td>
<td>Patient-based</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AI: artificial intelligence.
\textsuperscript{b}M/F: male/female.
\textsuperscript{c}TP: true positive.
\textsuperscript{d}FP: false positive.
\textsuperscript{e}FN: false negative.
\textsuperscript{f}TN: true negative.
\textsuperscript{g}LCI: linked color imaging.
\textsuperscript{h}CNN: convolutional neural network.
\textsuperscript{i}WLI: white-light imaging.
\textsuperscript{j}BLI: blue-laser imaging.
\textsuperscript{k}SVM: support vector machine.

**Methodological Quality of the Studies**

Among the 8 studies [9,10,21-26] in the final analysis, 6 studies [9,10,21,22,25,26] showed low risk of bias, and 2 studies [23,24] showed high risk of bias in patient selection.

In terms of the patient selection, 4 studies [9,10,21,22] used multiple tests, including a biopsy, serology (serum anti–\textit{H pylori} IgG titer), stool antigen test, urine examination (urine anti–\textit{H pylori} IgG titer), or a urea breath test for the determination of \textit{H pylori} infection. Two studies [25,26] used only gastric biopsy; however, 3 pairs of samples from the topographic sites, including the antrum, body, and cardia were obtained in a uniform way. The remaining 2 studies [23,24] used only serology (serum anti–\textit{H pylori} IgG titer) for the determination of \textit{H pylori} infection. Although a serology test is convenient and widely used in Japan, local validation is essential to determine the best cutoff values. A recent Cochrane review suggested that serology is less accurate for the diagnosis of \textit{H pylori} infection compared with the urea breath test [27].

For concerns regarding image selection, most studies [9,10,21,22,25,26] did not limit the specific topographic area of the endoscopic still images for enrollment in the study. However, 2 studies [23,24] used still images limited to the lesser curvature of the stomach. Considering that topographic distribution and density of \textit{H pylori} is different according to the stage of gastritis, the results of these studies may include a risk of bias.

Considering the commonly detected pitfalls in patient and image selection described above, these 2 studies [23,24] were rated as high risk in the patient selection domain in the risk of bias evaluation.

Overall, studies [23,24] with high risk in at least 1 of the 7 domains were rated as low methodological quality in the subgroup analysis (Figure 2).
Figure 2. Quality Assessment of Diagnostic Accuracy Studies–2 for the assessment of the methodological qualities of all the enrolled studies. (+) denotes low risk of bias, (?) denotes unclear risk of bias, (-) denotes high risk of bias.

<table>
<thead>
<tr>
<th>Risk of Bias</th>
<th>Applicability Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient Selection</td>
<td>Index Test</td>
</tr>
<tr>
<td>2004 Huang CR et al. (2)</td>
<td>+</td>
</tr>
<tr>
<td>2008 Huang CR et al. (1)</td>
<td>+</td>
</tr>
<tr>
<td>2017 Shichijo S et al. (2)</td>
<td>+</td>
</tr>
<tr>
<td>2018 Itoh T et al.</td>
<td>?</td>
</tr>
<tr>
<td>2018 Nakashima H et al.</td>
<td>?</td>
</tr>
<tr>
<td>2019 Shichijo S et al. (1)</td>
<td>+</td>
</tr>
<tr>
<td>2019 Zheng W et al.</td>
<td>+</td>
</tr>
<tr>
<td>2020 Yasuda T et al.</td>
<td>+</td>
</tr>
</tbody>
</table>

High | Unclear | Low

Diagnostic Test Accuracy of Artificial Intelligence for the Prediction of Helicobacter pylori Infection

Among the 6 studies [9,10,22,23,25,26] of patient-based analysis, the sensitivity, specificity, PLR, NLR, DOR, and area under the curve (AUC) with 95% CI of AI for the prediction of H pylori infection were 0.87 (95% CI 0.72-0.94), 0.86 (95% CI 0.77-0.92), 6.2 (95% CI 3.8-10.1), 0.15 (95% CI 0.07-0.34), 40 (95% CI 15-112), and 0.92 (95% CI 0.90-0.94), respectively (Table 2, Figure 3). The SROC curve, with a 95% confidence region and prediction region, is illustrated in Figure 4. To investigate the clinical utility of AI, a Fagan nomogram was generated. Assuming 50% prevalence of H pylori infection, the Fagan nomogram shows that the posterior probability of H pylori infection was 86% if the test was positive, and the posterior probability of absence of H pylori infection was 13% if the test was negative (Figure 5).
Table 2. Summary of diagnostic test accuracy and subgroup analysis of the included studies with patient-based analysis.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Number of included studies</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PLR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>NLR&lt;sup&gt;b&lt;/sup&gt;</th>
<th>DOR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>AUC&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value of meta-analysis in all included studies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value of meta-analysis in all included studies</td>
<td>6</td>
<td>0.87 (0.72-0.94)</td>
<td>0.86 (0.77-0.92)</td>
<td>6.2 (3.8-10.1)</td>
<td>0.15 (0.07-0.34)</td>
<td>40 (15-112)</td>
<td>0.92 (0.90-0.94)</td>
</tr>
<tr>
<td><strong>Methodological quality of included studies&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High quality</td>
<td>5</td>
<td>0.89 (0.75-0.96)</td>
<td>0.88 (0.83-0.92)</td>
<td>7.7 (5.6-10.6)</td>
<td>0.12 (0.05-0.28)</td>
<td>64 (32-129)</td>
<td>0.94 (0.91-0.95)</td>
</tr>
<tr>
<td>Low quality</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td><strong>Total number of included patients&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤100</td>
<td>4</td>
<td>0.90 (0.73-0.97)</td>
<td>0.88 (0.81-0.93)</td>
<td>7.6 (5.3-10.9)</td>
<td>0.11 (0.04-0.32)</td>
<td>68 (29-158)</td>
<td>0.94 (0.91-0.95)</td>
</tr>
<tr>
<td>&lt;100</td>
<td>2</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td><strong>Format of study</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retrospective</td>
<td>4</td>
<td>0.90 (0.73-0.97)</td>
<td>0.88 (0.81-0.93)</td>
<td>7.6 (5.3-10.9)</td>
<td>0.11 (0.04-0.32)</td>
<td>68 (29-158)</td>
<td>0.94 (0.91-0.95)</td>
</tr>
<tr>
<td>Prospective</td>
<td>2</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td><strong>Published year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 2010</td>
<td>4</td>
<td>0.80 (0.64-0.90)</td>
<td>0.86 (0.73-0.93)</td>
<td>5.6 (2.8-11.3)</td>
<td>0.24 (0.13-0.45)</td>
<td>23 (8-72)</td>
<td>0.90 (0.87-0.92)</td>
</tr>
<tr>
<td>Before 2010</td>
<td>2</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td><strong>Type of AI&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neural network–based</td>
<td>4</td>
<td>0.78 (0.64-0.87)</td>
<td>0.87 (0.74-0.94)</td>
<td>6.0 (2.7-13.0)</td>
<td>0.26 (0.15-0.44)</td>
<td>23 (7-73)</td>
<td>0.89 (0.86-0.91)</td>
</tr>
<tr>
<td>SVM&lt;sup&gt;g&lt;/sup&gt;-based</td>
<td>2</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td><strong>Type of endoscopic image</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WLI&lt;sup&gt;h&lt;/sup&gt;</td>
<td>5</td>
<td>0.86 (0.67-0.95)</td>
<td>0.86 (0.75-0.92)</td>
<td>6.1 (3.4-10.9)</td>
<td>0.16 (0.06-0.42)</td>
<td>37 (11-124)</td>
<td>0.92 (0.89-0.94)</td>
</tr>
<tr>
<td>LCI&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Classifying performance between H. pylori–positive vs H. pylori–naïve patients</td>
<td>2</td>
<td>0.82 (0.74-0.89)</td>
<td>0.85 (0.81-0.89)</td>
<td>3.5 (0.8-14.3)</td>
<td>0.27 (0.05-1.41)</td>
<td>13 (0.8-229)</td>
<td>Null</td>
</tr>
</tbody>
</table>

<sup>a</sup>PLR: positive likelihood ratio.
<sup>b</sup>NLR: negative likelihood ratio.
<sup>c</sup>DOR: diagnostic odds ratio.
<sup>d</sup>AUC: area under the curve.
<sup>e</sup>These modifiers were significant in the meta-regression analysis.
<sup>f</sup>AI: artificial intelligence.
<sup>g</sup>SVM: support vector machine.
<sup>h</sup>WLI: white-light imaging.
<sup>i</sup>LCE: linked color imaging.
Figure 3. Forest plots of sensitivity and specificity of artificial intelligence algorithm for the prediction of Helicobacter pylori infection in endoscopic images.

Figure 4. Summary receiver operating characteristic curve with 95% confidence region and prediction region for the prediction of Helicobacter pylori infection in endoscopic images.
Among the 4 studies [9,10,21,24] of image-based analysis, sensitivity, specificity, PLR, NLR, DOR, and AUC with 95% CI of AI for the prediction of *H pylori* infection were 0.81 (95% CI 0.68-0.90), 0.93 (95% CI 0.82-0.98), 12.3 (95% CI 3.8-39.2), 0.20 (95% CI 0.11-0.38), 61 (95% CI 11-322), and 0.93 (95% CI 0.90-0.95), respectively (Table 3).

Only 2 studies [9,10] reported outcomes related to discrimination between noninfected images and posterdication images. Therefore, a meta-analysis was not possible. Pooled analysis of the crude value of TP, FP, FN, and TN revealed that accuracy of the AI algorithm reached 82.01% (857/1045).

Additionaly, only 2 studies [9,10] reported outcomes regarding discrimination between images showing *H pylori* infection and posterdication images. Therefore, a meta-analysis was not possible. However, pooled analysis of the crude value of TP, FP, FN, and TN revealed that accuracy of the AI algorithm reached 77.0% (521/677).

Regarding comparison of the performance between AI and endoscopists, only 2 studies presented outcomes [10,22]. In the study by Yasuda et al [10], the diagnostic accuracy of an SVM-based AI algorithm was superior to that of inexperienced endoscopists. However, there was no significant difference between experienced endoscopists and the AI algorithm [10]. The accuracy of a CNN-based AI algorithm reached 87.7% in the study by Shichijo et al [22], while the accuracy achieved by endoscopists was 82.4%. The difference was statistically significant between the AI algorithm and endoscopists (5.3%, 95% CI 0.3-10.2) [22].
Exploring Heterogeneity With Meta-Regression and Subgroup Analysis

For the prediction of *H pylori* infection using endoscopic images, the SROC curve was generated in the patient-based studies. The shape of the curve was symmetric (Figure 4). We observed a negative correlation coefficient between logit transformed sensitivity and specificity (−0.22) and an asymmetric parameter, $\beta$, with a nonsignificant $P$ value ($P=.29$) indicating no heterogeneity among the studies. However, the 95% prediction region in the SROC curve was wide, and the methodological quality among the included studies ($P<.001$) and total number of included patients ($P=.03$) were found to be the source of heterogeneity in the joint model of meta-regression (published year [$P=.41$], study format [$P=.10$], type of endoscopic image [$P=.92$], and type of AI [$P=.07$]; Figure 6).

Subgroup analyses, based on the modifiers of heterogeneity, showed higher AUCs or DORs in studies with a large population of patients ($\leq$100) or those demonstrating high methodological quality (Table 2). In terms of the image-based analysis, the overall number of included studies was 4, and subgroup analysis was possible with only 3 studies. Studies with CNN (vs SVM) and studies with WLI (vs LCI) showed higher AUCs or DORs (Table 3). However, these modifiers (type of AI and type of endoscopic imaging) were not a significant covariate in the meta-regression analysis (total number of included patients [$P=.06$], methodological quality [$P=.68$], published year [$P=.78$], study format [$P=.68$], type of endoscopic image [$P=.72$], or type of AI [$P=.72$]).

The enrolled studies included various types of control groups. The fundamental question of this study was whether the AI algorithm could differentiate endoscopic images between an *H pylori*-positive and a naïve gastric mucosa. Table 1 shows the types of control group included in each study. Two studies clearly presented the classifying performance of an AI algorithm discriminating *H pylori*-positive and *H pylori*-naïve in a patient-based analysis, and there were 3 with image-based analysis. Subgroup analysis was also performed and showed slightly lower AUCs or DORs in patient-based or image-based analysis (Table 2 and 3). However, this factor (studies with clearly presented classifying performance data discriminating *H pylori*-positive and *H pylori*-naïve group) was not a significant modifier in the meta-regression analysis ($P=.21$ in the patient-based analysis, and $P=.10$ in the image-based analysis).
Figure 6. Meta-regression for the reason of heterogeneity in the diagnostic test accuracy meta-analysis. nopt: number of patients.
Table 3. Summary of diagnostic test accuracy and subgroup analysis of the included studies with image-based analysis.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Number of included studies</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PLRa</th>
<th>NLRb</th>
<th>DORc</th>
<th>AUCd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value of meta-analysis in all the included (bivariate and HSROCe method)</td>
<td>4</td>
<td>0.81 (0.68-0.90)</td>
<td>0.93 (0.82-0.98)</td>
<td>12.3 (3.8-39.2)</td>
<td>0.20 (0.11-0.38)</td>
<td>61 (11-322)</td>
<td>0.93 (0.90-0.95)</td>
</tr>
<tr>
<td>Value of meta-analysis in all the included (Moses-Shapiro-Littenberg method)</td>
<td></td>
<td>0.90 (0.89-0.91)</td>
<td>0.94 (0.93-0.95)</td>
<td>11.1 (1.6-76.2)</td>
<td>0.20 (0.08-0.52)</td>
<td>56 (5-591)</td>
<td>0.90 (0.71-0.99)</td>
</tr>
<tr>
<td>Methodological quality of included studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High quality</td>
<td>3</td>
<td>0.90 (0.87-0.91)</td>
<td>0.94 (0.93-0.95)</td>
<td>13.1 (1.4-124.5)</td>
<td>0.22 (0.08-0.62)</td>
<td>61 (4-919)</td>
<td>0.87 (0.43-0.99)</td>
</tr>
<tr>
<td>Low quality</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Total number of included patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤100</td>
<td>3</td>
<td>0.90 (0.87-0.91)</td>
<td>0.94 (0.93-0.95)</td>
<td>13.1 (1.4-124.5)</td>
<td>0.22 (0.08-0.62)</td>
<td>61 (4-919)</td>
<td>0.87 (0.43-0.99)</td>
</tr>
<tr>
<td>&lt;100</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Format of study</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retrospective</td>
<td>3</td>
<td>0.90 (0.87-0.91)</td>
<td>0.94 (0.93-0.95)</td>
<td>13.1 (1.4-124.5)</td>
<td>0.22 (0.08-0.62)</td>
<td>61 (4-919)</td>
<td>0.87 (0.43-0.99)</td>
</tr>
<tr>
<td>Prospective</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Published year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 2010</td>
<td>4</td>
<td>0.90 (0.89-0.91)</td>
<td>0.94 (0.93-0.95)</td>
<td>11.1 (1.6-76.2)</td>
<td>0.20 (0.08-0.52)</td>
<td>56 (5-591)</td>
<td>0.90 (0.71-0.99)</td>
</tr>
<tr>
<td>Before 2010</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of AIf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neural network-based</td>
<td>3</td>
<td>0.91 (0.90-0.92)</td>
<td>0.97 (0.96-0.97)</td>
<td>16.8 (2.0-141.7)</td>
<td>0.17 (0.05-0.61)</td>
<td>98 (6-1640)</td>
<td>0.95 (0.75-0.99)</td>
</tr>
<tr>
<td>SVMg-based</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Type of endoscopic image</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WLIh</td>
<td>3</td>
<td>0.91 (0.90-0.92)</td>
<td>0.97 (0.96-0.97)</td>
<td>16.8 (2.0-141.7)</td>
<td>0.17 (0.05-0.61)</td>
<td>98 (6-1640)</td>
<td>0.95 (0.75-0.99)</td>
</tr>
<tr>
<td>LCIi</td>
<td>1</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>Classifying performance between <em>Helicobacter pylori</em>-positive vs <em>H pylori</em>-naïve images</td>
<td>3</td>
<td>0.77 (0.71-0.82)</td>
<td>0.96 (0.94-0.98)</td>
<td>11.8 (3.7-38.3)</td>
<td>0.26 (0.21-0.32)</td>
<td>53 (17-161)</td>
<td>0.88 (0.79-0.96)</td>
</tr>
</tbody>
</table>

aPLR: positive likelihood ratio.
bNLR: negative likelihood ratio.
cDOR: diagnostic odds ratio.
dAUC: area under the curve.
eHSROC: hierarchical summary receiver operating characteristic.
fAI: artificial intelligence.
gSVM: support vector machine.
hWLI: white-light imaging.
iLCI: linked color imaging.
Publication Bias

Figure 7 shows the Deek funnel plot of studies of patient-based analysis and Figure 8 shows the Deek funnel plot of studies of image-based analysis. The plot was grossly symmetrical with respect to the regression line. The Deek funnel plot asymmetry test showed no evidence of publication bias ($P=.38$ in the patient-based analysis, and $P=.27$ in the image-based analysis).

**Figure 7.** Deek funnel plot for the studies of patient-based analysis.

**Figure 8.** Deek funnel plot for the studies of image-based analysis.
Discussion

Principal Findings
This study presented the good performance of the AI algorithm applied to endoscopic diagnosis of *H pylori* infection, indicating that AI-assisted endoscopy is feasible in clinical practice. Indeed, this approach might be characterized as a computer-aided diagnosis, and the most important benefit consists of the improvement in diagnostic accuracy of conventional endoscopy with WLI [28]. Optical endoscopic diagnosis has operator-dependent characteristics, and the diagnostic process is completely subjective. However, AI-assisted endoscopy could be helpful in providing a second opinion and may help avoid operator dependency in diagnostic endoscopy [28]. Currently, it is unclear how endoscopists would react to a diagnosis made using AI (examples from the literature include approval, a learning opportunity, or “presenting an indolent attitude”) [28,29]. Therefore, a prospective study based on the application of AI in clinical practice (more specifically, in diagnostic endoscopy) is essential [30,31]. However, providing robust answers using an AI algorithm irrespective of the endoscopists’ inspection would be helpful to increase the likelihood of identifying important findings in diagnostic endoscopy. As endoscopic biopsy is an invasive procedure, application of a highly accurate AI algorithm in endoscopic examination may reduce the need for unnecessary biopsies in a substantial proportion of patients.

Another important finding of this study is the robustness of the diagnostic performance of the AI algorithm, irrespective of the modifiers detected during the systematic review process. Although studies based on a large population of patients presenting high methodological quality demonstrated higher diagnostic performance, this difference in diagnostic performance was not substantial. Neither the type of AI, such as CNN or SVM, nor the type of endoscopic images used, such as WLI, LCI, or BLI, affected overall diagnostic performance. Studies with patient-based analysis and image-based analysis commonly presented a good performance of AI for the diagnosis of *H pylori* infection (Tables 2 and 3).

AI is generally characterized as being of a black-box nature due to the difficulty in explaining the determination of the AI algorithm. The class activation map is a technique for visualizing the locations to which established AI algorithms pay attention and indicating a region of interest. This technique offers the possibility of explaining the determination of the AI algorithm. Although only one study [23] included in this systematic review adopted this type of feature map with the AI algorithm, this technique has now been widely adopted for the establishment of the AI algorithm and could be useful for the work of endoscopists, specifically for targeted biopsy in *H pylori* detection.

In terms of the IEE, the ultimate goal of this technique would be optical biopsy replacing invasive histologic examination with the aid of discrete differentiation and enhancement of surface mucosal features. Previous studies on the diagnosis of *H pylori* infection with WLI showed low sensitivity and poor interobserver agreement [11,32-34]. However, studies with IEE commonly showed increased diagnostic accuracy of premalignant or malignant lesions during endoscopic examination [11,12]. Previous studies with IEE also indicated the usefulness of LCI for the diagnosis of *H pylori* infection [35,36]. Although a recently published systematic review concluded that currently no established uniform findings exist for optical endoscopic diagnosis of *H pylori* infection [8], IEE continues to have potential for the differentiation of *H pylori* infection. The development of standardized validated indicators is required. The additive effect of magnifying endoscopy in NBI also showed promising results for the diagnosis of *H pylori* infection [37,38]. Due to insufficient data on IEE for the application of AI in this study, the real value of IEE with AI could not be evaluated. Further studies using various types of IEE with AI applications is essential.

Limitations
Although, this review rigorously investigated the diagnostic accuracy of the AI algorithm for *H pylori* infection in endoscopic images, our analysis has several inevitable limitations originating from potential bias in each study. First, the diagnostic performance of AI could have been exaggerated. It is more likely that the endoscopic images in each included study may have distinct features of *H pylori* infection and a clear and focused view, leading to a selection bias [28]. Second, the overfitting (modeling error that occurs when a certain learning model is excessively tailored to the training dataset and predictions are not well generalized to new datasets) of the AI algorithm cannot be excluded [31]. The diagnostic performance of the AI algorithms can only be valid for the population under evaluation and depends on the prevalence of target conditions for the selected population (so-called spectrum bias or class imbalance). The best and only way to prove the real performance of an AI algorithm is external (prospective) validation using unused datasets for model development, collected in a way that minimizes the spectrum bias [31]. However, there is no single study that adopted external validation for the performance of an established AI algorithm in this systematic review. Moreover, all the enrolled studies were conducted at a single center, which limits the generalization of the results. Third, there were little data regarding posterradication images, thus increasing the difficulty of the analysis of performance in the discrimination of uninfected and posterradicated images of *H pylori* infection. In real clinical practice, patients are not divided into only 2 categories of infected or noninfected patients. Indeed, there are many posterradicated patients, and this aspect should be reflected in the establishment of an AI algorithm. However, only 2 studies considered this category and conducted a separate analysis [9,10]. Because there were only 4 studies that conducted multiple tests in enrolling *H pylori-*infected patients, there may be a concern for selection bias. However, this factor is not expected to affect the overall results because there is a high probability of actual infection if any type of test is positive. Moreover, this factor was reflected in the methodological quality, and authors verified the effect of this bias through additional meta-regression. All the included studies were conducted in Asia, and no study confirmed the diagnostic validity of AI using external validation. Since the age of the

http://www.jmir.org/2020/9/e21983/
Enrolled population ranged from a mean of 48.6 years to a median of 64 years, excluding a younger population, further studies are required to understand the real value of the widespread use of this algorithm. Considering the high accuracy and real-time diagnostic characteristics, the results of this study indicate the clinical utility of using an AI algorithm as an additive tool for the prediction of H. pylori infection during endoscopic procedures. It is highly likely that AI could replace endoscopists’ diagnoses of H. pylori infections as guessed by visual inspection based on the evidence of this study. The real potential would be elucidated through the clinical application studies.

**Conclusion**

In conclusion, an AI algorithm can be considered a reliable tool for endoscopic diagnosis of H. pylori infection. The limitations of lacking external validation performance and being conducted only in Asia should be overcome.
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FN: false negative
FP: false positive
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SROC: summary receiver operating characteristic
SVM: support vector machine
TN: true negative
TP: true positive
WLI: white-light imaging
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Abstract

Background: Deep learning models have attracted significant interest from health care researchers during the last few decades. There have been many studies that apply deep learning to medical applications and achieve promising results. However, there are three limitations to the existing models: (1) most clinicians are unable to interpret the results from the existing models, (2) existing models cannot incorporate complicated medical domain knowledge (eg, a disease causes another disease), and (3) most existing models lack visual exploration and interaction. Both the electronic health record (EHR) data set and the deep model results are complex and abstract, which impedes clinicians from exploring and communicating with the model directly.

Objective: The objective of this study is to develop an interpretable and accurate risk prediction model as well as an interactive clinical prediction system to support EHR data exploration, knowledge graph demonstration, and model interpretation.

Methods: A domain-knowledge–guided recurrent neural network (DG-RNN) model is proposed to predict clinical risks. The model takes medical event sequences as input and incorporates medical domain knowledge by attending to a subgraph of the whole medical knowledge graph. A global pooling operation and a fully connected layer are used to output the clinical outcomes. The middle results and the parameters of the fully connected layer are helpful in identifying which medical events cause clinical risks. DG-Viz is also designed to support EHR data exploration, knowledge graph demonstration, and model interpretation.

Results: We conducted both risk prediction experiments and a case study on a real-world data set. A total of 554 patients with heart failure and 1662 control patients without heart failure were selected from the data set. The experimental results show that the proposed DG-RNN outperforms the state-of-the-art approaches by approximately 1.5%. The case study demonstrates how our medical physician collaborator can effectively explore the data and interpret the prediction results using DG-Viz.

Conclusions: In this study, we present DG-Viz, an interactive clinical prediction system, which brings together the power of deep learning (ie, a DG-RNN–based model) and visual analytics to predict clinical risks and visually interpret the EHR prediction results. Experimental results and a case study on heart failure risk prediction tasks demonstrate the effectiveness and usefulness of the DG-Viz system. This study will pave the way for interactive, interpretable, and accurate clinical risk predictions.

(J Med Internet Res 2020;22(9):e20645) doi:10.2196/20645
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Introduction

Clinical risk prediction is an important task in electronic health record (EHR) analysis aiming to predict the current and future states of patients based on their historical diagnosis codes, laboratory results, clinical notes, and other medical events. Recurrent neural networks (RNNs), as a successful extension of standard feed-forward networks, have recently been shown to leverage the superior computational power of neural networks and gain good performance in clinical tasks, such as diagnostic code prediction [1-8], disease progression modeling [9], patient subtyping [10], clinical relation identification [11], and imputation of missing values [12,13]. To pursue better performance, some approaches [2,3] attempt to integrate medical domain knowledge (eg, the hierarchical structure of International Classification of Diseases, Ninth Revision [ICD-9] codes) to learn better medical code representations and achieve much better diagnosis prediction accuracies. The resulting improvement substantially benefits clinical care applications such as clinical decision support systems [14].

Despite the superior performance from RNNs, optimizing, interpreting, and applying such models in clinical practice remain to be challenges to domain experts [1,4]. First, when deploying these accurate yet complicated models in clinical practice, there is an increasing trend for the domain experts to focus more on trust and interpretability issues. For example, in the context of a heart failure prediction task, which factors do models consider more important in determining a high prediction risk? Second, it is also quite challenging for presenting the results and interacting with the models. For example, medical experts may be eager to know what will happen to the prediction results if we add a new drug on a specific date. However, it is difficult to ask doctors to interact with a complex model without any interface design. Thus, it is worthwhile to develop a robust, interpretable, and interactive system to address the above limitations.

Recently, there has been an increasing interest in applying visual analytic techniques to interpret the RNN model for EHR prediction tasks. For example, RetainVis [4] improved the reverse time attention model (RETAIIN) [1] with additional features (eg, temporal information) and visualized the contribution of both visit-level and code-level using multiple visualization views. Similarly, CarePre [15] is designed to interpret the prediction results in the context of a group of similar patients based on the RETAII model. In this study, we present DG-Viz, which brings together the power of deep learning (ie, an interpretable RNN model) and visual analytics to predict clinical risks and visually interpret the EHR prediction results. Specifically, we develop an interpretable RNN model, called domain-knowledge–guided recurrent neural network (DG-RNN), which incorporates medical knowledge from a public medical knowledge graph KnowLife [16] with a graph-based attention mechanism. Then, the output vectors are concatenated, and a global max-pooling layer is followed to generate a fixed-size vector. Next, a fully connected layer is used to generate clinical outcomes. Following this, based on the model and EHR data, we design and implement the DG-Viz system, as shown in Figure 1, which consists of a projection view, a patient history view, and a knowledge graph view to present an overview of EHR data; the prediction results of individual patients; and the knowledge graph contribution of our model. The patient history view also allows users to conduct what-if analysis to understand how a specific factor will cause the variance of the prediction result. We present the robustness and performance of our model by comparing our model with both traditional machine-learning methods and recent deep learning approaches for heart failure risk prediction tasks. Finally, we demonstrate the effectiveness of our system through a case study using a real-world data set with a medical expert.

In summary, the main contributions of this study are as follows:

- We present the clinical risk prediction framework DG-RNN, which can incorporate medical domain knowledge with a graph-based attention mechanism.
- We introduce a global pooling operation to DG-RNN, which makes our prediction model interpretable. The model can output the medical events that cause the final clinical outcome.
- We designed and developed a visual analytics system, DG-Viz, which enables the exploration and interpretation of clinical risk prediction tasks by integrating our deep learning model with the design of visualizations and interactions.
- We validated the robustness and effectiveness of our system by conducting both quantitative experiments and a case study with medical experts. We summarized the insights from the feedback.

Note that DG-RNN was introduced in our previous conference paper [17]. The key differences between this paper and the prior conference paper are as follows:

- We discuss with clinicians and summarize four main themes of visual design requirements.
- We developed a new visual analytics system, DG-Viz, to display the DG-RNN prediction results and validated its effectiveness with a case study on a real-world data set.
- We provide two kinds of what-if operations to edit the input data (by removing medical codes and adding drugs) and compare the changes in predicted risks.
**Methods**

**Analytical Tasks**

To integrate the proposed interpretable model DG-RNN [17] with a visual analytics system, we conducted weekly meetings among all coauthors from this paper, who are experts in visualization, deep learning, and medical domains, to distill the requirements of the desired visual analytics system. The 2-month discussion elicited the following 4 main themes of the visual design requirements:

- **R1**: Provide an overview of all patients and their demographic information. It is a fundamental requirement for experts to provide an overview of the patients in the data set. In particular, they are interested in the following questions:
  - R1.1: What are the distributions of all patients? For example, can we find different subtypes of patients within the data set?
  - R1.2: What are the distributions of patients’ demographic information? (e.g., gender ratio and range of ages)

- **R2**: Present the medical history and prediction results of a single patient. This requirement enables users to explore a patient’s history; the system should especially be able to do the following:
  - R2.1: Show all visits and medical codes for a single patient.
  - R2.2: Reveal the temporal time interval between different visits. The temporal interval information is important for experts to analyze patients’ medical history.
  - R2.3: Visualize how the prediction results evolved with time. Users are curious about the prediction results up to a certain visit.

- **R3**: Enable the model interpretation. In addition to presenting the prediction results from the model, it is crucial to understand how the prediction results are made; to this end, we include the following goals:
  - R3.1: Demonstrate the contribution of patient visits and medical codes to the final prediction scores. Users should be able to identify the key factors affecting the prediction result.
  - R3.2: Reveal the contribution of the knowledge graph to the prediction results. In particular, users want to know what the whole knowledge graph looks like and how the contribution of a specific medical code is affected by its neighbors in the knowledge graph.

- **R4**: Provide the what-if analysis on the prediction model. Users are curious about how changes in medical codes will affect the outcome. In particular, the system should enable users to add or remove specific medical codes and observe how these updates will affect the final prediction results.

**Deep Learning Model: DG-RNN**

In this section, we provide a brief introduction on the basic ideas and important concepts of our proposed DG-RNN model. For details, please refer to the study by Yin et al [17].

**Data Structure of EHRs**

There is a sequence of visits in each patient’s EHR history, where each visit consists of several medical codes. Following previous studies (such as the study by Zhu et al [18]), the medical events are ordered according to their time of occurrence. The codes in both the knowledge graph and EHR data are projected to the same embedding space. The EHR sequence of
the patient $i$ is denoted as $\square$ and $\blacksquare$ represents the ground truth. After medical code embedding, the patient’s medical events are represented as $\blacksquare$, where $\square$.

**DG-RNN Model**

As shown in Figure 2, DG-RNN takes both the medical events and the corresponding occurring time as inputs. For example, at the $t^{th}$ DG-RNN step, the event embedding vector $e_t$ and its time encoding vector $p_t$ are inputs to the long short-term memory network (LSTM) [19], which produces a hidden state $C_{2t-1}$ and an output vector $h_{2t-1}$. Then, the subgraph adjacent to the $t^{th}$ event and $C_{2t-1}$ is sent to the graph attention module, which computes the attention result $g_t$, which is sent to the LSTM again and another output vector $h_{2t}$ is generated. Note that the unit of our model generates 2 output vectors for 1 input event, which can help to compute the contribution rates of the initial medical event and the potential information from the medical knowledge graph. Next, we concatenate all the output vectors and leverage a global pooling layer to generate a fixed-size vector $o_g$. Then, a fully connected layer is adopted to predict the clinical risk. The model is trained by minimizing the cross-entropy loss between the ground truth $\square$ and the predicted risk $y_i$ for each patient $i$ as follows:

**Knowledge Graph Attention Mechanism**

To incorporate the medical domain knowledge, we propose a dynamical graph attention mechanism.

The relations (eg, causes and is-caused-by) and entities (eg, diseases) of the knowledge graph are projected into a $d$-dimension space. Given the $i^{th}$ input event $v_t$ as head entity, which has many relation edges in the knowledge graph, denoted as $\blacksquare$, the proposed attention mechanism is able to automatically attend to useful related tail entities in the knowledge graph. Formally, it takes the hidden state $C_{2t-1}$ of the LSTM and the related relations $R_i$ as inputs and then calculates the attention weights as follows:

\[
\text{Attention Weights} = \frac{e^{S(v_t,r,e_t)}}{\sum_{e_t} e^{S(v_t,r,e_t)}}
\]

where $\blacksquare$ are the relation and tail entity embeddings, and $\square$ are learnable parameters. Following the study by Zhou et al [20], our attention mechanism takes the related head node $v_t$, relation edge $r_{t,m}$, and tail node $e_{t,m}$ into account. Given the attention weights, we leverage soft attention to generate the attention result vector $g_t$, as shown in Figure 3. Following this, $g_t$ is input to the LSTM, as shown in Figure 2.
Figure 3. Attention mechanism. In the knowledge graph, the yellow node means the current input medical event and the other nodes are its adjacent nodes. Our attention mechanism takes as inputs the embeddings of the adjacent nodes and generates the graph attention vector.

![Attention mechanism diagram](image)

Global Max Pooling Operation

RNN-based models are sometimes inefficient because of their long-term dependency. It is possible for RNN models to forget the earlier data if the input sequences are too long. Therefore, we propose to concatenate the output vectors of the RNN and introduce a global max-pooling operation to DG-RNN, which shortens the distance between the earlier input’s medical events and the final output risks. To the best of our knowledge, this is the first time that a max-pooling operation is leveraged in RNN-based models. As shown in Figure 2, the LSTM output vectors are concatenated, followed by a global pooling operation. The output $a_i$ is sent to a fully connected layer to predict the clinical risk for the patient $i$, which is defined as

$$o_i = \text{sigmoid}(z_i + y_i)$$

where $z_i$ and $y_i$ are the learnable parameters, $z_i$ and $y_i$ denote the clinical risk score and probability, respectively. The global pooling operation is helpful in calculating the contribution rates of various medical events to the final output clinical risks. Note that the details of how to compute medical events’ contributions can be found in our conference paper [17].

Visual Analytics System: DG-Viz

In this section, we explain the visual interface and the design rationale of the 3 components of DG-Viz.

Distribution View

The distribution view (Figure 4) provides an overview of the entire data set, including the overall distribution of patients (R1.1) and their demographic information (R1.2). It contains 2 components: (1) a projection chart showing the distribution of patients and (2) the right-side panel with demographic information.

![Distribution view](image)
Projection View
The objective of the projection view is to position the patients in a two-dimensional (2D) space, and their relative similarities are reflected through their distance to help users discover clusters. For this purpose, we created a vectorized representation to encode the medical history information of each patient. In particular, for a given patient \( p \), we use DG-RNN to predict the risk of their heart failure. The global max-pooling layer output vector, that is \( o_g \) in equation (4), represents the patient’s features. Then, we adopt the t-distributed stochastic neighbor embedding (t-SNE) algorithm [21] to project all patients into a 2D space. As a result, the patients are positioned in such a way that similar patients are placed nearby, whereas dissimilar patients are placed far away. To differentiate patients’ diagnosis results, we show patients with positive and negative heart failure outcomes in different colors (red: positive, blue: negative). The selected patient of interest is highlighted in green. Section (a) in Figure 4 shows that all patients were divided into 2 groups. A zooming interaction is also provided to explore and select target patients who are placed together.

Demographic Panel
The demographic panel, section (b) in Figure 4 shows 3 different charts, which visualize the distributions of patients’ race, gender, and age. The race distribution is presented with a Nightingale Rose Chart, where the area of each slice represents the number of patients belonging to the corresponding race. For example, in section (b1) in Figure 4, we can observe that most of the patients in the data set are White. The stacked horizontal bar chart presents the gender ratio of all patients. Users can also see the distributions of age in the bottom age histogram.

Patient History and Prediction View
After selecting the patient of interest in the distribution view, users can further investigate the patient’s history information (R2.1, R2.2), see the prediction results (R2.3), and understand how the prediction results change by updating the input data (R3.1, R4). In the patient history view, there are 2 charts vertically shown from top to bottom, as shown in section (a) in Figure 5. The chart at the bottom (section a2 in Figure 5) is used to present the visit and the medical codes, and the top chart presents the prediction results (a1 in Figure 5).

Visits and Medical Codes View
We sort the time stamps of all visit records. Next, we visualize these records using the rectangular boxes and arrange them from left to right in a chronological order, as shown in section (a1) in Figure 5. Just as in previous studies on visualizing the sequence models [4,22], the color of the visit box (from blue to white to red) represents the corresponding contribution risk (from negative to 0 to positive).

To provide an overview of all visit records while preventing the clutter visual layout, we position the visit box in a uniform manner, that is, the distances between all visit boxes are the same. However, the temporal interval information serves as an important indicator in clinical analysis. We also provide a temporal view (section b in Figure 5) with different placement of visit boxes. In the temporal view, users can observe the overall distribution of the visit time and zoom in the x-axis to explore the overlapping visits. For example, in section (b) in Figure 5, v9 and v10 are two of the closest visits.

To identify the key medical codes that contribute to the prediction results (R3.1), we allow users to compare the importance of medical codes from 2 contributions: (1) the total contribution of the medical code and (2) the contribution caused by the neighboring codes from the knowledge graph. We introduce a bi-encoding (position-color) method to encode these 2 contributions. First, the horizontal positions of these codes are aligned with their corresponding visit, whereas their vertical positions represent their total contribution risks. Users are able to scale the y-axis to observe the codes that appear together owing to a similar value. In terms of the knowledge graph contribution, we map the weight of the knowledge graph (from positive to 0 to negative) to a diverging color map (from red to white to blue). This design enables users to easily identify the key code with the highest contribution to the results of the
prediction, and the code that is impacted by the knowledge graph the most as well. For example, in section (a2) in Figure 5, we can observe that the medical code appearing in v8 presents the highest contribution risk. The color of this code also indicates that it is strongly influenced by the knowledge graph.

**Prediction Results View**

We show the prediction results involved with the time using a line chart (section a1 in Figure 5), which is an intuitive and straightforward approach to visualize time-series data [23,24]. In this chart, the horizontal axis is used to represent the visit time, and each node in the line chart is synchronized with the corresponding visit records. The vertical axis indicates the prediction score obtained up to a certain visit. For example, the predicted score at v3 is computed from the model with the input visits of v1, v2, and v3.

**What-If Analysis View**

We also provide a set of interactions to allow the users to conduct a what-if analysis. We provide 2 ways to edit the input data: removing medical codes (R3.1) or adding specific drugs. As shown in Figure 6, users can select multiple target medical codes from a pop-up panel by clicking the code circle in the code chart. Once the removing button is clicked, the line chart will show an extra red line to indicate the updated prediction results. The original prediction results will be visualized using a gray dashed line, which enables users to observe their difference effectively. The visit and code views will also be updated accordingly.

**Figure 6.** Code edit panel: users can see all the medical codes within a specific visit and add drug to this visit. kg: knowledge graph; cont: contribution.

![Code edit panel](image)

To provide a what-if analysis by adding specific drugs, we identified 9 drugs for heart failure treatment through the literature [16]. These drugs have been discovered for more than 400,000 times in our data set. Users can select the visit box corresponding to the time they want to add the test drugs. As shown in section (a1) in Figure 5, users can choose the drug and obtain updated prediction results by clicking the add code button. The added drugs will be shown on the right side of the code view (section a3 in Figure 5).

Patients with high heart failure risks usually take more drugs than healthy patients. It is easy for DG-RNN to learn incorrect knowledge that drugs may cause higher risks. Thus, we resampled the data set when training the proposed model. First, we built a new data set by removing all the drugs and trained a logistic regression (LR) model to predict heart failure risks. Given the predicted risks without drugs, in each batch data, we selected equal numbers of case patients (who take drugs at least once) and control patients (who never take drugs) with similar heart failure probability. Finally, the DG-RNN was trained with the resampled batch data.

**Knowledge Graph View**

The knowledge graph view aims to reveal the whole structure of the knowledge graph used in the model and highlight the subgraph activated by a particular visit or medical code in the prediction. It also allows users to identify how the contribution of a specific medical code is affected by its neighbors in the knowledge graph (R3.2). It contains two subviews: (1) an overview of the whole knowledge graph network structure and (2) a local code network showing the local relationships between medical codes. Users can easily switch between them by clicking on the toggle on the top.

**Whole Network**

To visualize the whole knowledge graph structure, we use all the disease and drug entities and their relations to construct a network that includes 7273 nodes and 20,491 edges. We present this network using a force-directed graph, as shown in Figure 7. In this graph, each node is presented with a navy blue color, and edges are presented using gray lines. Clicking on a specific visit box or medical code point in patient history view will highlight the corresponding nodes and their connected neighbors in the whole network. For example, in Figure 7, we can observe that the medical codes used in the prediction are located in the center area of the whole network.
Figure 7. The whole knowledge graph in Knowledge Graph View.

Code Network

To reveal the relationship between the selected medical codes and their neighbors in the knowledge graph, we place these codes in a force-directed graph. The red node in the center denotes the target node (i.e., the selected medical node in the patient history view), and the blue dots around it represent the neighboring nodes in the knowledge graph. We encode the contribution of these neighbors using size, and a large dot represents an important node that contributes to the target node. The edges in the graph represent the relationship between the target nodes’ neighbors. For example, in Figure 8, we can find that the contribution of chronic fatigue syndrome is affected by or affects 11 other nodes in the knowledge graph. Among these neighbors, cognitive therapy is the most important node.

In Multimedia Appendix 1, we provide a demo video of DG-Viz. It can also be found at YouTube [25].
Results

This section reports the results from 3 forms of evaluation: (1) quantitative experiment on heart failure risk prediction tasks to compare our model with the state-of-the-art models, (2) a case study with a medical physician, and (3) the feedback from the physician.

Data Sets

We conducted heart failure prediction experiments on a real-world longitudinal EHR database, which includes 218,680 patients for over 4 years. Patients with a diagnosis of heart failure were selected as case patients. For each case, we selected 3 control patients with the same age and sex. Each case patient’s heart failure confirmation date is set as their operation criterion date. The control patients’ criterion dates are the same as that of their corresponding case patients. Finally, we trace back from the operation criterion date and hold off the EHRs in a prediction window. Six different hold-off windows (i.e., 7, 14, 30, 60, 90, and 120 days) were used in our experiments. The medical codes appearing less than 10 times were removed. Table 1 lists the statistics of the selected data sets.

Table 1. Statistics of data sets.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>EHR-7</th>
<th>EHR-14</th>
<th>EHR-90</th>
<th>EHR-60</th>
<th>EHR-30</th>
<th>EHR-140</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of case patients</td>
<td>442</td>
<td>446</td>
<td>494</td>
<td>517</td>
<td>536</td>
<td>554</td>
</tr>
<tr>
<td>Number of control patients</td>
<td>1326</td>
<td>1386</td>
<td>1482</td>
<td>1551</td>
<td>1608</td>
<td>1662</td>
</tr>
<tr>
<td>Number of events in the data set</td>
<td>134,666</td>
<td>140,984</td>
<td>152,389</td>
<td>160,584</td>
<td>169,636</td>
<td>176,460</td>
</tr>
<tr>
<td>Number of unique events</td>
<td>967</td>
<td>974</td>
<td>978</td>
<td>983</td>
<td>989</td>
<td>995</td>
</tr>
<tr>
<td>Average of EHRs’ length</td>
<td>76.17</td>
<td>76.29</td>
<td>77.11</td>
<td>77.65</td>
<td>79.12</td>
<td>79.62</td>
</tr>
<tr>
<td>Average number of events per visit</td>
<td>2.17</td>
<td>2.36</td>
<td>2.29</td>
<td>2.41</td>
<td>2.35</td>
<td>2.39</td>
</tr>
</tbody>
</table>

In addition to the initial EHR data, DG-RNN also takes medical knowledge graphs as inputs. A publicly available knowledge graph KnowLife [16] is leveraged in our experiments. KnowLife has millions of entities (e.g., diseases and medications) and dozens of relations (e.g., causes and is-healed-by). We initialize
the entities’ and relations’ embeddings with TransE [26] and fine-tune the embeddings when training the model.

**Baselines**

To validate the performance of the proposed DG-RNN, we compare DG-RNN with the following baselines, including 3 traditional machine-learning methods (ie, random forest [RF], LR, and support vector machine [SVM]) and 5 deep learning methods (ie, gated recurrent unit [GRU]) [27], LSTM [19], RETAIN [1], graph-based attention model (GRAM) [2], and knowledge-based attention mode (KAME) [3]). Moreover, we implement three versions of DG-RNN to validate the effectiveness of the knowledge graph attention module and the global pooling operation. DG-RNN is the main version of our model. DG-RNN-nk does not use the medical domain knowledge by removing the graph attention module. DG-RNN-np predicts the heart failure risk based on the last hidden state of the LSTM, without the global pooling operation.

**Implementation Details**

The traditional methods and deep learning models are implemented with scikit-learn and PyTorch 0.4.1, respectively. We adopted a grid search to find the best parameter for traditional methods. For a fair comparison between DG-RNN and knowledge-incorporated baselines (ie, GRAM and KAME), KnowLife [16] is used as the domain knowledge for both GRAM and KAME. Note that all the medical codes in EHRs and KnowLife are represented as ICD-9 codes, and all the models only accept the structured ICD-9 codes as inputs. When training deep learning–based models, we used the Adam optimizer with a mini-batch of 64 patients and trained using 1 graphics processing unit (TITAN XP GPU) for 50 epochs, with a learning rate of 0.0001. The outputs of DG-RNN include the risk probabilities and events’ contribution risks. Patients’ risk probabilities are used to train DG-RNN, whereas the events’ contribution risks are only visualized in our DG-Viz system. Further implementation details can be found in our conference paper [17] and on github [28,29].

**Results of Risk Prediction**

The experimental results in Tables 2, 3, and 4 show that the proposed model outperforms the baselines, which demonstrates the effectiveness of DG-RNN. To better measure the difference in performance between the proposed DG-RNN and the baselines, following the study by Tang et al [30], we performed statistical testing and calculated the $P$ value of area under a receiver operating characteristic (AUROC) score between the proposed DG-RNN and various baseline models using statistical $t$ testing. For all the baselines, the $P$ value results are very small ($P<.001$), which demonstrates that the risk prediction performance difference between DG-RNN and baselines is significant.

The performance of deep learning methods is much better than that of the 3 traditional machine-learning methods. The possible reason may be that deep learning approaches take the embedding of medical codes as inputs, which can capture the medical codes’ clinical meaning, whereas the traditional approaches use high-dimensional one-hot representations, which have a semantic gap. Moreover, RNN-based methods are better for modeling patients’ health status and consider the order of EHR sequences (temporal information). Among the 5 deep learning baselines, with the help of the attention mechanism, RETAIN performs better than GRU and LSTM. Considering the medical knowledge graph, KAME and GRAM outperform RETAIN, which demonstrates that medical domain knowledge does help to improve the performance in clinical applications.

Among the proposed model’s 3 versions, our main version DG-RNN achieves the best performance. After removing the medical knowledge graph, there is about 2% AUROC decline for the version DG-RNN-nk, which demonstrates that medical domain knowledge from KnowLife is very helpful. Without the global pooling layer, DG-RNN-np also achieves worse performance than DG-RNN by 2%, which demonstrates the effectiveness of the introduced global pooling operation. The global pooling operation can shorten the distance between early occurring medical events and the final outputs, which makes the training process more efficient.
Table 2. Area under a receiver operating characteristic of the heart failure prediction task.

<table>
<thead>
<tr>
<th>Model</th>
<th>EHR-120</th>
<th>EHR-90</th>
<th>EHR-60</th>
<th>EHR-30</th>
<th>EHR-14</th>
<th>EHR-7</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.6883</td>
<td>0.6956</td>
<td>0.6932</td>
<td>0.7139</td>
<td>0.7347</td>
<td>0.7386</td>
</tr>
<tr>
<td>RF</td>
<td>0.6726</td>
<td>0.6913</td>
<td>0.6965</td>
<td>0.7212</td>
<td>0.7217</td>
<td>0.7336</td>
</tr>
<tr>
<td>SVM</td>
<td>0.6173</td>
<td>0.6339</td>
<td>0.6213</td>
<td>0.6258</td>
<td>0.6323</td>
<td>0.6371</td>
</tr>
<tr>
<td>GRU</td>
<td>0.6504</td>
<td>0.6670</td>
<td>0.6939</td>
<td>0.7178</td>
<td>0.7438</td>
<td>0.7634</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.6628</td>
<td>0.6792</td>
<td>0.6982</td>
<td>0.7282</td>
<td>0.7459</td>
<td>0.7631</td>
</tr>
<tr>
<td>RETAIN</td>
<td>0.6962</td>
<td>0.7115</td>
<td>0.7318</td>
<td>0.7437</td>
<td>0.7561</td>
<td>0.7683</td>
</tr>
<tr>
<td>GRAM</td>
<td>0.7081</td>
<td>0.7292</td>
<td>0.7378</td>
<td>0.7525</td>
<td>0.7646</td>
<td>0.7656</td>
</tr>
<tr>
<td>KAME</td>
<td>0.7168</td>
<td>0.7319</td>
<td>0.7392</td>
<td>0.7573</td>
<td>0.7662</td>
<td>0.7717</td>
</tr>
<tr>
<td>DG-RNN-nk</td>
<td>0.7158</td>
<td>0.7310</td>
<td>0.7368</td>
<td>0.7486</td>
<td>0.7583</td>
<td>0.7663</td>
</tr>
<tr>
<td>DG-RNN-np</td>
<td>0.6995</td>
<td>0.7075</td>
<td>0.7182</td>
<td>0.7425</td>
<td>0.7596</td>
<td>0.7723</td>
</tr>
<tr>
<td>DG-RNN</td>
<td>0.7288</td>
<td>0.7437</td>
<td>0.7510</td>
<td>0.7663</td>
<td>0.7789</td>
<td>0.7863</td>
</tr>
</tbody>
</table>

aEHR: electronic health record.  
bLR: logistic regression.  
cRF: random forest.  
dSVM: support vector machine.  
eGRU: gated recurrent unit.  
fLSTM: long short-term memory.  
gRETAIN: reverse time attention model.  
hGRAM: graph-based attention model.  
iKAME: knowledge-based attention model.  
Table 3. Sensitivity of the heart failure prediction task.

<table>
<thead>
<tr>
<th>Model</th>
<th>EHR^a-120</th>
<th>EHR-90</th>
<th>EHR-60</th>
<th>EHR-30</th>
<th>EHR-14</th>
<th>EHR-7</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR^b</td>
<td>0.6262</td>
<td>0.6441</td>
<td>0.6452</td>
<td>0.6522</td>
<td>0.6522</td>
<td>0.6684</td>
</tr>
<tr>
<td>RF^c</td>
<td>0.6235</td>
<td>0.6456</td>
<td>0.6549</td>
<td>0.6612</td>
<td>0.6636</td>
<td>0.6723</td>
</tr>
<tr>
<td>SVM^d</td>
<td>0.5689</td>
<td>0.5835</td>
<td>0.5732</td>
<td>0.5769</td>
<td>0.5822</td>
<td>0.5862</td>
</tr>
<tr>
<td>GRU^e</td>
<td>0.6120</td>
<td>0.6227</td>
<td>0.6348</td>
<td>0.6524</td>
<td>0.6837</td>
<td>0.7001</td>
</tr>
<tr>
<td>LSTM^f</td>
<td>0.6322</td>
<td>0.6407</td>
<td>0.6564</td>
<td>0.6869</td>
<td>0.6874</td>
<td>0.7006</td>
</tr>
<tr>
<td>RETAIN^g</td>
<td>0.6556</td>
<td>0.6612</td>
<td>0.6719</td>
<td>0.6916</td>
<td>0.6938</td>
<td>0.7018</td>
</tr>
<tr>
<td>GRAM^h</td>
<td>0.6614</td>
<td>0.6627</td>
<td>0.6718</td>
<td>0.6914</td>
<td>0.7030</td>
<td>0.7046</td>
</tr>
<tr>
<td>KAME^i</td>
<td>0.6645</td>
<td>0.6714</td>
<td>0.6759</td>
<td>0.6828</td>
<td>0.6991</td>
<td>0.7036</td>
</tr>
<tr>
<td>DG-RNN^j-nk</td>
<td>0.6634</td>
<td>0.6712</td>
<td>0.6790</td>
<td>0.6817</td>
<td>0.6926</td>
<td>0.7132</td>
</tr>
<tr>
<td>DG-RNN-np</td>
<td>0.6513</td>
<td>0.6569</td>
<td>0.6727</td>
<td>0.6801</td>
<td>0.6997</td>
<td>0.7101</td>
</tr>
<tr>
<td>DG-RNN</td>
<td>0.6754</td>
<td>0.6816</td>
<td>0.6856</td>
<td>0.7012</td>
<td>0.7145</td>
<td>0.7206</td>
</tr>
</tbody>
</table>

^a EHR: electronic health record.
^b LR: logistic regression.
^c RF: random forest.
^d SVM: support vector machine.
^e GRU: gated recurrent unit.
^f LSTM: long short-term memory.
^g RETAIN: reverse time attention model.
^h GRAM: graph-based attention model.
^i KAME: knowledge-based attention model.
### Table 4. Specificity of the heart failure prediction task.

<table>
<thead>
<tr>
<th>Model</th>
<th>EHR-120</th>
<th>EHR-90</th>
<th>EHR-60</th>
<th>EHR-30</th>
<th>EHR-14</th>
<th>EHR-7</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR(^b)</td>
<td>0.6402</td>
<td>0.6437</td>
<td>0.6429</td>
<td>0.6528</td>
<td>0.6727</td>
<td>0.6887</td>
</tr>
<tr>
<td>RF(^c)</td>
<td>0.6301</td>
<td>0.6414</td>
<td>0.6484</td>
<td>0.6674</td>
<td>0.6720</td>
<td>0.6802</td>
</tr>
<tr>
<td>SVM(^d)</td>
<td>0.5897</td>
<td>0.5904</td>
<td>0.5948</td>
<td>0.6041</td>
<td>0.6062</td>
<td>0.6079</td>
</tr>
<tr>
<td>GRU(^e)</td>
<td>0.6231</td>
<td>0.6458</td>
<td>0.6510</td>
<td>0.6718</td>
<td>0.6947</td>
<td>0.7020</td>
</tr>
<tr>
<td>LSTM(^f)</td>
<td>0.6106</td>
<td>0.6252</td>
<td>0.6293</td>
<td>0.6427</td>
<td>0.6563</td>
<td>0.6595</td>
</tr>
<tr>
<td>RETAIN(^g)</td>
<td>0.6602</td>
<td>0.6619</td>
<td>0.6755</td>
<td>0.7016</td>
<td>0.7041</td>
<td>0.7165</td>
</tr>
<tr>
<td>GRAM(^h)</td>
<td>0.6673</td>
<td>0.6835</td>
<td>0.6901</td>
<td>0.7014</td>
<td>0.7108</td>
<td>0.7114</td>
</tr>
<tr>
<td>KAME(^i)</td>
<td>0.6720</td>
<td>0.6806</td>
<td>0.6842</td>
<td>0.6951</td>
<td>0.7119</td>
<td>0.7131</td>
</tr>
<tr>
<td>DG-RNN(^j)-nk</td>
<td>0.6773</td>
<td>0.6819</td>
<td>0.6893</td>
<td>0.6924</td>
<td>0.7158</td>
<td>0.7190</td>
</tr>
<tr>
<td>DG-RNN-np</td>
<td>0.6707</td>
<td>0.6769</td>
<td>0.6791</td>
<td>0.7037</td>
<td>0.7078</td>
<td>0.7166</td>
</tr>
<tr>
<td>DG-RNN</td>
<td>0.6862</td>
<td>0.6976</td>
<td>0.7022</td>
<td>0.7128</td>
<td>0.7254</td>
<td>0.7273</td>
</tr>
</tbody>
</table>

\(^a\)EHR: electronic health record.
\(^b\)LR: logistic regression.
\(^c\)RF: random forest.
\(^d\)SVM: support vector machine.
\(^e\)GRU: gated recurrent unit.
\(^f\)LSTM: long short-term memory.
\(^g\)RETAIN: reverse time attention model.
\(^h\)GRAM: graph-based attention model.
\(^i\)KAME: knowledge-based attention model.
\(^j\)DG-RNN: domain-knowledge–guided recurrent neural network.

### Case Study

To illustrate how a physician can explore the EHR data and interpret the prediction results, we provide a case study. In particular, we worked with the same medical expert in the design state of DG-Viz using the same EHR data set mentioned previously. We first introduced the functions and interaction methods of the DG-Viz system to the doctor. After becoming familiar with DG-Viz, the doctor was asked to perform a set of tasks, such as observing the patient overview, interpreting the prediction results, and testing their hypotheses. The doctor was free to ask any questions about the system during the study.

Figure 4 shows an overview of 1740 patients in our data set. As the expert pointed out, the initial overview of the patient cohort showed that patients clustered in the bottom left quadrant had a positive heart failure risk score ranging between 1 and 2. The center of the graph comprised patients with heart failure risk between 0 and a negative one. In the upper right quadrant, heart failure risk scores varied between 0 and −3. Heart failure risks were similar for 2 patients in close proximity to the distribution view. He mentioned that the overview would be particularly useful for the physician, at a quick glance, to see which patients are at a higher risk for a given disease.

Next, the expert was interested in identifying the medical codes that correlated with heart failure. To do this, he selected multiple patients with heart failure for further inspection. According to the visualization results, he mentioned that atrial fibrillation and cardiac dysrhythmia are often shown to contribute to the risk of heart failure. Arrhythmias are common and have a known association with heart failure, either as a cause or as a sequela, and increased his confidence in the heart failure prediction. Less frequently, shortness of breath, edema, cardiomegaly, and aortic valve disorders were shown to greatly contribute to the risk of heart failure. Shortness of breath and edema are common symptoms affecting patients with heart failure. Cardiomegaly is a finding either on physical examination or on diagnostic testing that is associated with heart failure. Aortic valve disorders, which include aortic regurgitation and aortic stenosis, are one of many causes of heart failure. All these nodes were consistent with the current medical understanding of heart failure.

The doctor was also interested in checking whether the prediction results of the system meet their expectations. For 1 patient with a heart failure risk of 3, the physician added an angiotensin receptor antagonist, a medication typically prescribed in heart failure, but only a slight decrease in heart failure risk was observed. However, adding additional antihypertensive medications (calcium channel blockers) lowered the risk of heart failure by a greater amount. This may indicate that the model agrees with the known causation between hypertension and heart failure. Not all patients showed this behavior, possibly indicating that their medical history did not include hypertension. For some patients, adding a loop diuretic increased the risk of heart failure. Loop diuretics are often
predicted as symptomatic treatment for heart failure but are not known to decrease mortality or prevent the onset of disease. The need for a loop diuretic prescription in the absence of a heart failure diagnosis may indicate the early stages of the disease and is a good alert for clinicians.

Finally, the expert was asked to check the local knowledge graph structure and verify the correctness of the prediction results. He mentioned that a frequent prediction result node with high-risk contribution and high knowledge graph contributions was atrial fibrillation. The neighbor nodes displayed in the knowledge graph view included definitions of atrial fibrillation (cardiac dysrhythmia), as well as potential treatment options (pacerone and cardiac ablation). They were all related to heart failure. However, in another case of edema, he found that related diseases shown in the knowledge graph, including ulcerative colitis, cerebral abscess, and reparative closure, did not have a strong relationship with heart failure.

Overall, the doctor believed that DG-Viz is a great tool and an interesting way of proving to the physician that the predicted risk is valid. In particular, the interface provides the ability to explore the consequences of prescribing medication. The knowledge graph allows the physician to see contributing diagnoses to the overall risk. However, he also felt that the current interface “while intuitive, does contain a large amount of medical information and requires a substantial explanation of each item before the information can be synthesized.” The color and position used to encode the contribution of visit and code might actually increase the cognitive load of the doctor.

Discussion

Principal Results

In this study, we present DG-Viz, an interactive clinical prediction system, which brings together the power of deep learning (ie, a DG-RNN–based model) and visual analytics to predict clinical risks and visually interpret the EHR prediction results. Experimental results and a case study on heart failure risk prediction tasks show that our system not only outperforms the state-of-the-art deep learning–based risk prediction models but also associates the intuitive visualization design, thus paving the way for interactive, interpretable, and accurate clinical risk predictions. This study can be regarded as an initial step, and there are many research opportunities to be further explored and pursued. The following subsections provide an in-depth discussion of our study in terms of technical challenges and future research.

Issues With EHR Prediction and Visualization

Predicting the risk of certain diseases and interpreting the results are still open questions in the healthcare community. One major challenge is the false prediction made by the deep learning model. In our case study, the domain expert was surprised that common causes such as coronary artery disease, hypertension, and diabetes related to heart failure were not seen. This might be because the data set used did not contain many of these factors. In terms of interpreting deep learning models, uncertainty is becoming an important concern [31,32]. As a result, visualizing the uncertainty in the prediction model can be highly valuable. Even if the model is proven to be accurate, the visualization should address the false cases and present the uncertainty to the medical doctors. For example, revealing how the model fails to predict a specific case would deepen the doctors’ understanding of the prediction model’s intrinsic mechanisms.

Visualizing Patient Distribution

The projection view aims to provide an overview of patient distribution in the data set by mapping high-dimensional patient data into 2D space. In the present visualization results, we can observe that the patients diagnosed as positive and negative are well separated in the space. However, as mentioned in the feedback from our domain expert, determining the subtypes of the patients is also important in analyzing the patient distribution.

What-If Analysis

One important functionality of DG-Viz is to enable domain experts to test their hypotheses on patients through what-if analysis. In particular, we provide what-if analysis by allowing domain experts to add or remove specific medical codes and compare the changes. However, this interaction still suffers from some drawbacks such as the interaction cost. For example, when experts want to know when and what drugs are added to cause a significant difference in predictions, they must select all the drugs in sequence and add them to different dates to obtain the final result. To address the huge interaction cost, one solution is to develop tools such as interactive lenses [33] to present the results of each combination. In detail, users can obtain the results by binding specific drugs with lenses and covering the lens on a specific date. Moreover, automatically recommending the desirable prediction results (ie, computing all possible combinations of drugs and dates and only preserving the significant results) can also help users to obtain the what-if analysis results efficiently.

Generalization

DG-Viz is capable of visualizing several other EHR data sets such as MIMIC-III [34] and HCUP [35]. It can also be converted and used for similar RNN-based prediction models such as RETAIN [1]. However, as a preliminary prototype, it is not readily applicable to all EHR data sets and prediction models. When we design, implement, and evaluate DG-Viz, we encounter several limitations and challenges, which motivates us to generalize DG-Viz from 2 directions in the future. The first is to introduce adaptive mechanisms that allow the system to accommodate different EHR data sets. Among different EHR data sets, there is a great variety of data distributions, including the number of visits, the number of medical codes in each visit, and temporal intervals. For example, most patients in the data set used in our study had 20 to 50 visits with 1 to 5 medical codes per visit. In MIMIC-III, most patients only have 1 to 3 visits with 20 to 40 medical codes per visit. One way to address this issue is to compute the space layout of these visual elements automatically based on the data distribution. When the number of visits and medical code is too large, extra work such as aggregating and filtering (eg, only show medical code with the highest contribution) can also be adopted. In addition,
integrating the domain knowledge from experts with the prediction model through visualization and interaction is an important and interesting direction for us to investigate in the future.

Conclusions
In this work, we present DG-Viz, an interactive clinical prediction system, which brings together the power of deep learning (ie, a domain knowledge–guided RNN-based model) and visual analytics to predict clinical risks and visually interpret the EHR prediction results. We presented a graph attention module to dynamically attend to a subgraph of the whole medical knowledge graph, which can provide more domain information and thus significantly improve DG-RNN's performance. We introduced a global max-pooling operation to DG-RNN to make our prediction model more accurate. We designed, implemented, and evaluated a visual analytics tool to present the EHR data, revealing the knowledge graph network, and interpret the prediction results. Experimental results and a case study on heart failure risk prediction tasks show that our system not only outperforms the state-of-the-art deep-learning–based risk prediction models but also associates the intuitive visualization design, thus paving the way for interactive, interpretable, and accurate clinical risk predictions.
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Abstract

Background: Chatbots empowered by artificial intelligence (AI) can increasingly engage in natural conversations and build relationships with users. Applying AI chatbots to lifestyle modification programs is one of the promising areas to develop cost-effective and feasible behavior interventions to promote physical activity and a healthy diet.

Objective: The purposes of this perspective paper are to present a brief literature review of chatbot use in promoting physical activity and a healthy diet, describe the AI chatbot behavior change model our research team developed based on extensive interdisciplinary research, and discuss ethical principles and considerations.

Methods: We conducted a preliminary search of studies reporting chatbots for improving physical activity and/or diet in four databases in July 2020. We summarized the characteristics of the chatbot studies and reviewed recent developments in human-AI communication research and innovations in natural language processing. Based on the identified gaps and opportunities, as well as our own clinical and research experience and findings, we propose an AI chatbot behavior change model.

Results: Our review found a lack of understanding around theoretical guidance and practical recommendations on designing AI chatbots for lifestyle modification programs. The proposed AI chatbot behavior change model consists of the following four components to provide such guidance: (1) designing chatbot characteristics and understanding user background; (2) building relational capacity; (3) building persuasive conversational capacity; and (4) evaluating mechanisms and outcomes. The rationale and evidence supporting the design and evaluation choices for this model are presented in this paper.

Conclusions: As AI chatbots become increasingly integrated into various digital communications, our proposed theoretical framework is the first step to conceptualize the scope of utilization in health behavior change domains and to synthesize all possible dimensions of chatbot features to inform intervention design and evaluation. There is a need for more interdisciplinary work to continue developing AI techniques to improve a chatbot’s relational and persuasive capacities to change physical activity and diet behaviors with strong ethical principles.

(J Med Internet Res 2020;22(9):e22845) doi:10.2196/22845

KEYWORDS
chatbot; conversational agent; artificial intelligence; physical activity; diet; intervention; behavior change; natural language processing; communication
Introduction

Background

Physical inactivity and an unhealthy diet continue to be some of the leading risk factors for noncommunicable diseases (NCDs), such as cardiovascular disease, diabetes, and obesity [1,2], and death worldwide [3]. NCDs account for seven out of 10 deaths worldwide [3] and pose a substantial economic burden [4]. The prevalence of physical inactivity and an unhealthy diet varies considerably within and across countries. The United States is one of the countries experiencing a rapid rise in these risks. Nearly 80% of American adults do not meet the guidelines for both aerobic and muscle-strengthening activities [5], and the prevalence of overweight or obesity reached 71.6% in 2016 [6]. Therefore, developing cost-effective and feasible lifestyle interventions is urgently needed to reduce the prevalence [7].

Lifestyle modification programs have consistently evolved with emerging digital and communication technologies [8-13]. In the past two decades, there has been a large number of published studies using internet and mobile-based behavior interventions to support the effectiveness of using digital technologies to deliver intervention materials to diverse populations [8,14]. In recent years, the use of artificial intelligence (AI) and associated computational techniques has become the new frontier in expanding the landscape of health care and interventions [15].

Definition and Applications of an AI Chatbot

AI chatbots, also called conversational agents, employ dialog systems to enable natural language conversations with users by means of speech, text, or both [16]. Conceptually, the core technical capacity of AI chatbots is different from that of embodied virtual conversational agents or avatars that emphasize on synthesizing multimodal signals (eg, images, videos, and sounds) to simulate human face-to-face communication. In this paper, we focused on developing the AI chatbot’s core feature of natural language conversation to facilitate more flexible information exchange between humans and the chatbot. The conversational capacity can range from constrained conversation (ie, users can only respond by selecting predefined conversational lines) to unconstrained conversation (ie, users can respond freely by inputting natural language conversational lines).

AI chatbots can be deployed in the form of mobile apps on smartphones, thus making programs available 24/7. AI chatbots have been rapidly transforming multiple fields, including business [17], governance [18], education [19], and health care [16,20]. As the top platforms supporting chatbot development, Amazon Alexa had more than 100,000 programs and Facebook Messenger had more than 300,000 active chatbots as of 2019, many of which are for health care and wellbeing. For instance, in April 2020, the World Health Organization launched a chatbot on Facebook Messenger to combat misinformation and to offer instant and accurate information about COVID-19 [21].

As chatbots increasingly become a convenient digital communication channel, they open up many opportunities for delivering personalized behavior change programs for disease prevention and health promotion on a large scale. Beyond connectivity and feasibility, the advantages of AI chatbot programs lie essentially in the computational power to develop and deliver personalized interventions [22-24]. Such interventions have the potential to overcome several limitations in the traditional paradigm of nonpersonalized interventions, as they are designed based on understanding individual characteristics and behavior trajectories and can incrementally adapt intervention strategies based on contextual conditions and personal cognitive and emotional states over time. In other words, chatbot technologies have the potential to “understand” individuals through natural human conversations, persuade individuals to change, and build sustaining supportive relationships for maintaining healthy behaviors.

AI Chatbots for Health Care and Lifestyle Modification Programs

Chatbots for promoting physical activity and a healthy diet are designed to achieve behavior change goals, such as walking for certain times and/or distances and following healthy meal plans [25-29]. Although no systematic review of chatbots for lifestyle modification programs has been published, there are several reviews on chatbots covering health care issues ranging from mental health support and smoking cessation to disease diagnosis [16,30]. Owing to the different natures of targeted behaviors, some chatbots were mainly designed to provide information and knowledge [31], whereas others were developed based on established mental health intervention programs such as cognitive behavioral therapy [32]. One relevant review [33] focused on discussing the development of embodied conversational agents for a healthy lifestyle, and pointed out that the interpretation and application of behavior change theories were usually not reported.

Most previous chatbot research relied on either finite-state (ie, dialog consisting of a sequence of predetermined steps or states) or frame-based systems (ie, dialog is not predetermined but dependent on the content of the user’s input and the information that the system has to elicit) [34-36]. Such systems are restrained in their ability to allow free conversations, primarily due to the lack of large training data sets on human-to-human conversations in domains involving behavior changes.

The recent success of large pretrained language models, such as Bidirectional Encoder Representations from Transformers (BERT) developed by Google [37] and Generative Pre-Training-2 (GPT2) developed by Open AI [38], provides promising opportunities to incorporate language priors to down-stream natural language processing (NLP) tasks. For instance, several papers have shown that pretrained models can be tailored for task-oriented dialog generation, such as for conversations about restaurant recommendations and donation persuasion [39,40]. BERT and GPT2 are giant neural network models trained with large text data sets using self-supervised task objectives, such as recovering masked tokens and predicting the next word. As these models operate on representation space and do not have access to symbolic common-sense information, they produce outputs that are difficult for humans to interpret and can make errors that violate common senses in specific domains. One general direction to advance this field is to build systems that incorporate pretrained models to facilitate building...
dialogs that are specific for communicating and persuading users to adopt regular physical activity and a healthy diet.

To advance the science of developing effective and ethical AI chatbots for health behavior changes, especially within the context of improving physical activity and healthy eating behaviors, we provide a theoretical perspective and a model to guide the development and evaluation of AI chatbots for behavior changes. The aims of this perspective paper are threefold as follows: (1) to briefly summarize the current state of applications of AI chatbots in promoting physical activity and a healthy diet; (2) to propose the AI chatbot behavior change model developed by our research team; and (3) to address ethical considerations and principles.

Methods

Preliminary Review of AI Chatbot–Based Physical Activity and Diet Interventions

To provide a background of the current state of chatbot-based behavior interventions for physical activity and diet, we conducted a rapid preliminary literature review using four electronic databases (PubMed, EMBASE, Web of Science, and ACM Digital Library) on August 24, 2020. We used a combination of keywords to identify peer-reviewed studies related to AI chatbots for physical activity or diet (ie, ["chatbot" OR “conversational agent” OR “conversational system” OR “dialog system” OR “dialogue system” OR “relational agent”] AND ["physical activity" OR “exercise” OR “diet” OR “nutrition”]). We included only full-length articles that reported chatbot-based physical activity or diet interventions and were written in English. One researcher initially screened study titles and abstracts to determine eligibility for inclusion. Thereafter, two researchers reviewed the full texts of the included studies to further determine their relevance and coded study features. The two researchers discussed their disagreements throughout the coding process and agreed upon the final results.

In total, the search returned 108 articles from the four databases, with 15 published articles in 2020, 26 in 2019, 15 in 2018, 14 in 2017, five in 2016, and the remaining 33 from 2015 or before. After the screening, 101 (93.5%) articles were excluded for the following reasons: commentary or opinion pieces, scoping reviews, or empirical studies that addressed health domains other than physical activity and diet (eg, chatbots assisting diagnostic tasks or offering mental health interventions or treatment).

Characteristics of AI Chatbot Interventions

We identified seven articles reporting six unique chatbots to increase physical activity and/or adoption of a healthy diet (Multimedia Appendix 1). Two papers reported on the same chatbot called Assistant to Lift your Level of activityY (Ally). One protocol [41] described the study design and one reported the actual optimization randomized controlled trial (RCT) (n=274) [42] for evaluating the effects of Ally in helping users to reach personalized daily step goals. The results showed that the intervention component of daily cash incentives delivered by Ally increased step-goal achievement. However, 30% of participants stopped using the app over the course of the study, presenting a challenge for the chatbot’s ability to engage participants. In contrast, another study reported the results of an RCT (n=106) [43] to evaluate the Healthy Lifestyle Coaching chatbot. The findings demonstrated that this chatbot was effective in increasing physical activity after 12 weeks of the intervention among office workers. The remaining four studies employed pretest-posttest designs. One feasibility study (n=23) [44] tested Tess, a behavioral coaching chatbot, in assisting adolescent patients to cope with weight management and prediabetes symptoms. Patients actively engaged with the chatbot, reported experiencing positive progress toward their goals, and deemed the chatbot helpful. One proof-of-concept study [45] reported on the Paola chatbot, which provided educational messages on physical activity and diet, weekly check-ins, and answers to user questions. The results showed that participants reported relevant weight loss and improved diet. Another validation study [46] reported on the CoachAI chatbot, which provided social and tailored health coaching support, and found this chatbot to be effective, especially among users with high engagement levels. Lastly, a chatbot named Reflection Companion delivered daily adaptive mini-dialogs and activity graphs to promote self-reflections. The conversations successfully triggered self-reflections that led to increased motivation, empowerment, and adoption of physical activity behaviors (eg, walking to a grocery store instead of taking a car) [26].

The above-reviewed chatbots showed preliminary evidence supporting the efficacy of using chatbots to deliver physical activity and diet interventions. It is worth noting that four out of seven (57.1%) studies reported chatbots as the only intervention used to deliver behavior change strategies [26,43,44,46], whereas the other three articles reported chatbots as an auxiliary component complementing other intervention approaches such as messages and conversations delivered by human facilitators [41,42,45] (Multimedia Appendix 1). The reviewed chatbots were designed with different theoretical components and varied in their abilities to engage in natural language conversations, relationship building, and emotional understanding. Overall, owing to a lack of reporting on the details of the theoretical framework and a limited number of RCT evaluations, it is difficult to systematically evaluate how different design theories and factors contribute to intervention efficacy. Based on this preliminary review, we identified a lack of systematic thinking in the development of AI chatbots for lifestyle behavior changes.

None of the studies reported in detail how they developed the chatbot program and none discussed ethical considerations regarding issues such as transparency, privacy, and potential algorithmic biases. Consequently, it remains unclear how to evaluate a chatbot’s efficacy, the theoretical mechanisms through which chatbot conversations influence users, and potential ethical problems. To address these gaps, in the next section, we present our theoretical framework that delineates design considerations, core theoretical components supporting a chatbot’s conversational capacity, multiple dimensions for usability and outcome evaluations, and ethical principles that need to be emphasized to guide development in this emerging field.
AI Chatbots as Persuasive Technology

We conceptualize behavior change chatbots as a type of persuasive technology [14], which is more complicated than designing a social chatbot to engage in general conversations (eg, talking about movies or weather) [47]. Persuasive technology broadly refers to computer systems that are designed to change the attitudes and behaviors of users [48]. Behavior change chatbots thus aim to change users’ specific behaviors through engaging in conversations and delivering information and persuasive messages. In this regard, we propose that the chatbot dialog system needs to encompass two core capacities, including the relational capacity to establish and maintain a professional relationship with the user and the persuasive conversational capacity to change behaviors. Below, we describe a theoretical framework that elaborates on these two capacities and guides the design of AI chatbots for promoting physical activity and a healthy diet.

Theoretical Framework: The AI Chatbot Behavior Change Model

Figure 1 shows the theoretical framework for improving physical activity and diet using AI chatbots. We named this framework the AI chatbot behavior change model, which includes the following four major components: (1) designing chatbot characteristics and understanding user backgrounds; (2) building relational capacity; (3) building persuasive conversational capacity; and (4) evaluating mechanisms and outcomes. The four high-level components are specified in sequence to guide the design and evaluation of chatbots. This proposed model is based on reviewing relevant chatbot studies, recent developments in human-AI communication research, and innovations in NLP, as well as our own clinical and research experience and findings [23,49-54].

Designing Chatbot Characteristics and Understanding User Background

Chatbots are set up to mimic the characteristics of human-human conversations. Designing a chatbot requires both system-related and agent-related considerations. Upon choosing a system infrastructure (eg, finite-state, frame-based, and agent-based) and media (eg, animation, video, text, and speech), the characteristics of a chatbot (eg, identity, name, and gender) can be specified. In the past, researchers have experimented with using a robot [32], animal [55], or human identity, ranging in degrees of applying anthropomorphic cues [56].

The computers are social actors (CASA) paradigm [57] and the uncanny valley effect (UVE) [58,59] are the most widely used theoretical frameworks for studying human-computer interactions. While the CASA paradigm assumes that humans can develop positive social relations with computer systems as the human familiarity of the system increases, the UVE argues that too much human familiarity would bring feelings of eeriness and discomfort. To increase a chatbot’s social presence, some studies framed chatbots as peers and gave them gendered names (eg, Anna for female [27]). Deciding what name to call the chatbot and whether to frame it as a human peer or as a transparent bot system requires careful consideration. Our recent work [52] suggests that as AI chatbots are quickly adopting human conversational capacities, the perceived identity of a chatbot has significant effects on the persuasion outcome and interpersonal perceptions. Furthermore, our study findings suggest that users respond better if the chatbot’s identity is clearly presented. This may be because users can develop more agency and control if they know how to respond to the
Designing a personalized chatbot system requires the understanding of each individual user’s background (eg, sociodemographic characteristics, living environment, and personality), behavior determinants, and habits [62-65]. The assumption is that a personalized intervention is more effective as it tailors both behavior change strategies and persuasive messaging to each user’s unique background and needs to achieve personally optimized outcomes [63]. In general, the first component serves to set up the chatbot characteristics and collect useful user background information to inform the development of algorithms supporting the second component and the third component. Theoretically, user background information can be incorporated as contextual information to develop algorithms to generate personalized relational messages and persuasive messages. Which characteristics can be used to tailor which messages depends largely on the target population’s needs and preferences [66,67]. Past literature has examined a number of useful characteristics for personalized influences, such as using different persuasive strategies to appeal to different personality traits [53,68] or setting personalized change goals based on behavior habits [42]. In the realm of physical activity chatbot interventions, the Ally chatbot system by Kramer et al was able to welcome each participant using personalized messages and track individual physical activity using the smartphone’s built-in accelerometer [42]. The system specifically set a personalized activity goal slightly above the participant’s current average activity level. Along this line, the application of control systems engineering in modeling individuals’ behavior states and adapting personalized goals over time is a promising approach [22].

Building Relational Capacity

In order to use an AI chatbot as a social conversational agent, we emphasize designing the system’s relational capacity in chatbot and user interactions [29,69-72]. Bickmore et al provided extensive discussions on the principles of building relational capacity in behavior change agents, such as using social dialog, empathy, meta-relational communication (talk about the relationship), humor, self-disclosure, persistent memory, and agent variability [70]. One of their studies showed that when compared to a nonrelational agent, a relational agent was more respected, liked, and trusted, which led to more positive behavior changes [29].

It is worth noting that most of the reported relational agents are embodied virtual agents, taking on specific anthropomorphic cues and nonverbal behaviors but using restricted scripted dialog designs. It remains less clear what relational capacity a nonembodied chatbot can achieve just through natural language conversations. Recent endeavors to accelerate natural conversations in everyday social companion chatbots have yielded promising results. One study reported that users of a companion chatbot (called “Replika”) perceived the chatbot to be human-like, intelligent, supportive, and able to facilitate social connection. However, UVEs also emerged as some users felt that the chatbot’s conversation was too natural and thus “creepy” [73]. In another case study that analyzed user reviews of the Amazon chatbot device, researchers found that over half of the reviewers referred to the chatbot using the personified name “Alexa,” and as users’ social interactions with the device increased, a greater level of personification occurred, which was associated with increased product satisfaction [74]. This suggests that people tend to personify Alexa, which is in line with the CASA paradigm. As a chatbot’s natural conversational abilities continue to rapidly improve, it is likely that relational capacity building can lead to better user engagement and retention, despite other technological limitations.

To scale up the relational capacity in chatbots, conversational norms and relational strategies need to be built into the system. One approach can be through extracting patterns from longitudinal human-human conversations and drawing on theories from interpersonal communication and the latest human-AI communication research [75,76]. For example, the integrated model of advice giving [77,78] and the communication accommodation theory [79,80], combined with the chatbot’s capacity of persistent memory (eg, storing conversation history) and variability (eg, changing conversation content and structure), can provide useful insights in guiding the structure of conversations and specific choices in linguistic, semantic, and sentence styles.

Building Persuasive Conversational Capacity

Programs delivered by chatbots need to possess the core knowledge structures and intervention messages used in traditional approaches. Building behavior change messages into chatbot conversations first requires curating knowledge databases regarding physical activity and dietary guidelines. Thereafter, relevant behavior change theories need to be applied to generate themed dialog modules (eg, goal setting, motivating, and proving social support). Commonly used behavior change theories include motivational interviewing [81], the social cognitive theory [56], the transtheoretical model [82], and the theory of planned behavior [83]. One approach is to design human-human conversation episodes based on addressing each of the theoretical concepts (eg, a human interventionist providing social support to a participant) and to develop dialog modules that mimic such conversations.

In addition to delivering theory-based intervention messages, chatbots’ efficacy in eliciting behavior changes can be augmented by employing persuasive messaging strategies [84]. This thinking stems from the line of work in public health communication that aims to integrate behavior change theories and message effect theories (ie, theories that direct the selection of specific persuasive appeals and message features to enhance the effectiveness of communication) [85]. Persuasive strategies are designed to motivate behavior changes and are nuanced.
message choices to enhance attention, trust, and engagement, or to influence cognitive and emotional reactions. Persuasive strategies are important in shaping, changing, and reinforcing people’s attitudes and behaviors. Previous research has shown that even simply asking questions about a behavior can lead to changes in the behavior, known as the “question-behavior” effect. For instance, one study found that asking people questions about exercise led to an increase in self-reported exercise [86]. Although this effect was small and based on survey reports, it suggests that questions can function as a reminder or cue to action. Thus, one task of chatbots can be to ask questions to allow users to reflect and then get motivated for behavior change. More persuasive strategies can be embedded into theoretically themed dialog modules, such as using classical rhetorical appeals [53-68], including credibility appeals (eg, showing messages from sources that the target audiences trust), logical appeals (eg, providing reasoning and evidence for benefits of physical activity and a healthy diet), and emotional appeals (eg, using fear, guilt, or hope appeals for motivation). In addition, specific persuasive messaging strategies, such as using narratives and exemplars (eg, telling stories to enhance self-efficacy), can also enhance personal involvement and engagement. For example, to augment the approach of motivational interviewing, we can consider using credibility appeal to strengthen user’s trust in the chatbot, so that they become more comfortable in disclosing thoughts. In addition, to augment the approach of social cognitive theory, we can consider constructing narrative exemplars in terms of talking about relevant peers’ successful experiences to boost participants’ self-efficacy.

One common limitation of traditional programs is the static nature of persuasive messages, because of infrequent measurements of behaviors and users’ behavior change stages. Chatbots deployed on smartphones can address this limitation by utilizing ecological momentary assessment methods, in-built accelerometers, GPS, and other sensors, in addition to collecting user-reported data from convenient short surveys through the smartphone. For instance, research has shown that an accelerometer installed on smartphones is accurate for tracking step count [9] and that GPS signals can be used to estimate activity levels [87]. By objectively tracking and modeling activity patterns, developing machine learning models to update personalized goals and persuasive messages becomes feasible. Our work has shown that by using steps and physical activity intensity records, models can predict an individual’s probability of disengagement from the intervention [88]. Further, by using NLP and cluster analysis, we could differentiate individuals’ motivation levels as communicated in the conversation to tailor intervention maintenance programs [23]. These results indicate that AI chatbots can adapt not only behavior change goals and techniques, but also conversational styles (eg, emotional tones) based on learning from a user’s natural language inputs to enhance the engagement and effectiveness of messages.

Furthermore, rapid progress in mobile health technologies and functions has enabled the design of just-in-time adaptive interventions (JITAs) [24]. JITAI designs in combination with real-time data from ecological momentary assessment, in-built accelerometers, GPS, and/or other sensors will allow chatbots to customize the timing, amount, content, and frequency of the intervention, by adapting each individual’s internal and external changes over time. However, a recent scoping review of health care chatbots showed that the use of JITAs in designing and evaluating chatbots in health care in general and promoting physical activity and a healthy diet in particular is sparse, suggesting that future research needs to consider using more of these adaptive approaches [89].

Evaluating Mechanisms and Outcomes

Figure 1 shows the proposed dimensions for evaluating AI chatbot programs, including user experiences, usage patterns, conversational quality, perception of relational capacity, mediators, moderators, and behavior outcomes. All dimensions can be considered to improve the chatbot design and to understand theoretical mechanisms for how chatbot programs change behaviors.

User experiences concern users’ subjective evaluations of the overall interaction with the system. Many scales have been developed to assess a program’s convenience, satisfaction, usefulness, helpfulness, etc [90]. Usage patterns document objectively logged data regarding users’ interactions with the system, including records such as login times, length of usage episodes, and clicks on provided messages [91]. Conversational quality can be measured from users’ subjective evaluation of the conversation’s coherence, naturalness, and fluency. In addition, objective content and linguistic analyses of conversations can be used to assess specific dimensions of conversations such as the length of conversations and amount of information exchanged. Perception of relational capacity evaluates users’ perception of the chatbot identity and its relational capacity. Some studies have assessed the extent to which users deem a chatbot as a friend and its likability, as well as its capacity to achieve rapport, relate to human emotions, and show empathy [92-94]. Mediators refer to factors that help to explain why and how chatbot interventions are effective in promoting physical activity and a healthy diet. Chatbots can lead people to change their perceptions of themselves (eg, attitude, self-efficacy, and perceived social support) and help people to shape and form new behavior choices and patterns. These intermediate changes are important to explain the mechanisms of chatbot interventions and to design more effective interventions in the future. Moderators often refer to user characteristics such as gender, age, education, ethnicity, and cultural backgrounds, and these subgroups (eg, men vs women) may respond to a chatbot intervention differently. Advances in digital technologies can unintentionally reinforce or increase existing health disparities [95]. Thus, evaluating moderation effects is crucial in documenting a potential digital divide or lack thereof. Lastly, behavior outcomes denote actual changes in behavior and health, including diet (eg, fruit and vegetable intake five times per day [96]) and physical activity changes (eg, daily steps, aerobic activities, and muscle-strengthening activities [97]), and subsequent effects on health outcomes such as weight and blood pressure.

Ethical Considerations

General ethical principles and guidelines for AI’s integration in health care need to be adopted in designing chatbots for
lifestyle modification programs [15,98-100]. Key ethical considerations include having transparency and user trust, protecting user privacy, and minimizing biases. To gain the trust of users, credibility and transparency have to be established and communicated. A brief introduction of the intention and expertise of the research team behind the chatbot may enhance its credibility. Similarly, providing users with high-level explanations on the machine learning algorithms and data processing can help increase transparency. Protection of user privacy faces multiple challenges. There is emerging research showing that multiple sets of anonymized data can be modeled to reidentify individuals [101,102]. In the context of chatbot interventions, high standards of confidentiality and data anonymization, such as differential privacy [103], need to be adopted to decrease the risks of reidentification.

Within the context of persuasive health technology, beyond considering the general ethical principles in AI described above, another central framework that needs to be incorporated is the bioethics framework [104] consisting of (1) nonmaleficence, (2) beneficence, (3) respect for autonomy, and (4) justice. Nonmaleficence means the obligation to not inflict any harm or incur the least harm possible to reach a beneficial outcome. Beneficence denotes a moral obligation to act for others’ benefits. Building a commitment to nonmaleficence and beneficence means the chatbot’s intent is to benefit users with information, knowledge, care, and guidance, as well as to take positive steps to prevent and remove harm from the user. For example, chatbots need to be designed to understand expressions from users that indicate they may be undergoing difficult situations requiring human moderators’ help. Specifically, it is important to foresee and preemptively plan for the possibility that technical and algorithmic errors can occur, and it is pivotal to have human moderators in place to monitor user engagement regularly and be able to connect with users when challenging situations arise. Respect for autonomy means that the user has the capacity to act intentionally with understanding and without being controlled or manipulated by the chatbot. This specifies that users should be provided with full transparency about the intervention’s goals, methods, and potential risks. Given the complexity in AI and technological designs, researchers need to strive to provide comprehensible explanations that users can understand and then take decisions for themselves [105]. In addition, users should be fully informed in the consent process and consent form as to how their data will be used to improve the chatbot overtime during or even after the intervention and should be given the opportunity to opt out of having their data used in this manner. Commitment to justice requires researchers to consider the technology’s equity access and benefits to different populations, especially the consideration of high-needs users who are lower in socioeconomic status and digital literacy, or users with disabilities that could impact their interaction with chatbots. It is thus recommended that underserved populations, especially racial and ethnic minority groups, be represented and involved in all stages of the design and implementation of chatbot interventions to ensure health equity and social justice. Specifically, researchers need to consider applying debiasing strategies in building the dialog system [106,107] and socially aware algorithm design [108]. Given that the research field of using chatbots for behavior changes is still in its nascent phase, ensuring adherence to ethical principles and incorporating corresponding evaluative metrics is necessary for the field to move forward.

**Discussion**

In this paper, we reviewed and synthesized literature involving lifestyle modification program studies, theories and studies from behavior science and communication research, and technical advancements in AI and NLP, and proposed the AI chatbot behavior change model. The strength of the proposed model is that it considers a wide range of chatbot-related components, including chatbot/user characteristics, relational capacity, and persuasive conversational capacity, and points out potential mediating and moderating factors to be evaluated to establish the efficacy of chatbots in changing physical activity and diet behaviors, as well as health outcomes.

To our knowledge, this is the first theoretical framework to provide a guideline to design and evaluate chatbot-based physical activity and diet behavior interventions. We contextualize the framework in the domains of physical activity and diet behaviors because these two are frequent daily behaviors that need continued engagement and monitoring. Chatbots as a convenient conversational tool can connect with people in real time to optimize behavior change interventions.

Moving science forward, systematic approaches and interdisciplinary collaborations are needed to design effective AI-based chatbot physical activity and healthy eating programs. Our proposed theoretical framework is the first step to conceptualize the scope of the work and to synthesize all possible dimensions of chatbot features to inform intervention design. However, when applied in specific contexts, researchers and practitioners can prioritize certain features that are mostly relevant to the target population, according to initial formative research conducted with the target population [54]. In essence, we encourage researchers to select and design chatbot features through working with the target communities using stakeholder-inclusive and participatory design approaches [109,110]. We think such inclusive approaches are much needed and can be more effective in bringing benefits while minimizing unexpected inconvenience and potential harms to the community. In this regard, we do not mean that every new chatbot program has to be developed from scratch. Previously established effective programs and their highlighted features can be incorporated and translated to a chatbot program and pilot tested with the target population. From there, the above-mentioned JITAI approach can be studied to test how different features can be adaptively applied to different individuals over time.

In summary, our study calls for more interdisciplinary work to continue enriching the conceptualization of a chatbot as a relational and persuasive agent and to develop approaches to leverage AI techniques to improve a chatbot’s relational and persuasive capacities with strong ethical principles. We call for future research to continue expanding and modifying this framework and to conduct empirical studies to evaluate its applicability in the actual design and assessment of interventions.
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<table>
<thead>
<tr>
<th>AI</th>
<th>artificial intelligence</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>Bidirectional Encoder Representations from Transformers</td>
</tr>
<tr>
<td>CASA</td>
<td>computers are social actors</td>
</tr>
<tr>
<td>GPT2</td>
<td>Generative Pre-Training-2</td>
</tr>
<tr>
<td>JITAI</td>
<td>just-in-time adaptive intervention</td>
</tr>
<tr>
<td>NCD</td>
<td>noncommunicable disease</td>
</tr>
<tr>
<td>NLP</td>
<td>natural language processing</td>
</tr>
<tr>
<td>RCT</td>
<td>randomized controlled trial</td>
</tr>
<tr>
<td>UVE</td>
<td>uncanny valley effect</td>
</tr>
</tbody>
</table>
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Abstract

Background: Digital nutrition apps that monitor or provide recommendations on diet have been found to be effective in behavior change and weight reduction among individuals with obesity. However, there is less evidence on how integration of personalized nutrition recommendations and changing the food purchasing environment through online meal planning and grocery delivery, meal kits, and grocery incentives impacts weight loss among individuals with obesity.

Objective: The objective of this observational longitudinal study was to examine weight loss and predictors of weight loss among individuals with obesity who are users of a digital nutrition platform that integrates tools to provide nutrition recommendations and changes in the food purchasing environment grounded in behavioral theory.

Methods: We included 8977 adults with obesity who used the digital Foodsmart platform, created by Zipongo, Inc, DBA Foodsmart between January 2013 and April 2020. We retrospectively analyzed user characteristics and their associations with weight loss. Participants reported age, gender, height, at least 2 measures of weight, and usual dietary intake. Healthy Diet Score, a score to measure overall diet quality, was calculated based on responses to a food frequency questionnaire. We used paired t tests to compare differences in baseline and final weights and baseline and final Healthy Diet Scores. We used univariate and multivariate logistic regression models to estimate odds ratios and 95% CI of achieving 5% weight loss by gender, age, baseline BMI, Healthy Diet Score, change in Healthy Diet Score, and duration of enrollment. We conducted stratified analyses to examine mean percent weight change by enrollment duration and gender, age, baseline BMI, and change in Healthy Diet Score.

Results: Over a median (IQR) of 9.9 (0.03-54.7) months of enrollment, 59% of participants lost weight. Of the participants who used the Foodsmart platform for at least 24 months, 33.3% achieved 5% weight loss. In the fully adjusted logistic regression model, we found that baseline BMI (OR 1.02, 95% CI 1.02-1.03; P<.001), baseline Healthy Diet Score (OR 1.06, 95% CI 1.05-1.08; P<.001), greater change in Healthy Diet Score (OR 1.12, 95% CI 1.11-1.14; P<.001), and enrollment length (OR 1.28, 95% CI 1.23-1.32; P<.001) were all significantly associated with higher odds of achieving at least 5% weight loss.

Conclusions: This study found that a digital app that provides personalized nutrition recommendations and change in one’s food purchasing environment appears to be successful in meaningfully reducing weight among individuals with obesity.

(J Med Internet Res 2020;22(9):e19634) doi:10.2196/19634
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Introduction

The increasing prevalence of obesity worldwide is a critical public health problem [1,2]. In the United States, about 39.6% of adults 20 and older were considered obese in the years 2015-2016, and the prevalence is projected to increase [3]. Overweight and obesity pose serious health challenges as they are strong risk factors for cardiovascular disease, type 2 diabetes, chronic kidney disease, many cancers, and mortality [1,4,5].

The prevention and management of obesity are extremely necessary given the potential health and cost consequences [6]. For decades, there has been mounting evidence from large trials such as the Diabetes Prevention Program (DPP) showing that change in lifestyle, often related to weight reduction, can have dramatic effects on health and chronic disease [7-12]. However, interventions like DPP have failed to sustain weight loss more than 18-24 months and can be costly due to coaching time and the cycles of losing and regaining weight [13,14].

Digital health technologies that incorporate nutrition education and monitoring have gained increasing popularity to change and manage dietary choices [15-17]. Previous studies on mobile apps to improve nutrition are promising as their results indicate that digital nutrition interventions may be effective in changing dietary behavior to improve weight, glucose, and blood pressure among healthy individuals and people at risk of or with chronic disease [18-21]. While many of these apps provide general diet recommendations, few apps have a decision engine capable of providing personalized dietary advice, meal planning assistance, and online grocery delivery to users [16].

Meal planning and at-home cooking have been found to be associated with greater adherence to dietary guidelines, increased fruit and vegetable intake, and greater variety of foods consumed [22,23]. Meal planning behaviors, including frequency of planning meals ahead of time, grocery shopping and cooking, have been associated with lower likelihood of obesity in men and women [23].

To our knowledge, no studies with meaningful scale have examined the effect of a digital technology that provides personalized healthy meal plans and changes in the food purchasing environment (through online grocery shopping, purchase discounts, delivery, and meal kits) on health outcomes. There is a need for additional evidence on how digital technologies that alter behavioral economics, such as food purchasing, might play a role in improving diet and driving more cost-effective health outcomes for individuals with obesity.

Our goal was to conduct an observational longitudinal study leveraging existing data from a digital nutrition platform to investigate the effectiveness of a personalized nutrition, meal planning, and food purchasing program on weight loss among individuals with obesity.

Methods

Study Population

The current study is a longitudinal analysis of 8977 adults with obesity (aged 18 to 80 years, living in the United States) who enrolled in the Foodsmart platform. Of the 888,999 users who had enrolled up to April 2020, we excluded individuals who did not report weight (n=562,276), those who reported extreme values for height (<54 in or >78 in, ie, <1.37 m or >1.98 m) or weight (<60 lb or >400 lb, ie, <27.2 kg or >181.4 kg) (n=25,946), and those who were not obese (BMI<30 kg/m^2) at the time of enrollment (n=200,308). We further excluded those who reported BMI after more than 3 days from joining Foodsmart, those whose BMI changed more than 15 kg/m^2 in less than 10 months, and participants with greater than 16% weight change in less than 1 month (n=13,548). We additionally excluded those who did not report weight at least 2 times (n=9023) and participants who did not fill out the Nutriquiz survey twice (n=68,921).

Foodsmart Platform

Foodsmart (Zipongo Inc DBA Foodsmart) built a digital nutrition platform called Foodsmart that is designed to make healthier dietary choices simple and sustainable through personalization of nutrition and meal/recipe recommendations by creating a food purchasing environment that provides healthy options for all people, whether they enjoy cooking, prefer to use meal kits, or prefer prepared meals. Foodsmart is made up of 2 components (FoodSmart and FoodsMart) with self-directed tools that drive knowledge, motivation, and planning to make it easier and more affordable to prepare tasty, healthy food at home (Figure 1).

Figure 1. Components and tools of Foodsmart.
The platform was developed using Prochaska’s Theory of Change model as the baseline theory supplemented with elements from the Behaviour Change Techniques Taxonomy [24,25] (Table 1). The tools from both FoodSmart and FoodsMart are designed to target all stages (pre-contemplation, contemplation, preparation, action, and maintenance) of behavior change in healthier eating. These tools encourage users to reflect and assess their dietary habits with Nutriquiz, helping create a specific plan for users to eat healthier daily, offering tools to purchase healthy foods, and providing incentives and communication to maintain healthy behaviors.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nutriquiz dietary assessment and re-assessment and dietary recommendations</td>
<td>• Pre-contemplation: Encourages user to think about dietary habits</td>
<td>• Provide information about behavioral health link</td>
</tr>
<tr>
<td>Contemplation: Results encourage users to think of changes to make in diet</td>
<td>• Contemplation: Prompts to make changes</td>
<td>• Prompt intention formation</td>
</tr>
<tr>
<td>Preparation: Helps create a specific plan on which foods to change</td>
<td>• Prompt specific goal setting</td>
<td>• Prompt self-monitoring of behavior</td>
</tr>
<tr>
<td>Maintenance: Monitors progress by re-taking Nutriquiz</td>
<td>• Prompt self-monitoring of performance</td>
<td>• Provide feedback on performance</td>
</tr>
</tbody>
</table>

| Family meal planning (recipe recommendations for each meal through linkage to recipe database) | • Preparation: Assists the user in making a plan to cook | • Provide opportunities for social comparison |
| • Action: Automatically loads recipe ingredients to grocery list | • Plan social support or social change |

| Social liking and commenting of recipes | • Preparation: Prepares the user to cook by browsing and interacting with recipes; also builds social support to be successful | |

| Enrollment and activation marketing (incentives, enrollment emails, newsletters) | • Pre-contemplation: Enrollment emails and newsletters create awareness of capabilities | • Provide general encouragement |
| • Contemplation: Emails encourage people to activate certain features based on needs; incentives provide contingent awards for participating | • Provide contingent awards |
| • Maintenance: Newsletters and emails to encourage people to keep using platform | |

| FoodsMart (advertising of unhealthy foods is filtered out) | • Preparation: Online grocery list helps identify barriers | • Default behavioral economics |
| • Action: Online food ordering helps stress and time management | • Prompt barrier identification | |
| • Maintenance: Once a user practices and demonstrates the behavior of creating a list online, more likely to maintain online food ordering | • Prompt practice | |

| Online grocery list and food ordering (including prepared meals and meal kits) | • Food discounts and incentives | • Set graded tasks |
| • Action: Online food ordering helps stress and time management | • Provide instruction | |
| • Maintenance: Once a user practices and demonstrates the behavior of creating a list online, more likely to maintain online food ordering | • Stress management | |
| | • Default behavioral economics | • Time management |

The first component is FoodSmart, which contains the in-app Nutriquiz, a dietary assessment (based on the National Cancer Institute’s Diet History Questionnaire). Users can take Nutriquiz to report their dietary habits, which provides immediate and specific feedback on aspects of their diet to improve on as well as personalized meal and recipe planning based on the Nutriquiz results. Over time, users can reake the Nutriquiz assessment to monitor their own progress related to specific nutrients and food groups as well as their progress on health goals, like weight. The second component is FoodsMart, which helps reset one’s default behavioral economics by altering the food purchasing environment. This is achieved through personalized incentives and communication.
meal plan conversion to a grocery list and integrated online ordering and delivery of groceries, meal kits, and prepared foods, where food advertising paid for by food manufacturers is removed and replaced with nudges to make healthier substitutions that align with user preferences and their personalized meal planning. Customized grocery discounts on healthier options help the user save money and further nudge the user to make healthier choices. The Foodsmart platform has been in use since 2013; and 90% of users enrolled in 2017 or later, after most of the major content and design changes to the platform were made (Multimedia Appendix 1). The platform has evolved over time, with the most significant change being the addition of grocery and food ordering in the last few years. The product is available through certain health plans and employers who have signed up for Foodsmart, and they can provide this product as an option or benefit for their members/employees to enroll in. It is available to be used on the web, iOS, and Android operating systems.

**Measurements**

All data were self-reported through the Foodsmart app during the study period. When users created their account, they were prompted to fill out a survey created by Foodsmart called Nutriquiz, a 53-item food frequency questionnaire adapted from the National Cancer Institute Diet History Questionnaire, which has been previously validated [26]. The questionnaire ascertains biological sex, birth date, weight, and usual intake of food groups and nutrients. For example, it asks, “How often do you eat fruit?” Possible responses include “never,” “monthly,” “weekly,” and “daily.” Other food groups assessed included vegetables, whole grains, proteins, carbohydrates, fats, fiber, sodium, and water. Foodsmart’s research team created a healthy diet score called Healthy Diet Score, which is based on the Alternative Healthy Eating Index-2010 (AHEI-2010) and the Commonwealth Scientific and Industrial Research Organization (CSIRO) Healthy Diet Score [27,28]. Similar to the AHEI-2010, the Healthy Diet Score includes fruits, vegetables, and sodium components; and each component is scored 1-10 using absolute cutoffs. In order to keep the score concise, the Healthy Diet Score combined macronutrient components in a similar fashion to the CSIRO Healthy Diet Score, which includes only 1 category each for protein, carbohydrates, and fats. Additionally, it has a component for fluids, which was modified to be hydration in the Healthy Diet Score since percent fluid intake is more relevant than total quantity of fluids. For calculation of the Healthy Diet Score, participants were assigned a score from 0-10 for 7 components: fruit, vegetable, protein ratio (white meat/vegetarian protein to red/processed meat), carbohydrate ratio (total fiber to total carbohydrate), fat ratio (polysaturated to saturated/trans fats), sodium, and hydration (percent of daily fluid goal). Higher scores indicated healthier habits. A total Healthy Diet Score to evaluate overall diet quality was calculated by summing the scores of the 7 components, with the total possible score ranging from 0 to 70. Change in Healthy Diet Score was calculated as the difference between the first Healthy Diet Score and the last Healthy Diet Score. We compared participants whose Healthy Diet Score decreased or was stable (no improvement in diet quality) with those participants whose Healthy Diet Score increased (improvement in diet quality) between the first and last report. We collapsed decreased and stable categories due to a low number of participants in the stable category.

Participants were asked to add weight and height data when they joined and could update their weight at any time during usage of the platform. Baseline BMI was calculated as first weight entry in kilograms divided by height in square meters (kg/m²). We categorized participants by baseline obesity class. Class 1 obesity was defined as a BMI between 30 to 34.9 kg/m²; class 2 was defined as a BMI of 35 to 39.9 kg/m²; and class 3 was defined as a BMI of 40 kg/m² or higher. To calculate a change in weight, we subtracted the last reported weight from the first reported weight. Our primary outcome was 5% or greater weight loss, which has been found to be clinically significant and associated with improvements in cardiometabolic risk factors such as lipid profile and insulin sensitivity [9,12,29,30].

Duration of enrollment (in months) in Foodsmart was calculated as follows: the number of days between the date on which participants initially entered their weight and the date on which they entered their last follow-up weight was calculated and divided by a factor of 30.437 to convert to months. We classified participants into enrollment categories of 0 to 6 months, greater than 6 to 12 months, greater than 12 to 18 months, greater than 18 to 24 months, and 24 months or greater. For stratified analyses, we collapsed the greater than 18 to 24 months and 24 months or greater into one category of greater than 18 months.

**Statistical Analysis**

Descriptive statistics were used to examine baseline characteristics of the total study population and to compare whether participants lost at least 5% of their initial body weight. Categorical variables were reported as frequencies (%) and continuous variables were reported as mean (SD). Chi-square tests and analysis of variance (ANOVA) tests were used to test differences for categorical and continuous variables, respectively, between participants who achieved 5% weight loss and participants who did not.

We examined the change in weight and Healthy Diet Score by using paired t tests between baseline and final weights and Healthy Diet Scores of participants. We then used univariate logistic regression models to estimate odds ratios and 95% CI between achievement of 5% weight loss and independent variables: gender, age, baseline BMI, baseline Healthy Diet Score (per 2-point increase), change in Healthy Diet Score (per 2-point increase), and length of enrollment (per 6 months). Multivariate logistic regression models were adjusted for variables that were statistically significant to investigate independent associations with achievement of 5% weight loss. Further, we conducted stratified analyses to examine differences in percent weight change by enrollment length and stratified by gender, age category, BMI class, and change in Healthy Diet Score. We used bar graphs to visualize differences and ANOVA tests to statistically test for differences, using a Bonferroni-corrected P value of .0031 to account for multiple comparisons.
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We considered a *P* value smaller than .05 to be significant for all tests except for the ANOVA tests used for detecting differences in stratified groups. R studio version 1.2.5033 and Stata version 16 (StataCorp) were used for all analyses.

The study was declared exempt from institutional review board oversight by the Pearl Institutional Review Board given the retrospective design of the study and less than minimal risk to participants.

**Results**

**Participant Characteristics**

Baseline characteristics of the total study sample and stratified by whether participants achieved 5% weight loss are shown in Table 2. Categorical variables were reported as frequencies (%) and continuous variables were reported as mean (SD).

<table>
<thead>
<tr>
<th></th>
<th>Total (N=8977)</th>
<th>Did not lose ≥5% of initial weight (n=6838)</th>
<th>Lost ≥5% of initial weight (n=2139)</th>
<th><em>P</em> valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, %</td>
<td>20.1</td>
<td>20.1</td>
<td>20.2</td>
<td>.9</td>
</tr>
<tr>
<td>Age, years, mean (SD)</td>
<td>46.6 (11.0)</td>
<td>46.3 (11.0)</td>
<td>47.3 (11.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Height, m, mean (SD)</td>
<td>1.7 (0.1)</td>
<td>1.7 (0.1)</td>
<td>1.7 (0.1)</td>
<td>.1</td>
</tr>
<tr>
<td>Baseline weight, kg, mean (SD)</td>
<td>101.7 (18.3)</td>
<td>101.2 (18.1)</td>
<td>103.4 (18.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline BMI, kg/m², mean (SD)</td>
<td>36.3 (5.6)</td>
<td>36.2 (5.6)</td>
<td>36.8 (5.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Obesity category</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity class 1 (30-34.9 kg/m²), %</td>
<td>52.3</td>
<td>53.4</td>
<td>48.7</td>
<td></td>
</tr>
<tr>
<td>Obesity class 2 (35-39.9 kg/m²), %</td>
<td>26.7</td>
<td>26.6</td>
<td>27.0</td>
<td></td>
</tr>
<tr>
<td>Obesity class 3 (≥40 kg/m²), %</td>
<td>21.1</td>
<td>20.1</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>Baseline Healthy Diet Score (0-70), mean (SD)</td>
<td>30.3 (8.6)</td>
<td>30.2 (8.6)</td>
<td>30.6 (8.6)</td>
<td>.1</td>
</tr>
<tr>
<td>Final Healthy Diet Score (0-70), mean (SD)</td>
<td>32.6 (8.5)</td>
<td>31.9 (8.5)</td>
<td>34.8 (8.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change in Healthy Diet Score, mean (SD)</td>
<td>2.3 (7.5)</td>
<td>1.7 (7.3)</td>
<td>4.2 (7.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Enrollment length, months, mean (SD)</td>
<td>11.4 (8.3)</td>
<td>10.7 (8.1)</td>
<td>13.6 (8.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight change, %, mean (SD)</td>
<td>−1.5 (7.5)</td>
<td>1.5 (4.9)</td>
<td>−11.1 (6.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight change, kg, mean (SD)</td>
<td>−1.7 (7.9)</td>
<td>1.4 (5.0)</td>
<td>−11.6 (7.7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a* Chi-square tests and analysis of variances tests were used to test differences for categorical and continuous variables.

Using *t* tests, we found that final BMI was significantly lower than the baseline BMI (*P*<.001); and final Healthy Diet Score was significantly higher than the baseline Healthy Diet Score (*P*<.001). In total, 59% of participants reported losing weight, and 24% reported loss of at least 5% of their initial weight. Compared to participants who did not lose at least 5% of their initial weight, those who did were more likely to be slightly older, have a slightly higher baseline weight, be classified as obesity class 3, have a higher change in Healthy Diet Score, and be enrolled in the Foodsmart program longer (Table 2). Their baseline Healthy Diet Scores were comparable.

**Predictors of At Least 5% Weight Loss**

The percentage of users who lost at least 5% of their initial weight increased with longer enrollment duration (Figure 2). Individual variables contributing to at least 5% weight loss were assessed using univariate logistic regression models (Table 3). We collectively analyzed the variables and 5% weight loss in a multivariate logistic regression model. Baseline BMI, baseline Healthy Diet Score, greater change in Healthy Diet Score, and enrollment length were all directly associated with higher odds of achieving at least 5% weight loss.
Figure 2. Percent of users who lost at least 5% of initial weight by cumulative enrollment duration.

Table 3. Factors contributing to at least 5% weight loss in univariate and multivariate logistic regression models.

<table>
<thead>
<tr>
<th></th>
<th>Univariate OR (95% CI)</th>
<th>P value</th>
<th>Multivariate OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male)</td>
<td>1.01 (0.89-1.14)</td>
<td>.9</td>
<td>1.03 (0.91-1.17)</td>
<td>.7</td>
</tr>
<tr>
<td>Age, years</td>
<td>1.01 (1.00-1.01)</td>
<td>&lt;.001</td>
<td>1.00 (1.00-1.01)</td>
<td>.4</td>
</tr>
<tr>
<td>Baseline BMI, kg/m²</td>
<td>1.02 (1.01-1.03)</td>
<td>&lt;.001</td>
<td>1.02 (1.02-1.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline Healthy Diet Score, per 2-point increase</td>
<td>1.01 (1.00-1.02)</td>
<td>&lt;.001</td>
<td>1.06 (1.05-1.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change in Healthy Diet Score, per 2-point increase</td>
<td>1.09 (1.08-1.11)</td>
<td>&lt;.001</td>
<td>1.12 (1.11-1.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Enrollment length, per 6 months</td>
<td>1.28 (1.24-1.32)</td>
<td>&lt;.001</td>
<td>1.28 (1.23-1.32)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Stratified Analyses

Figure 3A-D shows the mean percent weight change stratified by enrollment length category (less than 6 months, greater than 6 months to 12 months, greater than 12 months to 18 months, greater than 18 months) and by gender, age category, BMI category, and change in Healthy Diet Score (increase vs stayed the same or decrease).

While male users experienced, on average, greater weight loss compared to female users, the difference was much more pronounced among participants who were enrolled for 12-18 months. We also observed that when stratified by age, participants who were older experienced greater weight loss compared with those who were younger in a dose-response relationship. Participants in the highest age category of 60 and older lost the most weight, and this association became more robust with longer enrollment duration. Similarly, when stratified by baseline obesity class, participants who were in obesity class 3 had the largest improvements in weight, followed by obesity class 2 and then obesity class 1. The associations strengthened with enrollment duration. Participants who increased their Healthy Diet Score between their first and last reports of dietary intake experienced greater weight loss compared with participants whose Healthy Diet Score stayed the same or decreased.
Discussion

In the present study of 8977 Foodsmart platform users with obesity, we found that 59% of participants reported a decrease in weight, and 24% reported at least 5% weight loss of their initial weight while enrolled in the program; median (IQR) duration of follow-up was 9.9 months (0.03-54.7). Baseline BMI, baseline Healthy Diet Score, change in Healthy Diet Score, and longer duration of enrollment were all associated with higher odds of achieving 5% or greater weight loss. Age and gender were not associated with at least 5% weight loss. We found that the percentage of participants achieving 5% weight loss increased with enrollment duration. These findings suggest that Foodsmart platform users with obesity are likely to lose weight and that longer enrollment duration could potentially lead to greater weight loss. We believe these results to be clinically significant as 5% loss of initial weight has been linked to improved health outcomes among people who are obese, with prediabetes, or type 2 diabetes [9,12,29,30].

These results are in line with previous studies that found digital nutrition interventions to be successful in weight loss [31,32]. The majority of prior studies on digital apps has focused on nutrition monitoring and reporting or health coaching. However, the tools of the Foodsmart platform are unique in that, in addition to dietary recommendations, the app offers a personalized meal and recipe planning program and a unique food purchasing environment that addresses barriers to healthy eating by offering healthy options for everyone such as online ordering and delivery of groceries, meal kits, and prepared foods. Meal planning and cooking at home have been found to be associated with better diet quality and lower likelihood of obesity, primarily due to having control of ingredients, cooking methods, and portion sizes [22,23]. Although the use of commercial online grocery shopping, delivery, and meal kits has been increasing in recent years, few studies have examined the impact of these new purchasing behaviors on health outcomes. A study on medically tailored meal delivery for patients with diabetes and food insecurity found that home delivery of 10 meals per week for 12 weeks was associated with improvements in Healthy Eating Index Score, food insecurity,
and hypoglycemia [33]. However, this was a short-term study with direct food provisions, which do not precisely mirror the Foodsmart platform. Nonetheless, the study suggests that healthy food delivery may be a viable strategy in improving health outcomes. More research is warranted to evaluate the potential cost savings of these types of programs that change the food purchasing environment to create healthier eating.

The finding that change in Healthy Diet Score was the strongest predictor of achieving 5% weight loss is noteworthy. The Healthy Diet Score captures overall dietary quality and serves as a proxy for engagement with the Foodsmart platform since the program is designed to improve diet quality. This demonstrates that participants who used the Foodsmart program and improved their diet quality were more likely to lose weight. Furthermore, the association between change in Healthy Diet Score and weight loss was compounded by duration of the program (Figure 3D). This finding is in agreement with previous studies that have found weight loss from mobile health apps to be greater with longer enrollment duration [34]. However, these findings showed that among people who used the program for over 12 months, 5% weight loss was achieved by one-third of users. Previous studies have shown that long-term maintenance of weight loss is challenging as more than half of lost weight was regained within 2 years [35,36]. Although this study was not designed to examine whether weight loss was sustained, we found that longer enrolment duration was associated with greater weight loss. Additional research is needed to further examine the sustainability of this type of intervention by examining trends of multiple weight measurements over time.

We found that despite more females using the program compared to males, that on average, male users lost more weight compared to females when stratified by enrollment length and gender (Figure 3A). However, in the fully adjusted logistic regression model, we did not find a statistically significant association between gender and 5% weight loss. While other studies have also found that males lost more weight compared to women when using health apps [34], the reason for the greater percent change could be higher baseline weight in male users. It was also interesting that when mean percent weight change was stratified by enrollment duration and age category, participants who were older consistently lost more weight, and the effect compounded with longer duration of enrollment. For participants under age 30, on average, weight increased if they enrolled for longer than 12 months. This finding was contrary to what some might expect given high rates of technology use by younger adults [37]. It may be that meal planning and food purchasing interventions may be more successful among older adults, or they may be more focused on their health. Or, this may be due to the increasing trend of eating out and less cooking, leading to weight gain, among younger populations [38,39]. Additionally, younger users may have been more likely to disengage with the app and then re-engage after gaining weight.

There are several limitations of the present study. Due to the observational nature of this study, we cannot conclude any causal associations between change in diet quality and weight loss. Since we did not have a control group, it is difficult to attribute a weight loss to the Foodsmart platform itself. This study serves as an exploration in which factors are associated with weight loss among Foodsmart users. Since we did not have exact dates for leaving the program, we used the last entry of weight as a proximal end date. Because we are using real-world data rather than the settings of a controlled study, participants were free to start and stop usage of the app as they wished. Therefore, it is challenging to draw firm conclusions on how duration of usage was associated with weight loss. Another limitation is that measures of height, weight, and diet were self-reported by participants. However, prior studies suggest that there is moderate to high agreement between online self-reported and measured anthropometric data [40]. Unfortunately, we did not have information on other factors that may be important predictors of weight loss such as total energy intake, race, or socioeconomic status. We did not assess engagement level or usage among participants since our goal was to examine the overall Foodsmart program. All users in this analysis took and retook the Nutriquiz and weight change assessments, which may, in and of themselves, have driven an impact due to their ability to motivate and drive self-insight and knowledge about nutrition and to track progress.

This study also had several strengths. With almost 9000 participants, this study included a large number of participants with obesity who provided us with sufficient power to examine percent weight change stratified by 2 variables. We also had a broad range of enrollment lengths, allowing us to examine weight change and maintenance in a time span of more than 2 years. Few studies, especially randomized clinical trials, on digital apps have follow-up data for weight change after more than 2 years.

In conclusion, this was one of the first studies of this scale and time length to examine weight loss among individuals with obesity who were users of a digital nutrition platform with personalized dietary recommendations and online meal planning, food ordering, grocery discounts, and incentives. Future studies are warranted to determine the sustainability and cost-effectiveness of weight loss through a digital nutrition intervention with these features vs other alternatives. Randomized clinical trials are needed to tease out causal associations.
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Abstract

Background: The world’s aging population is increasing, with an expected increase in the prevalence of Alzheimer disease and related dementias (ADRD). Proper nutrition and good eating behavior show promise for preventing and slowing the progression of ADRD and consequently improving patients with ADRD’s health status and quality of life. Most ADRD care is provided by informal caregivers, so assisting caregivers to manage patients with ADRD’s diet is important.

Objective: This study aims to design, develop, and test an artificial intelligence–powered voice assistant to help informal caregivers manage the daily diet of patients with ADRD and learn food and nutrition-related knowledge.

Methods: The voice assistant is being implemented in several steps: construction of a comprehensive knowledge base with ontologies that define ADRD diet care and user profiles, and is extended with external knowledge graphs; management of conversation between users and the voice assistant; personalized ADRD diet services provided through a semantics-based knowledge graph search and reasoning engine; and system evaluation in use cases with additional qualitative evaluations.

Results: A prototype voice assistant was evaluated in the lab using various use cases. Preliminary qualitative test results demonstrate reasonable rates of dialogue success and recommendation correctness.

Conclusions: The voice assistant provides a natural, interactive interface for users, and it does not require the user to have a technical background, which may facilitate senior caregivers’ use in their daily care tasks. This study suggests the feasibility of using the intelligent voice assistant to help caregivers manage patients with ADRD’s diet.

(J Med Internet Res 2020;22(9):e19897) doi:10.2196/19897
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Introduction

Problem

The progressive brain disorder of Alzheimer disease (AD) causes brain cells to degenerate and die slowly; degrades memory and thinking skills; and, eventually, destroys the ability to perform the simplest tasks of daily life [1]. AD is the most common form of dementia worldwide and the sixth leading cause of death in the United States [2]. In most people with AD, symptoms first appear in their mid-60s [3]. Because the number and proportion of older persons is increasing dramatically [4], estimates suggest that more than 5.5 million Americans, most of them 65 years or older, may have AD [2]. The current growth of the population 65 years and older is one of the most significant demographic trends in US history [2], prompted by the aging of the baby boomers, who in 2030 will be 66-84 years of age and will number 61 million people [5].
People with AD and related dementias (ADRD) are usually cared for by family members or friends, most commonly in their own homes. According to the Centers for Disease Control and Prevention, in 2019, more than 16 million Americans provided about 18.5 billion hours of unpaid care for family and friends with ADRD [6]. Approximately one-third of dementia caregivers are 65 years or older, and approximately one-quarter of dementia caregivers are “sandwich generation” caregivers, people who care not only for an aging parent but also for children younger than 18 years [6]. ADRD caregivers provide care for a longer duration than caregivers of people with other types of conditions [7]. Taking care of a family member with ADRD is overwhelming, and it is important to help caregivers care not only for patients but also for themselves.

Existing Digital Tools for Healthy Diet

So far, there is no cure for ADRD. Limited medical treatments are available for ADRD’s symptoms, but good care from family caregivers can make the biggest difference in patients’ quality of life [8]. Proper food and nutrition are one of the easiest, most effective, and potentially most enjoyable ways of preventing ADRD and slowing its development [9]. Poor nutrition can increase behavioral symptoms and cause weight loss, and there are many recommendations and guidelines for an ADRD diet [10-13]. However, given the overwhelming amount of available information, it is difficult for the busy caregiver to decide exactly what is best for the patient. In addition, it is not easy for caregivers to remember all the guidelines and constraints. Websites and mobile apps are available for nutrition coaching and meal planning [14,15], but they are not well accepted by ADRD caregivers for several reasons: these tools do not specifically target people with ADRD; their recommendations tend to be generic without considering patients’ specific preferences, comorbidities, culture, or traditions; the tools do not consider caregivers’ time limits for preparing meals or their economic ability to afford food items; and the complexity of such digital tools makes them intimidating for ADRD caregivers, especially older adults who struggle in using computers or smartphones due to inexperience with technology.

Voice-Enabled Technology

Voice-enabled technology, which is becoming popular worldwide, offers a potential solution. In the United States, the number of people who use voice assistants such as Amazon’s Alexa or Apple’s Siri is rapidly increasing; in 2019, more than 111 million people in the United States used a voice assistant at least monthly, equivalent to 39% of internet users and 34% of the total US population [16]. Amazon’s Alexa is the most popular voice technology, with a 75% share of the market [17]. This voice interface is capable of performing various tasks and controlling various systems. Currently, interaction and communication with Alexa are available in English, German, French, Italian, Spanish, and Japanese [18].

Alexa’s capabilities can be extended with “voice skills,” apps developed by third-party vendors. As of March 23, 2020, there were more than 70,000 skills available. These “skills” enable users to interact with their Alexa-enabled devices using natural language in a variety of ways including gaming; shopping; and gathering information about news, weather, travel, health, and fitness.

As voice-activated technology has become increasingly popular, researchers and engineers have begun to develop it for use in health care domains, ranging from health news briefs, nutritional guides, and fitness trackers to programs for meditation and yoga. The Mayo Clinic, for example, has launched a “First Aid” Alexa voice skill that answers questions about how to treat common mishaps such as cuts and burns [19]. It offers self-care instructions for first aid, as well as guidance on when a person should seek emergency help.

Objectives

In this paper, we present the design, implementation, and preliminary testing of an artificial intelligence–powered voice assistant to provide personalized education and guidance for caregivers on food, nutrition, and cooking for a loved one with ADRD. This voice assistant gives the ADRD caregiver continuous access to useful tips about food, nutrition, and eating behaviors. It also recommends food and meals. The tips and recommendations are personalized, specific to the patients with ADRD’s condition including the patient’s ADRD stage, preferences, and medical conditions. Moreover, the assistant’s recommendations are specific to the caregiver, based on the caregiver’s time limits, financial ability, and education level. Because voice is our most common mode of communication, a voice assistant provides a natural way to engage with technology that requires minimal training. This is especially valuable for caregivers who are older adults, who account for more than one-third of caregivers, and who may find it difficult to use other forms of technology that require fine motor skills, hand-eye coordination, or good vision.

Methods

System Overview

The goal of our project is to design a voice-enabled intelligent assistant to support effective diet management for ADRD caregivers. The voice assistant is built on top of a comprehensive personalized ADRD diet care knowledge base, a semantics-based knowledge graph reasoning engine, and Amazon’s cloud-based voice service Alexa.

Figure 1 illustrates the system architecture that enables a caregiver’s access via Alexa. This architecture has three major components: (1) conversation management, which manages conversations with users; (2) a knowledge base, which provides knowledge for the system; and (3) ADRD diet management, which provides detailed personalized diet education, recommendations, and planning services to users. We have designed and implemented these three components as shown in the three boxes in Figure 1. At the same time, we use Alexa’s existing services to recognize the user’s speech, convert the user’s speech to text, and transform the system’s response to speech and respond to the user. The conversation management component includes three major modules: user intent detection (UID), dialogue management (DM), and response generation (RG). The knowledge base component includes internal and external knowledge. The internal knowledge consists of
ontologies and rules defined by ontological language. External knowledge includes related existing knowledge that can be reused in the system. ADRD diet management includes a semantic reasoning engine to support customized question answering, education, recommendations, and planning services for food and nutrition.

**Figure 1.** Architecture of the system. AD: Alzheimer disease; AWS: Amazon Web Services.

As illustrated in Figure 1, when the system receives a user’s request, the request is sent to the conversation management component, where it goes through the three major modules of conversation management to produce a response. First, the UID module analyzes the user’s request or command text and matches the text with predefined intent and the dialogue state. Second, the DM module examines the input, executes the dialogue policy, and updates the dialogue state. Based on the user’s intent, the Amazon Web Services’ (AWS’s) Lambda service will call back-end ADRD diet management information corresponding to the intent. This service is supported mainly by a semantics-based reasoner, working on the user’s input, facts, and rules defined in the knowledge base. The semantic reasoning links the dialogue with the user’s (ie, the caregiver’s and patient’s) profile, context, and ADRD medical guidelines [10-12,20-23], enabling personalized services. Third, the RG module uses the speech act and content selected by the DM module to build a response. The response language is chosen based on the user’s background such as education.

**Conversation Management**

This component allows the user to interact with the voice assistant. It receives the user’s voice input from Amazon Alexa. Alexa converts the user’s speech into text using automatic speech recognition and natural language understanding. The UID module matches the user’s voice, converted to text, with a predefined intent. The intent corresponds to a system action that fulfills the user’s spoken request. To effectively identify the user’s intent, we extend users’ utterances with synonyms and ontology concepts (ie, classes and instances) from our knowledge base. Because the system focuses on diet management, we have chosen top-level food-, nutrition-, and diet-related classes, and classes or instances that are connected to the chosen top-level classes by two major relationships of an ontology: the hierarchical specialization/generalization (or IS-A) relationship and the type relationship. This allows the DM module to better identify ADRD food management–relevant entities.
Figure 2 illustrates the information flow of the DM module. The interpreted user’s intent is the input to the module. The intent corresponds to an action that fulfills the user’s spoken request. Based on our requirement analysis, in our prototype system, we have predefined five categories of intents such as providing tips on proper diet and suggestions for healthy meals. When a user speaks to the voice assistant (asks a question, requests a service, or answers a question), the voice assistant elicits required information or clarifies unclear information. To determine what questions the virtual assistant should ask, in what order, and when, we use a finite-state approach to model the dialogue structure. A state transition graph is designed for every type of service request. This graph can model and track context, different dialogue states, and corresponding transitions to maintain the flow of the dialogue. It includes an initial state, S0, representing the start of the conversation, and a set of successor states for any particular state (e.g., S4 and S5 are successors of S3) that may result from input messages. Incoming messages from the user will set the conversation to a new state and a corresponding response. The next state can be calculated based on the dialogue history, the input from the user, and the conversation’s context. Dialogue history is recorded as the path of states from the initial state to the current state. The graph helps the system produce coherent responses within an ongoing conversation. It also guides the conversation’s direction toward a predefined schema instead of letting the conversation’s topic drift randomly or letting the conversation be controlled by the user.

In a dialogue session, context information is integrated with dialogue states to determine the next potential state. A short-term context will be kept for a few dialogue states, but a long-term context may be kept permanently. For example, a patient with ADRD’s age, ADRD stage, food preferences, and allergies constitute long-term context information; the meal a caregiver chooses for lunch can be short-term context information. Different context information may have different expiry times. The topic of the last conversation and the last conversation state in the dialogue state graph are also stored in the session context. After an action is determined on the basis of the dialogue state graph, it is returned to the RG module. At each turn of conversation between the user and the voice assistant, the DM module performs a series of steps to collect all the required data (slots) from the user. It then tries to find the response that both addresses the user’s request and meets the constraints of the conversation topic and context. The response requires knowledge support from the back-end AD diet management component. This component bridges the gap between high-level application logic and low-level dialogue specifications. It allows the dialogue to be dynamically adapted according to the current high-level context.

Knowledge Base

The voice assistant’s “brain” is a comprehensive knowledge base, which stores the knowledge that informs the answers, recommendations, and tips that the voice assistant provides. To construct this knowledge base, we conducted an extensive review of the scientific literature on ADRD home care and on food and nutrition tips for ADRD care [10-12,20-23]. We used an ontology-based information model to fuse heterogeneous-related information and knowledge in constructing the knowledge base, thus extending Alexa’s knowledge base by adding new customized knowledge. This ontology focuses on concepts, relations, constraints, and rules about general care for patients with ADRD, diet guidelines for ADRD, each patient’s profile, and each caregiver’s profile. We thus enrich and extend our knowledge with existing (semi)structured knowledge, for example, by adding knowledge related to disease (Unified Medical Language System [24], SNOMED Clinical Terms [25], International Statistical Classification of Diseases and Related Health Problems, 10th revision [26]), drugs (DrugBank [27]), and food and nutrition (United States Department of Agriculture’s [USDA’s] FoodData Central [28]). Currently, we have integrated only the USDA’s FoodData Central for detailed food and nutrition knowledge within the system. This food and nutrition information, together with the ADRD diet guidelines that we have collected [10-13,20-23], should be able to address most of the proposed services required by the voice assistant. This is an ongoing project; we are working to enrich the voice assistant’s functionality to support other aspects of ADRD care, which may benefit from other knowledge sources.

An ontology represents a domain of discourse explicitly. It defines the concepts and relationships used to describe and represent the domain [29]. It defines domain knowledge semantically in standard ways that allow comprehensive,
transportable machine understanding. The knowledge base mainly uses three ontologies: (1) a user profile that captures both the patient’s and the caregiver’s social, economic, cultural, and physical properties, and provides evidence for personalization; (2) ADRD diet support and education, which captures essential knowledge in a user-friendly language for healthy eating; and (3) food and nutrition knowledge extracted from other sources [30] but reorganized for our application’s purpose. Figure 3 shows part of the system’s high-level ontology.

Figure 3. Part of the classes defined in the ontology used in the knowledge base.

Besides concepts (classes) and relationships (properties) defined in the ontology, the knowledge base includes rules based on professional medical guidelines related to AD diet. We have collected AD general caring guidelines and food and nutrition guidelines such as from the National Institute on Aging [23], Alzheimer’s Association [22], Mayo Clinic [31], alzheimers.net, the National Heart Foundation of Australia [20], and the USDA [32]. The collected rules were further verified by two experienced clinicians on our research team who specialize in the diagnosis and management of cognitive disorders including ADRD and were then converted to rules that computers can “understand.” We use the Semantic Web Rule Language (SWRL) [33], an expressive World Wide Web Consortium standard Web Ontology Language (OWL)–based rule language to present the generated rules.

AD Diet Management
The back-end ADRD diet management component receives the user’s request as input and calls the corresponding back-end service to generate a response that is sent back to the RG module in the conversation management component. The back-end services are built to enable context-aware personalized recommendations, education, and question answering. The foundation of this component is a description logic (DL) [34] query-answering and reasoning engine over the OWL ontology and its extended knowledge graph. In particular, we use DL to check the satisfiability of the whole knowledge base and answer complex queries (eg, unions of conjunctive queries) over the knowledge base. We separate the ontology into TBox (classes and properties) and ABox (instances) [35]. Therefore, reasoning can be performed on two different levels, the TBox level and ABox level. This improves reasoning performance by avoiding complex operations over a large number of ABox instances. Instead, most of the queries can be performed using the Structured Query Language engine over the ABox triple store.

A backward-chaining algorithm is used for automatic reasoning. Backward chaining [36] is a goal-driven reasoning process. To prove a goal, all of its subgoals need to be recursively proved. The reasoning engine uses data in the knowledge base to match the initial goal by matching rules for true consequent and then
assuming true antecedent. As an example, two class subsumption rules are given in equations 1 and 2.

Supposing a being of class D and A, the following backward chaining application in equation 3 illustrates how to prove a being of class B.

The reasoning engine takes the AD diet management rules in SWRL format [33], facts from food and nutrition ontology, and the patient with ADRD’s and caregiver’s profile information from the profile ontology in the knowledge base. When a user’s query or request is passed to the back end from the DM module, the contextual information and auxiliary information such as intent and sentiment are fed into the query and reasoning engine together with the rules and facts to control the generation of responses. The goals (and subgoals) always match the affirmed versions of the consequents of implications, and their antecedents are then considered as new goals, which ultimately must match known facts (e.g., in the previously mentioned example, a being of class D and A). The backward chaining–based reasoner links the dialogue between the user and voice assistant with the profile of the particular caregiver and patient, other context, and ADRD diet medical guidelines. In this way, the system can provide context-aware personalized recommendations.

Results

Prototype Implementation

We have implemented a prototype of the voice assistant as an Amazon skill “ADRD-DietAssistant.” We have conducted a set of preliminary evaluation tests to assess the voice assistant’s technical viability and effectiveness.

- Front-end implementation:
  - Alexa Skills Kit (ASK):
    - Dialogue design, intent definition, utterances to activate intents, slot customization
  - The Amazon Lambda service:
    - Runtime: Node.js 12.14.1
    - Software development kit (SDK) to communicate with Alexa: ASK-SDK
  - Logging service: Amazon CloudWatch Logs

- The back-end diet management server is configured as follows:
  - Processor: Intel Core i-7-4770 CPU @ 3.40 GHz (8 CPUs), ~ 3.4 GHz
  - RAM: 32 GB
  - Operating system: Windows 10 Home 64-bit (10.0, Build 17763)
  - Programming Language: Java 8, Java Development Kit 1.8
  - Semantic service: OWL Application Programming Interface and SparkJava
  - Database: MySQL: The back-end AD Diet Management

Evaluation Outcomes

Use Cases

The voice assistant can support a variety of food and nutrition recommendations, education, and planning services including tips on proper diet, handling challenges in eating, food item and nutrition explanations, meal suggestions, and recall of daily and weekly diet histories. In a conversation, different service categories can be integrated to serve the user’s requests. Figure 4 demonstrates one example of a conversation. The user is a female caregiver; she is taking care of her 65-year-old father, who is in early-stage ADRD with type 2 diabetes. In this conversation, the user asks the voice assistant about the suitability of food items and gets the right food recommendation.

Figure 4. An example of a conversation between the user and the voice assistant about food and nutrition education, and meal suggestion. AD: Alzheimer disease; MIND: Mediterranean–Dietary Approaches to Stop Hypertension Intervention for Neurodegenerative Delay.

Utterance 1 is an invocation that activates the diet assistant voice skill. Once the skill is activated, the voice assistant greets the user (Utterance 2). A conversation then follows based on the user’s requests. The voice assistant triggers a specific intent
designed to handle the user’s specific request. In Utterance 3, the user asks the voice assistant whether a certain food is good for the patient. This triggers the back-end service to check whether the food item—cheese in this case—is good as a snack or not. The variables collected from this utterance are “cheese” and “snack,” which are passed on to the system’s back end. The system’s back end has an intent handler that then checks to determine whether “cheese” is good as a “snack” for people with Alzheimer and diabetes, using facts and rules stored in the ontological knowledge base. It then prepares a speech to be sent back to the user as a response, as shown in Utterance 4. In Utterance 5, the user asks for a good snack suggestion. The back end then uses intent chaining to find a healthy “snack.” The response is shown in Utterance 6.

Another sample conversation is shown in Figure 5. In this conversation, the voice assistant recommends a healthy recipe to the caregiver in response to her request, the context of the conversation, the patient’s profile, and healthy eating guidelines. Utterances 2-7 show how the voice assistant acquires the information to make an appropriate recommendation so that it can prepare all the slots to call the back-end intent. Utterance 7 shows that a user may provide more information than was requested by the voice assistant. The voice assistant gives a recommendation in Utterance 8. The user rejects the suggestion in Utterance 9. Utterance 10 shows that the voice assistant acknowledges the rejection and provides an alternative suggestion. In Utterance 12, the voice assistant presents the recommendation.

Figure 5. An example fragment of a conversation between the user and the voice assistant about meal recipe suggestion.

To provide a satisfying response to a user’s requests, the back-end diet management server will consider multiple factors that affect the patient’s diet decisions, such as ADRD nutrition requirements, food availability, cooking time, servings, preferences, medical restrictions, and cultural and religious constraints. The system extracts all these constraints from the user’s profile, context, and health guidelines.

For the recipe recommended in Figure 5, the system follows multiple guidelines in the knowledge base, including the following:

- The Mediterranean–Dietary Approaches to Stop Hypertension Intervention for Neurodegenerative Delay (MIND) diet [10] encourages the consumption of all kinds of vegetables, berries, nuts, olive oil, whole grains, fish, beans, poultry, and a moderate amount of wine.
- The MIND diet also encourages limiting one’s consumption of butter and margarine, cheese, red meat, fried food, pastries, and sweets.
- The US Department of Health and Human Services Dietary Guidelines [32] state that if a person consumes three meals per day, one meal should contain 800-850 calories for a man.
- The American Diabetes Association Diabetes Guidelines [37] state that a person’s dinner total calories should be 25% of the person’s Estimated Energy Requirement, protein intake should be 20%-30% of meal energy, and sugar should be less than 10% of meal energy.

The voice assistant also checks for other factors affecting the user’s diet decisions, such as the user’s (patient’s or caregiver’s) preferences, allergies, religious constraints, and so forth.
Qualitative Evaluation

We have performed a set of qualitative evaluations to test the system’s performance. The testers, who included one faculty member and four graduate students on our research team, performed 180 conversations with the voice assistant in our research lab. These conversations were invoked by the testers’ requests. Each of the requests belonged to one of the following service categories: food item and nutrition explanations, meal and recipe suggestions, and tips for proper diet. Otherwise, testers had maximum freedom and flexibility in talking to the voice assistant.

In our testing, we defined a threshold, the maximum number of turns in the dialogue between the user and the voice assistant, to limit the dialogue’s length. If a conversation exceeded this limit and the user did not receive a satisfying response, the conversation was noted as failed. In our evaluation, we set the threshold of maximal dialogue turns at 20. Given this threshold, the dialogue success rate is defined by equation 4:

\[ \text{Dialogue success rate} = \frac{\text{Number of successful dialogues}}{\text{Total number of dialogues}} \]

The correctness of information provided by the voice assistant is defined in equation 5. Correctness is determined by manually checking whether the recommended content is correct on the basis of the medical guidelines and consistent with a user profile artificially generated for the test, that is, whether the recommendation satisfies the user’s request and is consistent with the patient’s and caregiver’s profile, following the constraints and guidelines in the knowledge base:

<table>
<thead>
<tr>
<th>Metrics/purpose</th>
<th>Category 1</th>
<th>Category 2</th>
<th>Category 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average dialogue time (sec)</td>
<td>29.7</td>
<td>68.8</td>
<td>45.7</td>
</tr>
<tr>
<td>Time per turn (sec)</td>
<td>6.75</td>
<td>6.68</td>
<td>6.34</td>
</tr>
<tr>
<td>Number of turns per dialogue</td>
<td>4.4</td>
<td>10.3</td>
<td>7.2</td>
</tr>
<tr>
<td>Dialogue success rate, n/N</td>
<td>51/59</td>
<td>48/60</td>
<td>61/61</td>
</tr>
<tr>
<td>Recommendation correctness rate, n/N</td>
<td>51/51</td>
<td>48/48</td>
<td>61/61</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

Healthy eating may help slow and even prevent the progression of ADRD and subsequently improve the health status and quality of life in older age [21]. To assist healthy eating, we have designed, developed, and evaluated a personalized, actionable, and engaging voice assistant to help ADRD caregivers manage patients’ diet. Building on an ontology-based knowledge base extended with external knowledge graphs and a reasoning and query-answering engine, the voice assistant can answer user’s questions and provide personalized and refined food and nutrition recommendations. It follows evidence-based clinical guidelines and takes into account health constraints and personal preferences of both caregivers and patients. The voice assistant has been evaluated using various types of cases. Preliminary test results have demonstrated reasonable rates of dialogue success and recommendation correctness. This study provides preliminary evidence that it is feasible and effective to implement a voice-based virtual assistant to provide diet-related services to ADRD caregivers.

Limitations and Future Work

This study has limitations. The qualitative evaluation was performed within a laboratory setting. Whether or not actual caregivers in a natural setting will use the assistant in ways similar to those of researchers in the laboratory remains for further research. We plan to deploy the voice assistant in a natural setting with ADRD caregivers and patients with early stage ADRD as users. More comprehensive user studies will allow us to evaluate the voice assistant’s usability, users’ satisfaction, and outcomes for improved health and quality of life. We will also conduct focus groups to collect users’ feedback about their knowledge needs to improve our knowledge base.

To increase the dialogue success rate, we propose several approaches to improve the flexibility and accuracy of matching:

- The voice assistant can provide more oral guidance during conversations so that users have a better understanding of the voice assistant’s expectations.
- Developers should define more combinations of utterances and synonyms for each intent and its slots to improve the matching rate.
- Although Amazon uses machine learning to match a user’s intention with back-end services—when it could not relate the user’s utterance with predefined intents (function) and the slots (parameters) required to call the intents. For recipe recommendations, most failed conversations occurred when the voice assistant could not provide a satisfying recipe at the beginning. Failure also occurred when matching knowledge was not found in the knowledge base. Although Alexa can effectively match what is said by the user against all possible combinations of defined utterances and slot samples, it has a limited capability in matching an undefined utterance to a slot.
We will extend our knowledge base with more relevant knowledge. In addition, we plan to capture conversations and use them for machine learning to improve conversation accuracy. If we can solve potential issues of privacy and security with users’ approval, in the future, we will collect and use large amounts of conversation information for increased accuracy.

Conclusions

Voice is the most natural and powerful mode of human communication. Our voice assistant gives users a natural, interactive interface, and it does not require the technical background that might be a barrier to senior caregivers’ use of new technologies for daily care tasks. This may enhance caregivers’ engagement in ADRD diet care and reduce caregiver burden, improving the care of patients as well as caregivers’ own health and well-being.
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Abstract

Background: Society is facing a global shortage of 17 million health care workers, along with increasing health care demands from a growing number of older adults. Social robots are being considered as solutions to part of this problem.

Objective: Our objective is to evaluate the quality of care perceived by patients and caregivers for an integrated care pathway in an outpatient clinic using a social robot for patient-reported outcome measure (PROM) interviews versus the currently used professional interviews.

Methods: A multicenter, two-parallel-group, nonblinded, randomized controlled trial was used to test for noninferiority of the quality of care delivered through robot-assisted care. The randomization was performed using a computer-generated table. The setting consisted of two outpatient clinics, and the study took place from July to December 2019. Of 419 patients who visited the participating outpatient clinics, 110 older patients met the criteria for recruitment. Inclusion criteria were the ability to speak and read Dutch and being assisted by a participating health care professional. Exclusion criteria were serious hearing or vision problems, serious cognitive problems, and paranoia or similar psychiatric problems. The intervention consisted of a social robot conducting a 36-item PROM. As the main outcome measure, the customized Consumer Quality Index (CQI) was used, as reported by patients and caregivers for the outpatient pathway of care.

Results: In total, 75 intermediately frail older patients were included in the study, randomly assigned to the intervention and control groups, and processed: 36 female (48%) and 39 male (52%); mean age 77.4 years (SD 7.3), range 60-91 years. There was no significant difference in the total patient CQI scores between the patients included in the robot-assisted care pathway (mean 9.27, SD 0.65, n=37) and those in the control group (mean 9.00, SD 0.70, n=38): P=0.08, 95% CI –0.04 to 0.58. There was no significant difference in the total CQI scores between caregivers in the intervention group (mean 9.21, SD 0.76, n=30) and those in the control group (mean 9.09, SD 0.60, n=35): P=0.47, 95% CI –0.21 to 0.46. No harm or unintended effects occurred.

Conclusions: Geriatric patients and their informal caregivers valued robot-assisted and nonrobot-assisted care pathways equally.

Trial Registration: ClinicalTrials.gov NCT03857789; https://clinicaltrials.gov/ct2/show/NCT03857789

http://www.jmir.org/2020/9/e18787/
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Introduction
In 2019, society was facing a global shortage of 17 million health care workers [1], along with increasing health care demands from a growing number of older adults [2]. Social robots are being considered as solutions to part of this problem [3,4]. For example, social robots—humanoid robots that are capable of social interaction with humans [5]—might be able to support professionals in hospital-implemented integrated care pathways [6].

Such pathways are already being used to optimize workforce use and cost-effectiveness by delivering health care for a well-defined group of patients during a well-defined period [7]. The overall aim of a care pathway is to enhance the quality of care by improving patient outcomes, promoting patient safety, increasing patient satisfaction, and optimizing the use of resources [7]. Pathways also make it possible to standardize certain parts of communication with patients (eg, for information on the process of care and questionnaires needed to assess outcomes) [6]. A care pathway can be visualized in the form of a time diagram (see Multimedia Appendix 1, Figure MA1-1) depicting the aims of the pathway steps and the responsible health care professionals who interact with the patient. Although all of these dialogues are important, not all may require the actual presence of health care professionals. Some could be carried out by social robots, under the supervision of health care professionals.

Many studies have been conducted on assistive robots for health care professionals [8], as well as on the cost-effectiveness of care pathways. We focus on health care robots that perform a verbal health care–related interaction with patients. For example, Di Nuovo et al used the social robot Pepper to study the assessment of cognitive skills of university personnel with the Montreal Cognitive Assessment (MoCA) [9-11]. Bandera et al designed CLARC (CLinical Assistant Robot for Comprehensive geriatric assessment), a robot designed to perform a comprehensive geriatric assessment, but have not yet published results on its interviewing performance [12-14]. Broadbent et al used a robot to provide at-home assistance to people with chronic obstructive pulmonary disease. This robot spoke but could not listen; patients entered their responses on a touch screen [15]. D’Onofrio et al describe the MARIO (Managing active and healthy Aging with use of caRing servIce rObots) robot that was designed for the practical daily living support of people with dementia in nursing homes, focusing on differences in feasibility between the United Kingdom, Ireland, and Sweden [16]. An evaluation of a social robot conducting interviews using medical questions with community-dwelling older adults has been described in Boumans et al [17]. In a crossover study, 31 participants were subjected to a question-and-answer dialogue with the robot that included personalization and affective statements. Participants scored the robot’s subjective usability, on average, as 80.1 (SD 11.6) on a scale from 0 to 100.

Subsequently, they performed an ecological validation on the agreement of data collected by automated acquisition for three complete patient-reported outcome measures (PROMs), also among community-dwelling older adults. Data acquisition by a humanoid robot was compared to acquisition by a nurse in a crossover study. The conclusion was that a moderate-to-substantial agreement could be demonstrated between the frailty, well-being, and resilience scores [18]. The Lio robot (F&P Robotics) is appreciated as a support to older adults in care homes for functions such as handing over physical objects and support in performing exercises, but is not used for medical interviewing [19]. The same is true for the Care-O-bot 4 robot (Fraunhofer Institute) [20]; however, the development of this robot has been reported to be discontinued [19]. To our knowledge, however, no studies have been conducted on the quality of care, acceptance, and efficiency of social robots as an integrated part of care pathways in an outpatient clinic.

This study is, thus, the first to evaluate robot interaction with older patients within the outpatient clinic context. The older patient population was chosen, as their consultations often take more time and are more complex—due to sensory and cognitive impairments—than those for younger and less complex patient groups. Our target group thus allows substantial room for robot-assisted support.

Our hypothesis is that the quality of care perceived by patients and caregivers in a pathway that includes a social robot for a standardized part of health care professional–patient dialogue is not significantly lower than that perceived by the control group, whose pathway involves the continued presence of health care professionals; this is a noninferiority hypothesis. Perceived quality of care can be measured validly and reliably using the Consumer Quality Index (CQI) [21], which has been used to monitor the quality of outpatient clinics in all Dutch hospitals [22].

Methods

Study Design
The study was designed as a between-subjects, multicenter, randomized controlled trial among patients visiting the outpatient memory clinics at two teaching hospitals: Radboud university medical center and Canisius Wilhelmina Ziekenhuis. The study was conducted between July and December 2019. The care pathways of both clinics consisted of six steps: a welcome, a physical examination, an interview using a PROM and frailty questionnaires needed to assess outcomes) [6]. A care pathway can be visualized in the form of a time diagram (see Multimedia Appendix 1). We selected a care pathway describing older patients’ repeated outpatient visits to control for safe and effective use of medications, such as cholinesterase inhibitors in patients with early-stage dementia. In the intervention pathway, the PROM and frailty questionnaires were administered by the robot, with all other actions performed...
by the health care professional. In the nonintervention pathway, all tasks were performed by the health care professionals. The Older Patients and Informal Caregiver Survey – Short Form (TOPICS-SF) was used as the PROM and frailty questionnaire. It consists of 36 questions on general health outcome measures: pain and discomfort, memory, activities of daily living, feelings, social activities, and current diseases [23]. The questionnaire results are used to generate a Frailty Index (FI), which is calculated as the summation of the values associated with each answer, divided by the total of answered questions. The feasibility, validity, and reliability of the instrument as a frailty questionnaire has been established in previous studies [24,25]. It has also been validated as a PROM [23]. The TOPICS-SF is currently accepted by the Dutch Geriatrics Society as a PROM for older patients throughout the Netherlands, and it is being implemented within several hospitals throughout the country [25]. The TOPICS-SF is included in Multimedia Appendix 2.

**Patient Population**

Patients were recruited from the group of patients scheduled to visit the outpatient clinics of the geriatrics departments of both hospitals. These outpatient clinics subsequently welcomed a total of 419 patients during the study. Inclusion criteria were the ability to speak and read Dutch and being assisted by one of the regular staff nurses or physicians taking part in the study. Exclusion criteria were serious hearing or vision problems, serious cognitive problems, and paranoia or similar psychiatric problems, all as judged by the health care professional, as well as situations in which the patient had previously been asked to complete the TOPICS-SF. The patient population for this noninferiority trial was similar to the population that would be included in a trial for establishing the efficacy of social robots. Patients were selected by their responsible health care professionals, based on the inclusion criteria, upon reviewing the patient visits scheduled in the electronic health record (EHR) system. Patients were screened for exclusion criteria and consent was requested, all according to a standardized script.

**Public and Patient Involvement**

Patients were involved in the study as subjects; the public was involved in the study through the patients’ accompanying informal caregivers and patient organization representatives. The study hypothesis explicitly refers to the measurement of patients’ opinions by using the CQI. The public has also been involved in the study design through the preceding studies among community-dwelling older adults [26,27] and through advice given from patient organization representatives during pilot tests. The minimization of the burden on, and time required of, the patients was an important criterion in the study design.

**Randomization**

Patients were randomized using a computer-generated list and assigned to either the intervention or the control group, in sequence of admission. The nature of the intervention prevented the blinding of group allocation, and data acquisition could not be blinded from the patient perspective, given that the data were self-reported.

**Study Procedure**

The health care professional guided the patient from the waiting room to an examination room, where the robot was or was not present, depending on randomization. In the intervention pathway, the health care professional started the interview with several open-ended questions on the patient’s general health status. This was followed by the introduction of the robot, which subsequently conducted the TOPICS-SF interview. Upon completing the interview, the robot generated a report of the PROM and FI results, including the activities of daily living and the instrumental activities of daily living scores. This report was the input for subsequent interactions between the patient and the health care professional within the context of shared decision making [28]. The robot-patient interaction is detailed in Multimedia Appendix 3. The interview setup is shown in Figure 1. A video of the interaction is shown in Multimedia Appendix 4.

In the control group, following the initial general talk, the health care professional started the structured TOPICS-SF. The results were discussed with the patient, and the other parts of the medical examination and management plan were carried out. If needed, these steps were followed by other medical procedures that had been scheduled for the patient’s care pathway (eg, blood samples, electrocardiogram, and MoCA) [8]. In both scenarios, if there were no more medical issues to handle, a research assistant asked both the patient and the caregiver to complete the CQI questionnaire. After the CQI questionnaire was checked for completeness, the health care professional completed the visit and said farewell.
**Human-Robot Interaction Design**

The social robot used in this study was a Pepper robot, version 1.8a, using the NAOqi operating system, version 3.9 (SoftBank Robotics) [10]. The robot software necessary for the intervention was designed and programmed using Android Studio, version 3.1 (Google Inc), and Java, version 8 (Oracle Corp). The software managing the dialogue included rules for introducing question groups, for providing variability in how similar questions were asked, and for generating affective and connecting statements. Answers were stored directly in the hospital’s EHR system. Ethical design considerations were taken into account by incorporating the fundamentals of care [29] into the communication design. For example, for each question, the default answer set was divided into two groups: (1) answers indicating serious conditions, which could possibly invoke empathy on the part of a health care professional, and (2) answers indicating minor conditions, which would not require separate discussion. The robot looked mostly at the patient and sometimes at the caregiver, in order to create engagement with both. The robot’s tablet display was used to show each question and the associated answer options. The layout of the interaction design was based on guidelines for older adults [26]. After hearing the patient’s answer, the robot repeated it and showed it on the display, then proceeded to the next question. More details are provided in Multimedia Appendix 3.

**Training Health Care Professionals**

For this experiment, secretarial staff members were trained in using a telephone script and a list of answers to frequently asked questions about the robot. These answers were used in the event that patients or caregivers called with questions. Health care professionals were trained in how to start the robot, interact with the EHR system through the robot, initiate the questioning, and use the questionnaire report on the tablet.

**Primary Outcome**

The most relevant part of the validated, general medical CQI questionnaire for outpatient clinics was selected as the primary outcome measure [27,30]. Most of the list items were not applicable to our study and in the attempt to minimize the burden to the patients, the 10 most relevant questions were selected in advance (see Multimedia Appendix 5, Table MA5-1). This selection was done in line with recommendations for shortening the CQI questionnaires [22,31]. Furthermore, the subscales regarding the clinic and the treatment by the health care professional showed Cronbach $\alpha$ values of .845 and .880, respectively, thus indicating a high degree of correlation in the subscales [32]. Therefore, we considered our selection of relevant questions as allowed. Answers were evaluated for the scale as a whole, for the two subscales (ie, regarding the clinic and regarding the robot-supported health care professional), and individually.

Answers to the CQI questions are generally scored categorically, including *no, not at all; a little; largely;* and *yes, completely.* The granularity of this scale is small, however, and pilot evaluations revealed ceiling effects and skewed distributions. The patients were, therefore, asked to assign scores on a scale from 1 to 10, with references to these categories (see Figure 2).
The opinion of the informal caregiver accompanying the patient was also recorded using the same questions, albeit reformulated for the informal caregiver’s perspective. The answers to each CQI question were averaged across all patients and caregivers in each group. The primary outcome was then calculated as the mean sum of the individual question outcomes. The same method was used for the two aforementioned subscales.

Secondary Outcomes

The time duration of the TOPICS-SF interview was registered as a secondary outcome by observers who witnessed each interview. These observers further used an observation form to record, for each question, the extent to which the patient and caregiver exchanged information on the TOPICS-SF answers (see Multimedia Appendix 6, Table MA6-1). Other potentially relevant events were also recorded (eg, patient remarks on the interaction). The observers were instructed not to intervene at all. Given that such self-recording of the secondary outcomes could not be blinded, observation bias was limited by using alternating trained observers. The general medical situation of the patient group was categorized according to the mean FI as follows: robust (FI ≤ 0.095), prefail (0.095 < FI < 0.20), and frail (FI ≥ 0.20) [33]. The total number of reported comorbidities per patient was calculated, resulting in a value between 0 and 18.

In the intervention group, four questions based on the Almere model [34] were asked to evaluate the usability of the robot (see Multimedia Appendix 7, Table MA7-1). This made it possible to compare these results to our previous work [17,18]. To limit patient burden, survey questions were restricted to three variables: perceived ease of use (two items), perceived enjoyment, and trust [34].

Sample Size Calculation

In our two previous robot studies, which were conducted with 30 and 40 community-dwelling older volunteers, respectively, we found hardly any difference between the secondary outcomes given to the robot and those given to the health care professional [17,18]. In this study, therefore, we focused on the quality of care perceived by patients and caregivers, hypothesizing that the robot interview would also not be valued less by the intervention group. For this reason, a noninferiority sample size calculation was applied, specifying that the mean CQI of the intervention group minus 1.0, with a standard deviation of 1.5, α=0.05, and power=1–β=0.90 [35]. The difference value of 1.0 is based on the guideline proposed by Ringash et al, which defines 10% of the PROM scale range as a meaningful difference [36]. This calculation resulted in a sample size of 39 patients per group (78 in total).

Statistical Analysis

Data were stored in Castor, a cloud-based medical data management system (Castor EDC). Intention-to-treat analysis was performed using SPSS Statistics for Windows, version 25.0 (IBM Corp), and Microsoft Excel (Office 365, Microsoft). Because not all data were reported by patients or caregivers, the number of patients to which variables relate are reported separately. Missing values were not considered random and, thus, not imputed. Normally distributed values are presented as means, with standard deviations in parentheses. Because the target sample size was larger than 25, we applied the central limit theorem and assumed normality on the part of the summed score for the CQI questionnaire. Groups were compared using independent-samples t tests and, in case of nonnormality, the Mann-Whitney U test. For significant effects or effect trends, effect sizes were calculated as Cohen d.

Ethical Considerations

The study was conducted according to the principles of the Declaration of Helsinki (2013), in accordance with the Medical Research Involving Human Subjects Act (Wet medisch-wetenschappelijk onderzoek met mensen [WMO] in Dutch) and the CONSORT (Consolidated Standards of Reporting Trials) guidelines for randomized controlled trials, including the extension for noninferiority trials [37]. The study protocol was approved by the Institutional Review Board from each hospital. All patients granted written informed consent. Caregivers had the option to grant consent on behalf of their relatives, but this situation did not occur. This trial was registered at ClinicalTrials.gov (NCT03857789).

Results

Patient Population

The patient flowchart is provided in Figure 3. Recruitment was stopped upon reaching 80 included patients. However, 2 patients dropped out during the experiment after randomization: 1 patient turned out to have cognitive problems that made it impossible to complete the robot interaction, and 1 patient chose to discontinue the interview with the robot after nine questions because “she did not like the robot.” Another 3 patients were lost to follow-up because of the unavailability of their CQI ratings. Therefore, the dataset used consisted of 75 patients: 36 female (48%) and 39 male (52%); mean age 77.4 years (SD 7.3), range 60-91 years. Of the 75 patients, 37 were in the intervention group (49%) and 38 were in the control group (51%).
All 75 patients were accompanied by an informal caregiver: 34 were partners of a patient (45%), 23 were children of a patient (31%), and 1 was a friend of a patient (1%); 8 informal caregivers had other affiliations (11%) and 9 did not disclose their relationship to the patient (12%).

None of the 14 patients (see Figure 3) who declined the invitation due to unwillingness to participate mentioned the robot as the reason (14/75, 19%).

The consultations were conducted by 13 different health care professionals. The patient-robot interactions were observed by 11 different trained observers. No important incidents of harm or unintended effects were observed or reported.

The FI for the group as a whole ranged from 0.07 to 0.68 (mean 0.26, SD 0.15). The mean FI for the control group (mean 0.26, SD 0.15) and the intervention group (mean 0.25, SD 0.15) were similar ($P=0.99$). Out of 75 patients, 4 (5%) patients could be categorized as robust, 30 (40%) as prefrail, and 36 (48%) as frail; in addition, 21 patients (28%) had been diagnosed with dementia. The average number of comorbidities per patient was 3.9 (SD 2.6). The main patient baseline clinical data for each group are included in Table 1; extended data are provided in Multimedia Appendix 8.
Table 1. Baseline characteristics of the study population (N=75).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n=37)</th>
<th>Control group (n=38)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>16 (43)</td>
<td>20 (53)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>78.1 (7.0)</td>
<td>76.7 (7.7)</td>
</tr>
<tr>
<td>Self-indicated quality-of-life score (0-10), mean (SD)</td>
<td>7.5 (1.9)</td>
<td>7.1 (1.6)</td>
</tr>
<tr>
<td>Frailty Index (0-1), mean (SD)</td>
<td>0.25 (0.15)</td>
<td>0.26 (0.15)</td>
</tr>
</tbody>
</table>

**Frailty value, n (%)**
- Robust: 3 (8) vs 1 (3)
- Prefrail: 13 (35) vs 17 (45)
- Frail: 21 (57) vs 15 (39)

**Comorbidities, n (%)**
- Memory complaints: 19 (51) vs 26 (68)
- Pain:
  - None: 11 (30) vs 14 (37)
  - A little: 12 (32) vs 9 (24)
  - Moderate: 8 (22) vs 10 (26)
  - Severe: 6 (16) vs 3 (8)
  - Extreme: 0 (0) vs 1 (3)
- Dementia: 11 (30) vs 10 (26)
- Hearing problems: 9 (24) vs 8 (21)
- Vision problems: 10 (27) vs 3 (8)

**Primary Outcome**

The total CQI scores recorded for patients and caregivers are presented graphically in Figure 4. There was no significant difference in the total patient CQI scores for the intervention group (mean 9.27, SD 0.65) and the control group (mean 9.00, SD 0.70) (t(73)=1.76, P=.08, 95% CI –0.04 to 0.58). There was also no significant difference in the total informal caregiver CQI scores for the intervention group (mean 9.21, SD 0.76) and the control group (mean 9.09, SD 0.60) (t(63)=0.73, P=.47, 95% CI –0.21 to 0.46).

Figure 4. Box plots for total Consumer Quality Index (CQI) scores for patients (two box plots on the left) and caregivers (two box plots on the right).

A t test on each of the 10 individual CQI questions (see Multimedia Appendix 9) revealed that patients found that health care professionals, when supported by a robot, listened better (mean 9.46, SD 0.69) than health care professionals not supported by the robot (mean 9.11, SD 0.76) (t(73)=2.104, P=.04, 95% CI 0.019-0.690; Cohen d=0.48). Patients also found that
health care professionals, when supported by the robot, had more time for the patient (mean 9.54, SD 0.56) compared to those not being supported by the robot (mean 9.13, SD 0.70) (t_{23}=2.784, P=0.007, 95% CI 0.116-0.702; Cohen d=0.64). The other eight questions, individually, did not reveal any significant differences. A t test on the group of questions about the care provided by the health care professional (see Multimedia Appendix 9, questions 4-8) showed that patients found that health care professionals supported by the robot provided better care (mean 9.42, SD 0.62) than health care professionals not supported by the robot (mean 9.11, SD 0.69) (t_{73}=2.086, P=0.04, 95% CI 0.014-0.619; Cohen d=0.48). The patients’ answers to the group of questions about the clinic (see Multimedia Appendix 9, questions 1-3, 9, and 10) did not show significant differences. Regarding informal caregivers accompanying the patients, there were no significant differences found between health care professionals supported by a robot or not, nor between a clinic using a robot or not. The CQI scores for all questions are included in Multimedia Appendix 9, and the total CQI distributions are presented in Multimedia Appendix 10.

**Secondary Outcomes**

Within the care pathways, the mean duration for completing the TOPICS-SF with the robot was 17.9 minutes (SD 5.2), as compared to 14.8 minutes (SD 10.8) for the control group. The difference was not significant: t_{n}=1.60, P=0.11, 95% CI −0.79 to 7.18. It should be noted that observations showed that health care professionals regularly skipped questions.

It was observed that patients and caregivers did not discuss the TOPICS-SF answer options any more during the interviews with the robot (mean 3.5, SD 3.8) than was the case in the control group (mean 2.9, SD 2.5): t_{n}=0.58, P=0.56, 95% CI −1.32 to 2.42. It was further observed that, at the start of the interview, patients sometimes answered before the robot was finished speaking. This well-known barge-in effect occurred despite the fact that the robot had instructed patients to wait for the blue bar to appear at the top of the tablet before speaking [38]. Most patients learned after three or four questions that it was better to wait a short while before answering, as they would otherwise have to repeat their answers. Informal caregivers occasionally helped the patients when necessary (10% of the questions); for example, because one patient spoke a local Dutch dialect that was not understood by the robot, the patient’s caregiver answered instead.

For the intervention group only, the mean scores for perceived enjoyment, perceived ease of use (2 items), and trust with regard to the robot interaction were recorded (see Multimedia Appendix 11). There was no significant difference in perceived enjoyment between patients (mean 7.81, SD 2.01) and caregivers (mean 7.56, SD 2.11): t_{56}=0.47, P=0.64, 95% CI −0.85 to 1.37. In addition, there was no significant difference in perceived ease of use in terms of having sufficient response time between patients (mean 8.51, SD 1.63) and caregivers (mean 8.45, SD 1.10): t_{56}=0.15, P=0.88, 95% CI −0.73 to 0.85. There was also no significant difference in perceived ease of use in terms of easy answering between patients (mean 8.11, SD 1.89) and caregivers (mean 7.86, SD 1.67): t_{56}=0.50, P=0.62, 95% CI −0.74 to 1.23. Trust scores were higher for patients (mean 8.42, SD 1.38) than for caregivers (mean 7.59, SD 1.76): t_{55}=2.00, P=0.05, 95% CI −0.001 to 1.68; Cohen d=0.55. Of the 36 caregivers in the intervention group who answered the CQI questions, only 24 (67%) also answered the questions on robot appreciation. The caregivers who did not answer argued that it was better for the patients to answer themselves, as they had been the ones to talk to the robot.

**Discussion**

**Principal Findings**

To our knowledge, this study is the first to provide an assessment of patients’ perceived quality of care in integrated care pathways with and without the support of social robots. We found that the perceptions of older patients and caregivers concerning quality of care were no different from the perceptions of quality of care in a pathway in which all interactions were carried out by health care professionals. This confirmed our hypothesis of noninferiority. The opinions of the patients and caregivers concerning the robot were in line with previous findings regarding the positive appreciation results on robot interaction among community-dwelling older adults [26,27], as well as with the results reported in our exploratory study among hospitalized patients [39].

Older adult patients participating in this study who had been diagnosed with dementia (11/37, 30%) were still able to answer the questions asked by the robot. The preselection of participants by the health care professionals probably resulted in a group with mild-to-moderate cognitive problems, who were still able to communicate verbally with either the health care professional or the robot. It was also observed that patients with auditory (9/37, 24%) or visual (10/37, 27%) problems were capable of completing the interview. This indicates that the design measures taken to improve robot communication (ie, quiet environment, adjusted voice volume and speed, font size of text on the tablet, and minimalistic layout) were adequate. When they deemed it necessary, informal caregivers assisted patients; this occurred for 10% of the questions.

The observers noted that, in the control group, health care professionals regularly skipped questions from the TOPICS-SF. When asked about this, the professionals responded that they had skipped questions to which they already knew the answers or that they considered inappropriate to ask explicitly. The robot always asked all of the questions. This could be a potential advantage, as it ensures that no items will be missed inadvertently.

**Strengths and Weaknesses of the Study**

The major strength of this study is that this is the first multicenter, randomized controlled trial on the acquisition of routine, collected PROM data with a social robot among older adult patients within an integrated care pathway. The noninferiority results of this trial suggest that an adequately designed social robot could be acceptable for use with older adult patients and their informal caregivers as part of an integrated care pathway, under the indirect supervision of a health care professional.
Despite this strength, this study is also subject to several limitations. First, after analysis, it turned out that the planned sample size was not met because of 2 dropouts and 3 participants with missing data, which was more than our margin of 2 patients. However, by imputing the dataset with 2 intervention group patients with scores of mean–2σ and 1 control group patient with a score of mean+2σ, which was considered as the worst case scenario, it was found that this did not affect the conclusion of a nonsignificant difference in perceived quality of the care pathway. Secondly, it was not possible to blind the assignment of patients to groups. Thirdly, the between-subjects design did not allow any comparative-accuracy analyses of the answers. In our previous study, however, the results indicated moderate-to-good agreement between scores with and without the robot [18].

Comparison With Prior Work
The results confirm and extend those of previous studies on the use of robots outside the hospital context [10,12,15,16]. For example, Olde Keizer et al concluded that social robots could potentially monitor and train the health of frail older adults, but they also identified some critical usability challenges [40]. Furthermore, the functionality of the Lio robot (F&P Robotics), given its reported voice communication capabilities, could be extended with verbal interviewing functions as described herein.

Riek has provided a comprehensive overview of robot applications in health care with many examples of physical support [8]. This study adds to the knowledge base a multicenter, randomized controlled trial examining the verbal support option of a robot interviewing older adult patients in an outpatient clinic regarding their health and, as such, resolves part of the paucity in effective clinical trials that Riek noted [8].

Meaning of the Study
In terms of generalizability, the patient group in this study was more frail and had more substantial multimorbidity than is the case for the general hospital population. Communication with the robot could possibly be even easier for the general hospital population. For this reason, and because the TOPICS-SF is similar to many available PROMs, it is plausible that the results can be generalized to most adults admitted to hospitals, as well as to most care pathways. The results thus suggest that robot assistance could be implemented more broadly without affecting perceived quality of care.

The observations and experiences gained in this experiment could also be translated into a number of recommendations. First, the introduction of a social robot should lead to a carefully prepared rearrangement of tasks among the health care professionals within a pathway of care. Second, for reasons of patient privacy and the intelligibility of the patient’s utterances to the robot, the robot should be a fixed element in an outpatient room. Third, participating health care professionals appreciated the direct availability of all collected data in the EHR system. Therefore, we recommend implementing real-time data export from the robot to the hospital’s EHR system for successful implementation. Fourth, technologies like these may support clinical care during pandemics, since they limit person-to-person contact and allow for social distancing.

Our findings suggest that this social-robot technology could be implemented more broadly for obtaining PROM data, as well as for other standardized parts of functional assessments and medical history taking. The assistance of social robots could, thus, potentially contribute to reducing problems related to the scarcity of health care personnel, while maintaining the quality of care, as perceived by patients and caregivers.

Unanswered Questions and Future Research
In the course of our study, we learned that one important further step in improving robot technology involves developing the ability to speak and listen at the same time, thus allowing for barging-in by patients. Although such technology does exist, it was not implemented in the robot used in this study. Moreover, the quality of the robot’s speech recognition depended on its focus on the interlocutor, which was controlled by the built-in human engagement function. Improving the controllability of this function, in terms of both speech and body motions, would help to build rapport with users.
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Abstract

Background: An estimated US $2.6 billion loss is attributed to health care fraud and abuse. With traditional health care claims verification and reimbursement, the health care provider submits a claim after rendering services to a patient, which is then verified and reimbursed by the payer. However, this process leaves out a critical stakeholder: the patient for whom the services are actually rendered. This lack of patient participation introduces a risk of fraud and abuse. Blockchain technology enables secure data management with transparency, which could mitigate this risk of health care fraud and abuse.

Objective: The aim of this study is to develop a framework using blockchain to record claims data and transactions in an immutable format and to enable the patient to act as a validating node to help detect and prevent health care fraud and abuse.

Methods: We developed a health care fraud and abuse blockchain technical framework and prototype using key blockchain tools and application layers including consensus algorithms, smart contracts, tokens, and governance based on digital identity on the Ethereum platform (Ethereum Foundation).

Results: Our technical framework maps to the claims adjudication process and focuses on Medicare claims, with the US Centers for Medicare and Medicaid Services (CMS) as the central authority. A prototype of the framework system was developed using the blockchain platform Ethereum (Ethereum Foundation), with its design features, workflow, smart contract functions, system architecture, and software implementation outlined. The software stack used to build the system consisted of a front-end user interface framework, a back-end processing server, and a blockchain network. React was used for the user interface framework, and NodeJS and an Express server were used for the back-end processing server; Solidity was the smart contract language used to interact with a local Ethereum blockchain network.

Conclusions: The proposed framework and the initial prototype have the potential to improve the health care claims process by using blockchain technology for secure data storage and consensus mechanisms, which make the claims adjudication process more patient-centric for the purposes of identifying and preventing health care fraud and abuse. Future work will focus on the use of synthetic or historic CMS claims data to assess the real-world viability of the framework.

(J Med Internet Res 2020;22(9):e18623) doi:10.2196/18623
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Introduction

Background

Fraud and abuse is a major financial, legal, and policy challenge in the US $3.5 trillion United States health care system, with the Department of Justice (DOJ) and the Department of Health and Human Services (HHS) reporting recoveries estimated at US $2.6 billion in the fiscal year 2019 alone [1]. In fact, recoveries for health care fraud and abuse have steadily risen in the past 5 years, with settlements consistently exceeding US $2 billion over the past decade [2]. In 2018, the DOJ announced the largest national health care fraud takedown in history, which included over 601 defendants charged across 58 federal districts and involved 165 health care professionals, equating to a total of US $2 billion in false billings, including illegal distribution of opioids and narcotics [3].

Health care fraud and abuse involve all sectors of the health care industry, including drug and device manufacturers, hospitals, pharmacies, physicians, wholesalers, distributors, laboratories, and payers. Arguably, the most significantly impacted group is payers, including public agencies such as Medicare, Medicaid, and Tricare as well as private payers, who are defrauded of billions in health care claims yearly [4,5]. Fraudulent health care occurs in different forms, including kickbacks, false claims (eg, billing for services not rendered, upcoding, and provisioning of medically unnecessary services), and illegal self-referrals [5,6]. Fraud and abuse have a direct negative impact on health care utilization as it leads to a waste of limited resources and potentially endangers patients by providing them unnecessary care or precluding their access to medically needed services, which can lead to a higher risk of all-cause mortality and emergency hospitalization [4,6].

Enforcement against health care fraud and abuse comes in the form of well-established legal mechanisms focused on penalizing such actions, including (1) the False Claims Act, United States Code (USC) section 3729 to 3733; (2) the Antikickback statute, 42 USC section 1320a to 7b(b); (3) the Physician Self-Referral Act (Stark law); (4) the Exclusion Statute; and (5) the Civil Monetary Penalty Law [5,7]. Prosecution for fraud and abuse can lead to civil (monetary) penalties (including triple damages) for each claim or service, and in some cases, criminal penalties, including possible exclusion from federal and state reimbursement programs. These legal frameworks serve as a strong deterrent to fraud and abuse schemes, but detection and prevention remains an ongoing challenge.

Although efforts have been made to automate the detection of fraud and abuse through computational methods involving data mining of Medicare and Medicaid reimbursement claims data sets, most of the fraud and abuse prosecutions continue to originate from whistleblowers [8-10]. Whistleblowers are incentivized to report fraud and abuse activities through qui tam provisions that allow private individuals acting as realtors to bring a suit on behalf of the government [5,11]. Once a lawsuit is filed, the DOJ then has the option to intervene and join one or all of the counts of a pending qui tam action. If the claim concludes in a prosecution and settlement, then the whistleblower may be entitled to 15% to 30% of what is recovered, a clear incentive for reporting, although blowing the whistle may come at a high personal and professional cost [5,11].

This current system of relying on whistleblowers to detect and report fraud and abuse is subject to certain challenges, including court cases, some of which limit the protection for prospective whistleblowers [5,12]. Furthermore, prosecutions based on whistleblowers’ reports are not always successful, are often skewed toward prosecution of higher-amount cases, and by nature are reactive and punitive rather than proactive in preventing fraud and abuse. Hence, new technology approaches are needed to enable better resilience, provenance, and verifiability of health care claims that may be susceptible to fraud and abuse, an activity that is aligned with antifraud and program integrity priorities currently being pursued by the US Centers for Medicare and Medicaid Services (CMS).

Objective

One technology with the potential to address these challenges is blockchain, a distributed ledger technology with use cases across several industries, including the energy sector, transportation, finance, and health care [13]. Blockchain use cases in health care are beginning to mature, primarily to improve the governance of health care data and processes [14-16]. One of the primary uses involves improving management; enabling sharing; and improving exchange of patient health data, consumer health data, and genomic data [15,17-20]. This also extends to the use of blockchain for clinical research to improve trial data management and electronic consent [21]. Use cases in other health care sectors are also taking shape, including blockchain for pharmaceutical supply chain challenges (eg, detection of falsified medicines) and integration with medical devices and the internet of things [22,23]. Many of these uses focus on patient-centric approaches to manage and preserve the privacy of health care data with blockchain [24-27].

Importantly, incorporating blockchain into a systems software architecture can enable immutability, consensus, create incentives, and manage external data into a self-executing system with transparent rules across multiple stakeholders [14]. On the basis of these benefits, we proposed a technical framework for a blockchain-based system that includes 3 key stakeholder groups in the health care claims workflow process to enable a more proactive antifraud and abuse system. Although several companies are exploring blockchain to enhance health care reimbursement and revenue cycle management, few have explicitly assessed whether the technology can improve claims verification and better enable the detection and prevention of health care fraud and abuse [28,29]. Hence, this paper will explore the utility of blockchain by developing a fraud and...
abuse technical design framework and prototype built on the blockchain environment Ethereum.

Methods

Overview

Blockchain’s core utility is as a distributed database of transactions, securely connected in chronological order, enabling efficient and cost-reducing improvements to current systems and business processes [14]. Driving the efficiency of these blockchain processes is the enforcement and execution of rules by software, a shared governance environment, and use of smart contracts to create a more transparent and rule-based system that can tackle issues of trust, such as addressing fraud and abuse. Furthermore, health care information and communication technology systems are increasing moving toward more patient-centric designs, not only for receiving the input from the patient but also for involving the patient in the design and solution implementation process [14,27,30].

Our blockchain technical framework leverages key principles of establishing trust through shared accountability and governance and enables the patient to be a stakeholder in addressing health care fraud and abuse. The primary aims of the blockchain solution are to (1) improve detection of potential fraudulent and illegal health care transactions and reimbursements, (2) create a more inclusive process for validating claims deploying a patient-centric approach, and (3) enhance efficiency in the claims adjudication process through smart contract automation.

To conceptualize this approach, we adopted the fit-for-purpose theoretical framework as published by Mackey et al [14] for designing health blockchain use cases that outline design and technical principles. These features are outlined below and are also described in the context of our early prototype version of the technical framework. On the basis of the central need for an environment that enables shared governance, we conceptualized our technical framework and prototype on the Ethereum decentralized platform, which enables 3 specific technical features that map to our use case, including (1) democratic autonomous organizations (DAOs), (2) smart contract execution environment, and (3) tokens via the ERC-20 token standard.

Hence, our design framework and prototype are based on the combination of fit-for-purpose design principles and feature layers on Ethereum.

Ethics Approval and Consent to Participate

Ethics approval and consent to participate was not required for this study. All information collected from this study was from the public domain, and the study did not involve any interaction with the users. User indefinable information was removed from the study results.

Results

General Design

The proposed solution to improve health care fraud and abuse detection will utilize a hybrid or consortium permissioned blockchain model that incorporates relevant stakeholders in the claims and reimbursement workflow, a transactional process that currently does not involve the patient (Figure 1). A consortium blockchain consists of both public and private blockchain characteristics by restricting participation to certain trusted users who act as nodes on the blockchain and are required to meet the criteria set forth by the consortium.

Importantly, a consortium-based blockchain model enables a high throughput of information to be validated and stored on the blockchain. This is due to the restricted number of validation nodes that both process and distribute information throughout the system. In contrast, the Bitcoin blockchain can process approximately 8 transactions per second, and the public Ethereum blockchain can only process approximately 15 transactions per second, partly owing to the massive number of nodes connected to their respective networks. This is not sufficient for a health care fraud detection system, which requires significantly more than 100 transactions per second. The consortium blockchain model enables the system to scale to process large number of transactions while restricting participation and enhancing the security of entities who can access and interact with the system.

Our technical framework includes all subgroups (eg, providers, payers, and patients) that are eligible to provide or receive services through Medicare. We focus on Medicare as it is the largest public payer system in the United States (with projections that Medicare expenditures will increase from US $705 billion in 2017 to US $1,436 billion in 2027) and as many of the legal frameworks associated with health care fraud and abuse only apply to public sector reimbursement, although states may have their own laws and regulations when it comes to the private pay or the employer insurance-based market [31]. We primarily focus on Medicare claims under Parts A and B, but not C (Medicare Advantage), as these are capitated payments.

Next, we discuss the framework’s core design features of shared data governance, interoperability, the smart contract claims validation process, proposed system architecture, and privacy considerations.
Shared Data Governance

The first step in setting up a shared governance system is to define the membership of the distributed community that will participate in the consortium technical framework. A DAO will govern the framework with its subgroups of providers, payers, and patients based on verification that they are eligible to provide and receive Medicare services. Validating membership in these DAO subgroups will be accomplished by cross-referencing information directly from CMS Medicare identifier data (see Multimedia Appendix 1 [14] for more details on DAO subgroup matching). This will include matching CMS information on eligible providers (eg, clinicians accepting Medicare-approved payments), eligible provider organizations (eg, health care facilities accepting Medicare patients and clearinghouse organizations authorized to bill on their behalf), and eligible Medicare beneficiaries (eg, patients).

Furthermore, although blockchain is generally described as a decentralized network, this use case relies on a central payer to make a final adjudication decision on claims. Hence, the central authority of this consortium blockchain will be CMS, although the process of claim validation will be shared by the DAO. In this role, CMS will have privileges to add providers, gain access to universal claim information from providers and their associated patients, and adjudicate claims based on CMS’ own set of rules and regulations that meet specific statutory criteria to validate that a service was actually billed and received by the patient appropriately. The framework also allows CMS to delegate and determine participation permission and access to different subgroups and determine validation rules in the network. For example, CMS may determine that there must be complete agreement among the associated patient, provider, and CMS for a claim to be confirmed and validated.

The DAO participants will act as authority nodes, which will validate the claims data that are proposed to be written to the blockchain. Importantly, the permissions structure for the validation procedure will be claims and patient-specific, with only the relevant provider, organization and beneficiary gaining access to identifiable reimbursement claims data, subject to identity verification. Data join fields (when contents of one database or table are joined based on a common attribute field), including type of payment (eg, fee-for-service and prospective payment systems), medical billing codes (eg, International Statistical Classification of Diseases and Related Health Problems-ICD-10, Current Procedural Terminology-CPT, Diagnosis Related Group-DRG, and Healthcare Common Procedure Coding System-HCPCS level 1 and 2 codes), and National Provider Identifier and patient’s Medicare ID number of Medicare Beneficiary Identifier, can be used to validate identity and permissions for claims verification processes.

This validation of participating nodes will help prevent fraudulent actors from submitting claims (including ghost patients, ie, patients who do not exist or never received services, and providers and organizations debarred from Medicare participation). An example of how this would apply to a medical equipment claim is provided in Figure 2.
Figure 2. An example of a claim for a durable medical equipment, where a health care provider submits a claim for a walker that is supplied by a durable medical equipment provider, with the identity of the provider, durable medical equipment provider, and patient beneficiary validated by CMS. The claim is then either validated or rejected based on whether the patient actually receives the correct medical equipment. In this example, CMS was billed for a wheelchair, but the patient received a walker and validated that the claim was incorrect, leading to a potential denial of claim and detection of a false claim. CMS: Centers for Medicare and Medicaid Services.

Interoperability and System Integration

Key to the functioning of processes to validate participating nodes and health care claims is establishing the interoperability of the system to interact with off-chain databases and systems, including CMS databases of verified Medicare providers and beneficiaries, medical coding and billing systems (including front-end and back-end billing and health care electronic data interchange), revenue cycle management systems, and current Medicare billing and antifraud solutions. Integration with CMS databases of validated providers and beneficiaries, either through a data clearinghouse model (ie, not directly integrated with CMS systems but using a third-party data clearinghouse) or through existing application programming interface (APIs; with query function such as the CMS Data portal API in JavaScript Object Notation–JSON) to directly query CMS or provider databases, will be a priority. In addition, integration with new CMS patient-centered initiatives, such as the Medicare’s Blue Button 2.0 (explained later in the Discussion section), will also be explored.

To better ensure broader health informatics interoperability, our technical framework is also intended to ingest data solely related to the electronic claims submission process for Medicare Part A and B using the Accredited Standards Committee X12 standard transmission format (also known as Health Insurance Portability and Accountability Act [HIPAA] 5010), although it could also integrate into electronic health records (EHRs) systems using the Health Level Seven International Fast Healthcare Interoperability Resources (HL7 FHIR) standard. Finally, to enable interoperability while maintaining privacy, a secure off-chain key-value store, which can only be accessed and modified through a trusted execution environment within the system, will map the address or identifiers of users in our framework to the CMS identifiers. Validation of correctness and integrity between an off-chain database and the blockchain network may be performed using 2 patterns known as the challenge response pattern and the off-chain signature pattern (Figure 3 and Multimedia Appendix 1) [32].
Smart Contract Claims Validation Process

For the desired utility of our technical framework, it is necessary to map the Medicare claims submission, adjudication, and reimbursement processes to our framework’s data governance and smart contract feature layer. Below, we describe the basic claims workflow for the proposed framework that maps to the key procedures of verifying Medicare eligibility, creating a claim, submitting a claim, patient verification, and final adjudication. The proposed claims workflow, which will be automated by smart contracts in the framework, is described in Table 1.

Importantly, at each step of the Medicare claims adjudication process, smart contracts will govern how information is shared, what data are required, and how consensus is established for what is written to the blockchain. For consensus of validating and writing to the blockchain, our framework utilizes a proof-of-authority (POA) consensus mechanism. POA, a modified version of proof of stake, uses the validator’s identity as a form of stake to validate blocks to be written to the blockchain. In this sense, consensus of decisions on validating a claim for the network (eg, submission of claim, viewing claim, and final validation of claim) will be visible to all stakeholders involved in the claim (ie, the provider who rendered services, the patient who received the services, and CMS which acts as the payer for services) and will also be tied to the user’s identity. POA validation nodes should have their identity validated with CMS (as explained above) in the DAO, and their validation privileges can be revoked in cases of fraudulent behavior or if they are disbarred from Medicare. The rules of validation will be determined by the DAO to ensure that all stakeholders are accounted for. For example, the DAO may determine that over 90% of all authority nodes must validate information before being written to the blockchain.

As the central authority on our framework, CMS will set the rules for smart contracts, the parameters of consensus at each step, and the permission and data governance structure for the network, subject to federal laws such as 42 USC section 1395 and the following, 42 Code of Federal Regulations section 400 and the following, and HIPAA. The provider will have access to the framework and smart contract layer to add patients, provide services, and file claims based on the services they have rendered and where they have submitted a claim on behalf of a Medicare beneficiary. Patients will have access to view the services and associated claims that have been submitted with their digital beneficiary identity (eg, Medicare number) and have a role in validating those claims.
Table 1. Description of mapping the framework’s smart contract processes to the Centers for Medicare and Medicaid Services general claims adjudication process.

<table>
<thead>
<tr>
<th>Step</th>
<th>Claims process</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Patient onboarding</td>
<td>Patient registers and onboards at the provider location, confirms Medicare eligibility, and schedules an appointment—written to chain</td>
</tr>
<tr>
<td>2</td>
<td>Node validation</td>
<td>Medicare, provider, and/or organization is validated for eligibility for Medicare services and benefits—query network and written to chain</td>
</tr>
<tr>
<td>3</td>
<td>Superbill creation</td>
<td>Medicare eligible services are provided to the patient by a health care provider and organization and a “superbill” (comprising claim codes and patient information) is created—written to chain</td>
</tr>
<tr>
<td>4</td>
<td>Claims submission</td>
<td>Provider submits claim directly to CMS or uses a third party (ie, clearinghouse)—written to chain</td>
</tr>
<tr>
<td>5</td>
<td>Beneficiary validation</td>
<td>Patient beneficiary to the claim is queried to validate the services received upon a filed claim—written to chain</td>
</tr>
<tr>
<td>6</td>
<td>Claims adjudication</td>
<td>Payer (CMS) adjudicates the claims with validation information from both the provider and patient records and executes proof-of-authority consensus across other validating nodes (ie, patient and provider)—consensus results—written to chain</td>
</tr>
<tr>
<td>7</td>
<td>Electronic remit advice form</td>
<td>Payer (CMS) assesses whether to accept, deny, or reject a claim and provides payment information via an electronic remit advice form—written to chain</td>
</tr>
</tbody>
</table>

Prototype System Architecture

Our technical framework consists of a web application (front end), blockchain network, and off-chain database storage (back end). The web application will display the system information on a graphical user interface (GUI). The blockchain network will validate and record all transactions that occur in the system. The off-chain database storage will store information regarding user credentials as validated by CMS as well as protected health information (PHI) or personally identifiable information (PII) not stored on the blockchain network but already present in existing clinical and EHR systems.

The system will implement a hybrid consortium blockchain model, wherein authorization is required to join the network. POA consensus will enable validation power among different stakeholders in the system in a distributed manner to mitigate collusion and false records among patient and provider workflows. Different read and write permissions will be given to different stakeholders in the network depending on the smart contract claims adjudication processes previously outlined. All transactions will be indexed in a system administration database to audit and enable efficient queries of aggregated data from the entirety of the network.

A prototype of this blockchain Medicare fraud and abuse framework can be explored and run by downloading and following instructions from our GitHub Repository (San Diego Supercomputer Center-BlockLAB Medicare-Claim-Verification). The software stack used to build the system consists of a front-end user interface, a back-end processing server, and a blockchain network (Figure 4). The blockchain application can be executed by running a local Ethereum blockchain via Ganache; deploying smart contracts onto the Ethereum blockchain via Truffle; installing all NodeJS packages; and running the NodeJS application, which is connected to the Ethereum network through Web3.

The front end of the web application will comprise 3 separate GUIs corresponding to the different roles in the system (eg, payer, provider, and patient) and will map directly to the smart contract claims adjudication function inputs (Figure 5). The roles of the system will be determined by a registration process in which users’ credentials will be validated against CMS registries, confirming proper identification and roles in the Medicare reimbursement process. For example, a patient of the system must provide their Medicare beneficiary number, which will be cross-referenced off-chain against the Medicare database to validate access to the system. Upon proper registration, the user credentials will be stored as well as their associated role, which will be validated with input information from a log-in GUI.

The payer (ie, CMS) GUI presents information about the providers and claims. The current implementation breaks down the claims into 2 lists, verified claims and unverified claims, for the payer to distinguish whether a patient has verified a Medicare claim submitted. The provider GUI presents information regarding patients and allows providers to write information to the blockchain regarding both providing a service and filing a corresponding Medicare claim. The patient GUI presents information regarding the current filed claims made on their behalf and allows a patient to confirm or dispute whether they were provided the health care service or benefit associated with the claim.

Users designated with the payer role also have access to onboard providers who have been verified and registered in the system, pay and/or adjudicate a claim, and read all the claim information regarding providers and patients that have been registered and validated with their organization or agency (in our case, CMS). Users designated with the provider role have access to onboard verified patients and have access to read patient information that has been registered with their entity only. Users designated with the patient role only have access to confirm or dispute claims associated with their verified Medicare digital identity in the system.

The data storage of the current implementation can be categorized into on-chain storage, which is data written to the blockchain, and off-chain storage, which is data stored in a...
traditional database (structured query language-SQL or not only SQL-NoSQL) external to the blockchain network. On-chain data comprise entity relationship information, such as which payer-provider relationships and provider-patient relationships need to be validated as part of the claim adjudication process. On-chain data also comprise information regarding the adjudication of services provided and claims submitted. The on-chain information is stored on Solidity smart contracts, which are deployed to a private Ethereum blockchain and are used to populate the GUIs of the web application via event listeners and Solidity contract calls (Multimedia Appendix 1). Off-chain data comprise user credential information, PHI, Medicare data, and other information needed to authenticate and integrate into the Medicare claims adjudication workflow, as previously discussed.

Finally, patient verification is a crucial step to adjudicate Medicare claims under our framework. To further incentivize patients to participate in the blockchain-based validation process, we have implemented an ERC-20 token to encourage active patient-generated claims validation (see Multimedia Appendix 1 for details on ERC-20 tokens). The ERC-20 token is meant to have dual utility within our framework to encourage patient validation of claims and to incentivize other population health benefits. Further research will explore different utilities for the ERC-20 token to maximize patient participation, such as allowing use of tokens to lower patient cost sharing (ie, co-pays) and incentivizing other health behaviors (eg, issued tokens for claims validation used to lower the cost of prescription drugs and for fitness club memberships).

Figure 4. Overall system architecture of the framework, with React used for the user interface and NodeJS and an Express server used for the back-end processing server. Solidity was the smart contract language used to interact with a local Ethereum blockchain network. The Application Programming Interface is a set of functions and procedures allowing communication between the front-end user interface, back end server, blockchain network as well as access to functions and data of the system. The Ethereum Virtual Machine is the runtime environment for smart contracts in Ethereum. JavaScript Object Notation remote procedure protocol is a specification that defines several data structures and the rules around their processing. Interaction with the Ethereum blockchain starts with sending a request via JSON RPC. API: Application Programming Interface; EVM: Ethereum Virtual Machine; JSON: JavaScript Object Notation; RPC: remote procedure protocol.
Privacy Considerations

As patient claims data are subject to privacy and confidentiality under HIPAA, no PHI or PII will be written to the public Ethereum blockchain. Instead, access to all patient-level claims data will be restricted to permissions validated to the identity of providers and organizations of the DAO with specified roles involved in the claim (ie, HIPAA covered entities); any organization subject to a HIPAA business associate agreement, which needs access to such data; and the patient who is the sole beneficiary of the claim.

All PHI will be stored off-chain isolated in existing systems with identified join and match data attribute fields the only event queried (such as Medicare claim number or Medicare Beneficiary Identifier). The information that will be written to the chain is simply the adjudication of the claim information itself, with encrypted data regarding any patient identifiers, wherein management of public and private keys to access...
third-party databases will be needed to correlate any claim information with PHI or PII. Properly deidentified claims and associated metadata can be written to a separate public chain of the framework for inspection by all stakeholders, including regulators and law enforcement, which can use these data to detect larger patterns of fraud and abuse and suspicious claims or reimbursement activities through existing data mining and predictive analytics approaches.

**Discussion**

**Principal Findings**

The purpose of our blockchain fraud and abuse technical framework and prototype is to enable a shared governance approach to addressing health care fraud and abuse, while also empowering patients with the option and authority to become active participants in the claims verification process. We base this central design principle on 2 key facts: (1) for certain health care claims, patients are best suited to verify whether appropriate health care services have actually been rendered, and (2) patient verification lack of verification of claims provides an important indicator of potential fraud and abuse risk, which can later be confirmed by investigation and can also enable targeted fraud and abuse prevention that is more proactive than current approaches. Hence, our framework focuses on a patient-centered design to address health care fraud and abuse by engaging the patient as a key stakeholder in the claims verification process.

We chose blockchain over existing technologies, such as cloud computing or traditional database storage methods, as our focus is on shared validation of claims in a distributed and immutable ledger that is supported by cryptography. Central to this model is establishing trust in a shared governance approach across multiple parties in the same transaction that also enables the patient to be an additional validating node in this process. These core features, along with the technology application layers enabled by blockchain (eg, smart contracts, digital identity, tokens, and consensus mechanisms), are why blockchain architecture is ideal for this use case.

Specifically, blockchain improves both the security and data integrity of the information stored in a system. However, blockchain technology is not suited for all systems as a data storage solution. To determine the viability of blockchain technology for a health care fraud detection system, we used a structured methodology and flowchart published by Wust and Gervais [33] to determine whether a blockchain is the appropriate technical solution. Properties such as public verifiability, transparency, privacy, integrity, redundancy, and the anchor of trust are all considered when determining whether a blockchain is a viable technology for a given problem. The decision flowchart applied to our fraud and abuse framework is available in Multimedia Appendix 1. By applying this methodology, we concluded that a consortium permissioned blockchain is an appropriate technical solution to solve the problems posed to current health care fraud detection systems.

Furthermore, the use of smart contracts on the blockchain enables an agreed-upon rule set to be automatically executed based on events. This automated event-driven architecture can also be accomplished by traditional systems, but these are generally controlled by a centralized entity. Health care insurance systems involve multiple stakeholders with different incentives. Stakeholders are often forced to trust an entity based on perceived compliance with applicable regulations. Trust in the health care claims system could be significantly improved by automating the execution of rule-based logic through smart contracts. For example, a specific action can be automatically invoked if a patient disputes a health care claim in our system, whereas current systems require detection and auditing of fraud mostly retrospectively.

Our framework also focuses on a patient-centric design, which is compatible with government-wide initiatives led by CMS, including the MyHealthEData initiative (which aims to provide patients with more access and control of their health care records from a device or mobile app of their choice) and the Medicare’s Blue Button 2.0 (which enables patients to access and share claims data) [34]. Importantly, Medicare’s Blue Button initiative provides Medicare beneficiaries with claims data in a universal and secure format, which can be integrated into our proposed framework. Although Blue Button 2.0 provides access to claims data to providers, it does not provide methods for beneficiaries to validate claims or report possible fraud and abuse directly to CMS mediated by technology. Hence, our patient-centric blockchain framework complements this and other CMS data access initiatives, while also ensuring that patients are not just consumers of their claims data but can also take action in the event of a discrepancy.

Central to our approach is also the fact that health care fraud detection has traditionally been implemented via reactive systems that analyze fraudulent claims activity after a claim has already been submitted and has likely been paid. These traditional systems can be costly (as defrauded amount may never be recovered or requires lengthy litigation) and rarely have incorporated any patient feedback when validating the integrity of a Medicare claim. Here, blockchain technology offers a potential solution by creating a tamper-evident and near-immutable audit log of health care claims and transaction data that can be viewed and agreed upon in a distributed ledger by providers, payers (eg, CMS), and patients to collectively verify claims and work collaboratively to identify fraud and abuse.

Our framework also aligns with specific programmatic priorities of HHS to combat health care fraud and abuse, including initiatives to reduce fraud, waste, and improper payments across its different agencies. The Affordable Care Act (ACA) has provided resources to CMS to improve prevention of fraud, waste, and improper payments through its CMS Fraud Prevention Initiative and Fraud Prevention toolkit that enables enhanced collaboration with state and law enforcement partners using predictive modeling technology. Furthermore, the ACA has empowered CMS to jointly develop many Medicare, Medicaid, and Children’s Health Insurance Program antifraud policies, leading to enhanced screening requirements for new providers and suppliers, a concept that aligns well with our stakeholder blockchain validation approach [35,36]. The overall objective of these approaches is to enable health care programs...
to do less paying-and-chasing of fraudulent claims and do more proactive and transparent fraud prevention [35].

CMS also has plans to develop a preventative model that will help identify potential fraud before it occurs by utilizing analytical techniques to improve payment accuracy by identifying, in real time, atypical trends that could be indicators of waste or fraud to appropriately intervene, again representing a good use case for patient validation data that can improve the precision of the proposed analytical models [35]. The rules provide new CMS enforcement tools to fight fraud, such as the ability to suspend payments in cases of credible allegations of fraud that could arise from a patient, and requires a more rigorous screening process for providers and suppliers enrolled in Medicare, including possible cross-termination for federal and state health programs [35]. Using these tools, Medicare and state agencies will be watching for trends that may indicate significant potential for health care fraud and can temporarily stop enrollment of a category or geographic area of providers or suppliers that has been identified as high risk.

Finally, HHS has been given new authority to prevent problematic providers from participating in Medicare. Specifically, the ACA increased the federal sentencing guidelines related to health care frauds involving US $1 million or more in losses to federal health care programs to create more disincentives for this activity. With this new authority also comes the responsibility of both determining and proving that a health care fraud has occurred. Hence, the collection of current CMS’ antifraud goals, initiatives, and authorities provides an opportunity to develop a blockchain-based Medicare fraud detection system that aligns with these objectives for the purposes of integrating and developing a fraud and abuse prevention model modernized for today’s health care and technology offerings.

Possible Benefits, Limitations, and Challenges

The potential benefits of our framework focus on creating verified claims transaction logs and more efficient and validated workflows. First, instead of waiting for fraud and abuse to occur and then reacting to it retrospectively, the system will be designed to actively detect and prevent potential fraud and abuse and other noncriminal activities (eg, overbilling, unintentional upcoding, and billing errors) using a layer of patient validation that is not currently available in legacy claims adjudication systems.

It will also add a layer of aggregated data to detect more systemic forms of fraud and abuse that can be mined for geographic areas, vulnerable patient populations, and specific health care providers that may be prone to fraud and abuse activities. This claims workflow data generated by the framework, which can also be properly deidentified, could be written to a public chain for the purpose of data mining and research. In addition, cryptographically validated multistakeholder claims data (eg, the claim submitted, validating the identities of stakeholders, and consensus established about the claim) could also enable more efficient machine learning approaches to detect patterns and risk factors of fraud and abuse not available from current static claims data.

If our approach was implemented to augment the current health care fraud detection system and was able to prevent just 1% of the current lost value, it would have saved the US health care system over US $25 million. Furthermore, by automating a larger portion of the health care fraud detection system, cumbersome and tedious tasks such as the human review of health care claims could be reduced. Hence, incorporating a trust-based technology such as blockchain into health care fraud detection systems can have economic benefits and technical utility but needs further testing with real-world or synthetic data to assess feasibility.

However, there are also certain limitations and challenges associated with implementing our proposed Medicare blockchain fraud and abuse prevention system. First, full participation from all stakeholders in the Medicare claims lifecycle (eg, CMS, providers, and patients) will require a comprehensive process of integrating with existing information technology systems, identification of interoperability challenges, and ensuring the use of appropriate data standards (such as Blue Button 2.0, Accredited Standards Committee X12, and HL7 FHIR). However, integrating provider billing and revenue management cycle systems, existing Medicare databases and APIs, and a front end that can interact with the patient will likely prove challenging.

Furthermore, abuse of the framework system itself must be considered and mitigated. For example, there may be an attempt to manipulate the consensus between all stakeholders regarding a record of events. This includes situations where the beneficiary may be complicit with a fraud and abuse scheme, a situation where patient validation may actually lead to incorrect adjudication of a fraudulent claim. This is of specific concern when a patient may have a clear incentive to participate and benefit from fraud and abuse, such as in the context of opioid use disorder and drug diversion [37]. Our system will take multiple measures to identify and proactively prevent cases where both the provider and patient cooperate in fraud and abuse, with modifications to the smart contract claims adjudication process and consensus mechanism specific to high-risk claims and patient profiles. However, adding the patient to validation may also enhance anomaly detection when unusual validation behavior occurs and could also act as a cryptographically hashed affirmation and evidence of wrongdoing by a provider or patient for use in prosecution.

Owing to the different incentives available to providers, payers, and patients, a proper and mutually agreed upon consensus algorithm will need to be implemented to address many of these challenges. In addition, we have discussed the use of ERC-20 tokens in our framework to incentivize patients to verify claims. Along with ensuring that claims data are represented in a way that patients can understand and verify (including the translation of claims codes in lay terms and education on health literacy), proper incentives need to be in place to encourage patients to validate claims correctly. Tokens may also disincentivize bad behavior. For example, if a patient is complicit in a fraud and abuse scheme, token payments can be withheld, and even possible additional penalties could be applied to a patient’s validated Medicare identity. Hence, the tokenomics of reporting...
fraud and abuse and the benefits to the patient and Medicare itself, need further design and testing.

The framework we developed builds upon an emerging body of innovation seeking to transform the health care data and claims workflows using blockchain technology. However, all these proposals, including our own framework, face barriers to adoption and implementation that require further experimentation, assessment, and active collaboration with the health care community. In fact, although our framework focuses on CMS and Medicare, a similar consortium blockchain design tailored to a private payer’s own closed network of providers and beneficiaries might represent a more pragmatic approach to detecting fraud and abuse and enable better integration with more centralized systems. Future work on our framework will focus on reference models for different payer and provider network consortium types.

Conclusions
Our blockchain framework proposes a tamper-evident and near-immutable audit log of health care claims and transaction data that can be viewed and agreed upon in a distributed ledger by providers, health care organizations, payers, regulators, and most importantly patients to verify claims for the purposes of limiting the loss of more than US $2 billion to health care fraud and abuse every year. Future studies of our proposed framework and prototype will need to focus on using synthetic or historic CMS claims data to assess the real-world viability of the framework.
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Abstract

Background: Digital health is well-positioned in low and middle-income countries (LMICs) to revolutionize health care due, in part, to increasing mobile phone access and internet connectivity. This paper evaluates the underlying factors that can potentially facilitate or hinder the progress of digital health in Pakistan.

Objective: The objective of this study is to identify the current digital health projects and studies being carried out in Pakistan, as well as the key stakeholders involved in these initiatives. We aim to follow a mixed-methods strategy and to evaluate these projects and studies through a strengths, weaknesses, opportunities, and threats (SWOT) analysis to identify the internal and external factors that can potentially facilitate or hinder the progress of digital health in Pakistan.

Methods: This study aims to evaluate digital health projects carried out in the last 5 years in Pakistan with mixed methods. The qualitative and quantitative data obtained from field surveys were categorized according to the World Health Organization’s (WHO) recommended building blocks for health systems research, and the data were analyzed using a SWOT analysis strategy.

Results: Of the digital health projects carried out in the last 5 years in Pakistan, 51 are studied. Of these projects, 46% (23/51) used technology for conducting research, 30% (15/51) used technology for implementation, and 12% (6/51) used technology for app development. The health domains targeted were general health (23/51, 46%), immunization (13/51, 26%), and diagnostics (5/51, 10%). Smartphones and devices were used in 55% (28/51) of the interventions, and 59% (30/51) of projects included plans for scaling up. Artificial intelligence (AI) or machine learning (ML) was used in 31% (16/51) of projects, and 74% (38/51) of interventions were being evaluated. The barriers faced by developers during the implementation phase included the populations’ inability to use the technology or mobile phones in 21% (11/51) of projects, costs in 16% (8/51) of projects, and privacy concerns in 12% (6/51) of projects.
Conclusions: We conclude that while digital health has a promising future in Pakistan, it is still in its infancy at the time of this study. However, due to the coronavirus disease 2019 (COVID-19) pandemic, there is an increase in demand for digital health and implementation of health outcomes following global social distancing protocols, especially in LMICs. Hence, there is a need for active involvement by public and private organizations to regulate, mobilize, and expand the digital health sector for the improvement of health care systems in countries.

(J Med Internet Res 2020;22(9):e21691) doi:10.2196/21691
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Introduction

The World Health Organization (WHO) addresses digital health as a global strategy in 2020-2024, and its digital health policy draft defines digital health as “the field of knowledge and practice associated with the development and use of digital technologies to improve health” [1]. It is a broad umbrella term encompassing mobile health (mHealth), eHealth, telemedicine, and advanced computing sciences like genomics, artificial intelligence (AI), and big data [2]. Digital health is a rapidly growing industry that, according to some estimates, is expected to be valued at US $504.4 billion by the end of 2025 [3]. It is being viewed as an accessible and affordable solution for people who do not have access to the traditional health system, and an important tool in achieving sustainable development goals [4].

Digital technologies like artificial intelligence (AI) and machine learning (ML) are an integral part of many businesses and companies in the developed world. They are a driving force in multimillion-dollar industries, such as automotive manufacturers, who rely on AI to, for example, predict when cars might need repair to ensure the safety of passengers [5]; the banking sector, where AI is applied to detect fraudulent transactions [6]; and Silicon Valley giants like Google, Facebook, and others, who have formed a consortium for conducting research intended to improve the understanding of AI technologies for the improved welfare of society [7]. The health sector is also embracing the digital revolution; digital health technology in developed countries is being employed in major aspects of the health care process, including consultation, diagnosis, treatment, monitoring, patient education, behavioral modification, and medication adherence [8-11]. In the fast-growing field of health AI, a recent study in Japan used an AI-based diagnostic system that demonstrated a higher diagnostic accuracy for esophageal carcinoma than those from conventional methods [12]. A retrospective study conducted to evaluate the accuracy of AI in predicting the mammograms of biopsy-proven breast cancer patients showed that AI outperformed all of the human readers [13]. Similar studies conducted on dermatological lesions using deep convolutional neural networks have shown that the ability of AI to classify malignant and nonmalignant conditions correctly is comparable to that of board-certified dermatologists [14].

A meta-analysis evaluating the impact of digital health interventions on noncommunicable diseases (NCDs) showed that the interventions significantly reduced the occurrence of cardiovascular outcomes such as stroke and myocardial infarction through positive behavior change theory [15]. mHealth-based interventions such as MyAirCoach (Asthma UK) are helping patients achieve better control of asthma-related symptoms by educating them on proper inhaler use and providing personalized treatment plans in coordination with health care providers in cases of exacerbations [16]. As seen in relevant randomized controlled trials, this intervention is part of an initiative to digitalize asthma care in the National Health Service (NHS) in the United Kingdom [16-18]. In the United States, over 61% of health care institutions provide telemedicine services, which are covered by insurance policies and Medicare programs [19,20]. According to estimates, telemedicine services helped the US Department of Veterans Affairs reduce its hospitalization for mental health diseases by over 40% in 2012 [21,22].

The expansion of mobile and wireless technologies offers an unprecedented opportunity for global health delivery in low and middle-income countries (LMICs). Digital health innovations are addressing issues such as maternal, newborn, and child health; low immunization coverage; lack of access to life-saving medications; infectious disease outbreaks; and the increasing burden of NCDs [23,24]. Sub-Saharan African countries are using an SMS text messaging technology project, SMS for Life, to ensure accurate reporting of real-time facility stock data to reduce antimalarial drug stock-outs [25,26]. India is using digital health tools to combat tuberculosis pandemics through eCompliance, which helps to monitor patients in real-time, ensure better medication adherence, and decrease treatment default rates [27-29]. Bangladesh is storing its health information data in a common data repository called the District Health Information Software 2 (DHIS2, Health Information Systems Programme), which allows for real-time monitoring, accurate localization of under-resourced areas, and better resource allocation [30,31].

In Pakistan, the doctor-to-patient ratio is close to 0.83 physicians per 1000 individuals in the population. Digital health interventions are being designed to address various health care needs. Several SMS-based interventions are being used to improve medication compliance in patients with NCDs [32], and telemedicine tools are being used to educate patients and to keep health care professionals abreast of medical advancements [33]. Moreover, as many female doctors leave clinical practice due to household and childcare responsibilities, telemedicine initiatives such as eDoctor (SE Software Technologies) and Sehat Kahani (Grocode.io) enable them to conduct their medical practices remotely via online patient consultation through a telehealth platform [34-36]. Another intervention, a mobile app called Teeku (Aga Khan University)
aimed at helping vaccinators record immunization data, generated reliable data for better monitoring and improved the coverage of expanded program on immunization (EPI) vaccines such as the pentavalent and pneumococcal conjugate vaccine [37]. Outbreak investigation and surveillance is another relevant public health domain that can be improved with digital health interventions. In 2011, after a particularly severe Dengue outbreak, a GPS-enabled mobile application called the Dengue Activity Tracking System (Punjab Information Technology Board) was developed to track suspected and confirmed cases of dengue [38]. In 2 recent epidemics of the extensively drug-resistant typhoid and human immunodeficiency virus (HIV) in the province of Sindh, geospatial mapping helped considerably with identifying the root causes of the outbreaks and with isolating cases and their spreads [39,40].

These aforementioned programs are just a few examples of successful digital health interventions carried out in Pakistan, despite limited resources available due to the financial constraints of the country. Mobile app solutions and social media have been shown to be quite effective in various programs worldwide, but there is limited data from LMICs on the use of emerging technologies in improving health care services. In this study, we propose to identify the current digital health projects being carried out in Pakistan and the key stakeholders involved in these initiatives. Further, we evaluate these projects and studies through strengths, weaknesses, opportunities, and threats (SWOT) analysis to identify the internal and external factors which can potentially facilitate or hinder the progress of digital health in Pakistan.

This will enable us to highlight specific challenges and areas that require digital health, to assess gaps in the current system, and to identify the roles of health care providers, technology partners, public and private partners, and policymakers in creating an environment for digital health fraternity to sustain prosperity.

**Methods**

**Identification of the Targeted Population**

The main objective of this study is to investigate the major digital health interventions in Pakistan during the last 5 years. The target population includes individuals or teams who have used technology-based interventions in the field of digital health.

**Research Design**

This study is conducted through mixed methods [41,42]. The data were gathered following the conceptual framework of Arksey and Mallor [43], categorized according to the WHO’s recommended building blocks for health systems research and analyzed using the SWOT analysis strategy [44].

**Figure 1** describes the flow of the study and the major components of the study methodology. The study was divided into 3 phases: Phase 1 was related to a literature search to identify relevant authors, papers, and interventions; Phase 2 was related to questionnaire development, piloting, and data collection using a mixed-methods approach; Phase 3 involved the SWOT analysis of the collected data.
**Inclusion and Exclusion Criteria**

All studies in digital health conducted in Pakistan over the last 5 years were included.

Projects, innovations, and interventions that were completed more than 5 years ago in Pakistan were excluded from our study.

**Research Population**

An electronic, systematic, in-depth literature search was conducted in March 2019 using PubMed, Google Scholar, Web of Science, J.Store, Academia, and Pak Medinet. The key medical subject headings (MeSH) terms used for these databases included “mHealth” [MeSH Terms] AND “Pakistan” [MeSH Terms], “digital health” [MeSH Terms], OR “telehealth” [MeSH Terms], OR “Mobile phones” [MeSH Terms], OR “Cell Phone”[MeSH Terms] OR “Mobile Applications”[MeSH Terms] OR “Text Messaging”[MeSH Terms] OR “Telemedicine”[MeSH Terms] AND “Pakistan”[MeSH Terms].

A search strategy similar to that of a systematic review was used to identify the maximum number of interventions, projects, studies, or smartphone applications that had been carried out in the field of digital health in Pakistan. The search for published studies was not limited to any particular study design; all types of study designs were included.

In addition to published work, applications uploaded on Google Play store were also evaluated and shortlisted for further analysis. Google Play was thoroughly searched, as 95% of the smartphones used in Pakistan are Android-based, and usually, the apps available in other app stores are already on this platform [45,46]. We also contacted the eHealth Association of Pakistan (eHAP) for information on current digital health studies. Studies were excluded from the review if the project was not based in Pakistan, did not explicitly involve digital health interventions (e.g., telemedicine, other types of eHealth, or used other telecommunication technologies such computers, internet, or email), or examined only feasibility or acceptance of eHealth in society.

The data collected was then independently assessed for inclusion and eligibility. Any duplicated titles were removed, and the final list of published studies, projects, innovations, and smartphone applications was then imported on to a Microsoft Excel file (Multimedia Appendix 1). The projects were divided into different categories, including telemedicine projects, mobile apps, studies published in the last five years, as well as their authors, provinces, and institutions that the authors were
affiliated with. This system of organization eased the process of approaching respondents.

**Identification of Stakeholders and Mapping**

The project team then made efforts to contact the stakeholders of the projects identified in the literature search and brief them regarding the study objectives. This data was used for stakeholder engagement activities, including questionnaire surveys and co-design workshops. The co-design workshops were carried out in various cities in Pakistan. For this study, 51 stakeholders were approached. Each participant or stakeholder represented an individual study or intervention. The organizing team members met the stakeholders, both in-person and online, to ensure streamlined communication with everyone involved. This also provided information regarding other unreported or unpublished technical innovations.

**Questionnaire Development and Administration of the Stakeholder Survey**

A questionnaire with qualitative and quantitative sections was developed for data collection, which included both open-ended and close-ended questions. The questionnaire included sections on (1) the respondents’ details, (2) project details, (3) team details, (4) project technology, (5) project evaluation, and (5) ethics in digital health, which were captured in line with the WHO’s building blocks for health systems [44,47]. Pilot testing of the questionnaire was conducted initially to help us refine the questionnaire. The finalized study questionnaire was administered to the core project team members who had health and technology expertise.

**Data Analysis**

A mixed-methods strategy was used for data analysis. The collected data was divided into 3 sets of analysis: quantitative, qualitative, and SWOT analysis. The quantitative data were analyzed in Matrix Laboratory (MATLAB R2015b 9.7, MathWorks) and SPSS (version 19.0, IBM Corp) to run basic frequencies, while the qualitative data were reviewed for familiarization, coding, and the generation of themes. The findings were presented as a descriptive summary and thematically analyzed according to the WHO’s defined health system building blocks [44,47]. The main frequencies of the quantitative data and the themes derived from the qualitative data were summarized and extracted into a table of 4 main groups: strengths, weaknesses, opportunities, and threats (SWOT).

SWOT analysis was performed to identify the internal factors (including the demographics of the researcher and the institute, scalability, sources of funding, and feasibility) and external factors (including the diseases targeted by the projects, technologies being used to carry out the intervention, monitoring and evaluation, and ethical challenges) that influenced the implementation of the project or study [48]. SWOT analysis also provided insight into the often complex relationships between the various factors and aspects necessary to create sustainable improvements. Lastly, SWOT analysis was used to serve as a main strategic project planning tool to better inform decision makers in evaluating the impact of different digital health initiatives in Pakistan.

**Data Management**

The finalized questionnaire was developed as a web-based application connected to a MySQL database server, hosted on a secured local cloud. The development of the web application was tested for correctness, timely data inputs, and secure data saving. The team administering the questionnaire was trained in 2 separate group sessions, in which the study methodology and design were explained, and each question and the associated probes were discussed in detail. This team was then divided to approach the stakeholders individually and administer the questionnaire through face-to-face, telephonic, interviews lasting 20-30 minutes, after obtaining the interviewees’ written consent. The responses were uploaded in real-time and stored anonymously using a coded respondent ID, and both quantitative and qualitative inputs were stored digitally.

**Ethical Considerations**

The study protocol and associated study instruments, including the consent form, were approved by NED University of Engineering and Technology and Aga Khan University’s Ethics Review Board before the commencement of any study activities.

**Results**

**Quantitative Results**

Baseline information of the quantitative survey is shared in Table 1. Most of the 51 respondents were public sector (17/51, 34%) and private sector (17/51, 34%) employees working in health care organizations, followed by academia (9/51, 17%) and nongovernmental organizations (1/51, 2%). Of the 51 projects, 57% (29/51) commenced after 2016, 33% (17/51) commenced between 2011 and 2015, and 6% (3/51) commenced between 2006 and 2010. Regarding funding, 37% (19/51) of interventions were funded internally, followed by 29% (15/51) funded internationally and 16% (8/51) funded nationally. Of the applications designed, 56% (28/51) were close source and 14% (7/51) were open source.
Table 1. Baseline information of the digital health studies and projects in Pakistan (N=51).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>5 (10)</td>
</tr>
<tr>
<td>31-40</td>
<td>31 (61)</td>
</tr>
<tr>
<td>41-50</td>
<td>10 (20)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>5 (9)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>41 (80)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (20)</td>
</tr>
<tr>
<td><strong>Field of expertise (n=47)</strong></td>
<td></td>
</tr>
<tr>
<td>Information technology</td>
<td>22 (47)</td>
</tr>
<tr>
<td>Engineering</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Public health</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Digital health</td>
<td>9 (19)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (9)</td>
</tr>
<tr>
<td><strong>Department (n=44)</strong></td>
<td></td>
</tr>
<tr>
<td>Computer science and information technology</td>
<td>11 (25)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>9 (21)</td>
</tr>
<tr>
<td>Primary and secondary health care department</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Engineering</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (18)</td>
</tr>
<tr>
<td><strong>Province/territory where the project is being conducted</strong></td>
<td></td>
</tr>
<tr>
<td>Sindh</td>
<td>32 (65)</td>
</tr>
<tr>
<td>Punjab</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Federal capital</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Gilgit Baltistan</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Khyber Pakhtunkhwa</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Not answered</td>
<td>2(4)</td>
</tr>
<tr>
<td><strong>Developer of the application (n=43)</strong></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>16 (37)</td>
</tr>
<tr>
<td>Private institute</td>
<td>12 (28)</td>
</tr>
<tr>
<td>Semi-government institute</td>
<td>8 (19)</td>
</tr>
<tr>
<td>Individual developer</td>
<td>7 (16)</td>
</tr>
<tr>
<td><strong>How do you define work on technology in health? (n=43)</strong></td>
<td></td>
</tr>
<tr>
<td>Digital health</td>
<td>19 (44)</td>
</tr>
<tr>
<td>Technology in health</td>
<td>16 (37)</td>
</tr>
<tr>
<td>General health</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Geospatial</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Device development</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Did you report the study/project dissemination? Select all that apply (n=31).</strong></td>
<td></td>
</tr>
<tr>
<td>Publications</td>
<td>12 (39)</td>
</tr>
<tr>
<td>Websites/blogs</td>
<td>11 (35)</td>
</tr>
<tr>
<td>Government and funding agency</td>
<td>5 (16)</td>
</tr>
</tbody>
</table>
Of the 51 interventions, 45% (23/51) were centered around research, 29% (15/51) on implementation, 12% (6/51) on application or software development, 4% (2/51) each on prototype or device development, and 2% (2/51) each for commercial projects and system development. Core teams consisted of professionals from different backgrounds; information technology (IT) professionals comprised 40% (21/51) of the core teams, followed by investigators (5/51, 10%), epidemiologists (5/51, 10%), students (4/51, 8%), administrators (3/51, 7%), health care professionals (3/51, 7%), field staff (3/51, 7%), electrical engineers (2/51, 4%), biomedical engineers (2/51, 4%), psychologists (2/51, 4%), and cell phone providers (1/51, 2%).

The health domains targeted by the interventions included general health (23/51, 46%), immunization (13/51, 26%), diagnostics (5/51, 10%), and mental health and behavioral change (3/51, 6%). The disease outcomes targeted were NCDs in 56% (29/51) of the interventions, infectious diseases in 33% (17/51) of the interventions, and mental health in 7% (4/51) of the interventions. In regard to target populations, 33% (17/51) of the interventions catered to the general population, 30% (15/51) were specifically for children and adolescents, and 20% (10/51) targeted adults only. The targeted population belonged to all the socioeconomic classes, with 39% (20/51) belonging to the middle class, 38% (19/51) to lower socioeconomic class, and 23% (12/51) to upper socioeconomic class, as per the participants’ self-rating.

These projects are also using innovative ideas for their implementation: 30% (15/51) of the respondents reported using a new technique or method, 17% (9/51) implemented the technology in a novel way, and 15% (8/51) used a centralized system; 9% (5/51) of the interventions were low-cost and mobile app–based and another 9% (5/51) were based in remote areas with constraint settings.

Smartphones and devices were the most commonly used component of digital health, used in 55% (28/51) of the interventions; websites and portals were employed in 25% (13/51), telehealth was used in 9% (5/51), special devices like e-stethoscopes and e-ultrasounds were used in 9% (5/51) of the projects, and 3% (2/51) used feature mobile phones and functional phones. When asked about barriers encountered in study implementation, 21% (11/51) reported that the population could not use the technology or mobile phones. Cost was the second most common barrier, reported by 16% (8/51) of the respondents, followed by privacy concerns, which were raised by 12% (6/51) of the respondents.

At the time of the study, 37% (19/51) of projects were fully operational, 26% (13/51) were completed, and 15% (8/51) were in the process of being scaled up. In regard to the development stage of the technologies, 44% (22/51) of the technologies used in the interventions were fully launched, 34% (17/51) were in the pilot phase, 16% (8/51) were in the conceptual stage, and only 3% (2/51) of the technologies employed were regularized.

Major barriers faced in implementing the project-specific technology were the cost of technology for 28% (14/51) of the projects, lack of skilled personnel for 18% (9/51), and internet connectivity issues for 16% (8/51). The major costs involved in most projects were equipment and infrastructure costs in 42% (21/51) of the projects, followed by human resource personnel for 23% (12/51) and field implementation for 18% (9/51). For storage, 73% (37/51) of projects used a local server for data storage while the rest (14/51, 27%) engaged cloud technology. MySQL was used in 66% (34/51) of projects as a server for the database, while 11% (6/51) used SQLite, 9% (5/51) used Firebase, and 9% (5/51) used Postgres Structure Query Language (PostgreSQL). Programming languages used include Java (15/51, 30%), C/C++ (12/51, 24%), PHP (10/51, 20%), Python and Java (4/51, 7% each), DOT Net and ROR (3/51, 6%), AVG.

Users were required to undergo some training specific to the technology being used in 76% (39/51) of the interventions, and this training varied in terms of duration. The individuals and groups most likely to benefit from the interventions are health care providers (22/51, 44%), followed by global health organizations (17/51, 33%) and digital health administration (17/51, 33%). At the time of the survey, 74% (38/51) of the projects were being evaluated.

AI or ML is being used in 31% (16/51) of the projects, with most projects using TensorFlow (19/51, 38%), MATLAB (16/51, 31%), and General Architecture for Text Engineering (GATE; 8/51, 15%). Only 2% (1/51) of the projects were connected to a national database. Plans for scaling up were present in 59% (30/51) of the projects; 13% (7/51) were fully commercialized and 7% (4/51) were awaiting patent approval. Data were accessible to only the administrators in 76% (39/51) of the projects. Funding agencies and universities were given access to 5% (3/51) of the projects. All respondents agreed on having a data retention policy beyond the project duration. Ethics board approval before implementation was required for 51% (26/51) of the projects, 33% (17/51) required licensed software, and 6% (3/51) required approval from regulatory bodies before implementation. Written consent from participants was taken in 42% (21/51) of projects, 33% (17/51) utilized verbal consent, 7% (4/51) used electronic consent, 9% (5/51) each did not take consent or did not require it for the intervention.

### Qualitative Results

The 4 SWOT themes that were identified are the following: (1) project novelty, (2) technology constraint, (3) catalyzing culture, and (4) workforce training duration.

### Project Novelty

The results of the study show that the research population, including professionals in IT, engineering, public health, and digital health across different provinces, prefer project innovation to be focused on the domains of telehealth, AI diagnostics, and the digitization of EPI data. At present, the...
projects are in different phases of development, such as exploratory, research, ideation, delivery, and others.

**Technology Constraints**

The professionals with diverse backgrounds (which include individuals from IT, engineering, public health, and digital health) face many barriers in implementing the technology due to the following: (1) patentability; (2) little deployment of mHealth apps and new digital tools in current clinical practices; (3) a communication gap between multiple stakeholders (which include technology entrepreneurs, investors, developers, researchers, and practicing physicians) because of the complexity and involvement of experts from diverse domains in digital health projects (the data shows that clinical experts were only involved in the implementation phase and were not represented or asked for input at the planning and initiation phases of the interventions); (4) lack of evidence on the validations of digital health devices and smartphone apps; (5) unavailability of regulatory frameworks.

On the other hand, the existing technologies currently used do not support large data sets, the replacement of gadgets is costly, and the tools for natural language processing for local languages are unavailable.

**Catalyzing Culture**

There is a communication gap when it comes to exchanging ideas and initiatives, primarily between physicians, technology experts, and researchers. Hence, there is a need for better communication to scale up and integrate digital health into the health care system in Pakistan. In addition, there should be advanced collaborative pathways to improve user wellbeing where the roles of investors, their responsibility, rights, and transparency should be clearly described. The result of this study shows that participants felt that there is a lack of guidance on how to utilize technologies to better suit the objectives of digital health interventions.

**Workforce Training Duration**

On-the-job training becomes pivotal in enabling individuals to acquire essential skills (related to technology advancement) for a meaningful contribution. For the teams involved in these projects to acquire a basic understanding before initiation, 2 to 3 training days were considered. Another important point raised was the need for digital health certificate programs for an average of 6 months, as these can advance one’s career further.

**SWOT Analysis**

**Profiles of the Projects**

The set of projects selected for this study is representative of all the provinces in Pakistan. The academic sector is contributing significantly to digital health in Pakistan. There were a good number of projects which were funded internally through their parent organization; this is an important factor in increasing the chances of the scalability and sustainability of the intervention as self-reported by the participants. The interventions in these projects targeted the general health of the population, focusing on both communicable and noncommunicable diseases, and providing services to individuals from all socioeconomic groups. There was, however, less focus on subspecialty medicine in the interventions as most projects were found to revolve around family medicine and general health domains. The interventions under study did not use geospatial technology as part of their interventions for local health problems such as regional outbreaks, epidemics, and surveillance activities. The use of AI and ML was observed to be used at the rudimentary level, either due to a lack of big data sets or access to the main datasets.

A significant proportion of the interventions were based on smartphones, which are owned by less than one-third of the population [49]. Digital health is steadily growing as an industry in Pakistan, and there are a lot of opportunities to work with different health care providers in both programmatic and research domains as part of public health and clinical settings. Globally, digital health has been used to address domains like mental health and maternal and child health; however, in our SWOT analysis, there were limited studies in this domain and hence this could be a very important opportunity—perhaps even more relevant now due to the COVID-19 pandemic [50]. AI and ML are currently revolutionizing the digital health landscape across the world, and the Pakistani health care community needs to take advantage of such technologies to derive significant benefits for the population’s health.

In our study findings, one of the major constraints in conducting and scaling up technology-based interventions and programs in Pakistan was the low availability of human resources with technology-specific skills in addition to restricted local training and capacity building opportunities. There is also a low trend of sharing data publicly due to multiple reasons, as reflected in the low percentage of studies published in the public domain, an issue that raises serious concerns. The technologies being used in most projects are old generation, and this can make stability and sustainability challenging to achieve. Currently, there is a trend in Pakistan to develop custom-made software in-house, thus limiting value for money and creativity. Further details are displayed in Multimedia Appendix 2.

**Project Team Characteristics**

The teams were diverse with professionals belonging to different disciplines, reflecting collaboration across different sectors. A good representation of IT professionals is central to making sure the projects are technologically sound. The results of the study show that professionals belonging to different industries prefer project novelty to be a focus in the domains of telehealth, AI diagnostics, and digitization of EPI data. At present, the projects are in various phases, including exploratory, research, ideation, proof of concept, and implementation.

There is a noticeably low representation of individuals with research and evaluation backgrounds in the project teams, and IT experts and clinical teams might not have the bandwidth to evaluate the impact of these projects. The basics of digital health and its importance can be introduced to students at the undergraduate and postgraduate levels in health care and IT disciplines. There is room for better collaboration across various sectors. Health care and IT professionals especially have an important role to play in shaping the future of digital health and therefore need to get involved. There was a significant proportion of projects designed entirely by individual developers. While this may have certain advantages, often these...
developers lack the insight that health care professionals have regarding the needs of the patients and the health system in general.

The Technology Used in Current Projects

Most projects are employing advanced technologies to store data. MySQL is a popular, easy-to-use framework [51,52]. Most initiatives are currently saving data on local servers, which ensure data privacy. The local servers used for storage come with the drawback of high maintenance cost and high bandwidth. Also, these servers may not be practically usable when the interventions are scaled up. Projects studied are also employing interactive modes of communication to engage the users better.

Some projects are still using outdated programming frameworks that have been replaced worldwide, inhibiting the use of state-of-the-art analytical and decision support features such as Python and geospatial technology such as imaging, analytics, mapping tools, and AI and ML. These limitations can be overcome with the use of technology frameworks that consume lower bandwidth, capacity building for Python and other modern technical software languages, AI and ML, and cloud-based services. It was also noted that the majority of the end-users of the projects required some training before use. There is little to no cybersecurity and regulation of the technology used to gather the data, and little expertise to develop more secure systems. There is also a lack of an established mechanism to determine the effectiveness of training and capacity in the area of cybersecurity.

Project Evaluation

At the time of the survey, most of the projects were undergoing an evaluation process using a variety of tools, and a high proportion of them were being scaled up, which reflects the acceptability and success of digital health interventions in the society. Most of the participants consider the strengths of the project in terms of technology, focusing on the use of hospital information systems, AI models, patient monitoring and information tracking system, cloud base, time consultation, and square database in their existing projects. On the other hand, the participants consider a lack of resources, unavailability of technology solutions, and a lack of integration with allied systems as the major factors limiting project advancement and scalability. There is an extremely low ratio of manuscript publications in the digital health domain due to the lack of technical skills and ethical implications; hence, most of the relevant work is not published on scientific forums. Therefore, the majority of projects are only being reported on project websites and blogs, which may often exaggerate the impact of the interventions and may not be based on valid evidence or reality.

There are a lot of opportunities to employ AI and ML techniques in the evaluation of big data sets, as these tools are readily available in Pakistan. More projects need to be connected with national databases and registries. This will help in scaling up the projects from the implementation and commercialization perspective. Stringent monitoring and evaluation of the overall project, in addition to technology and clinical aspects, need to be improved. Furthermore, improvement in the reporting standards is also required to enhance the quality and efficacy of digital health-based interventions and programs. There is an increased reliance on conventional paper-based checklists and rudimentary tools lacking coverage of technology and health aspects.

Ethics in Digital Health

All our respondents agreed on having their digital health projects regulated by independent ethics committees, with access to data limited to relevant personnel only. The stakeholders were also mindful of the importance of data retention and archiving. Of the 51 projects examined, 10% (5/51) did not obtain consent from the end-users related to the project, which might include clinical or personal identifier data. Around half of the studies had ethical approval to implement the projects or the study. The majority of the participants felt the need for an independent ethics committee led by the local institution as opposed to a regional or public based ethical committee. However, one common critique of local ethical boards is the poor quality and the lack of adherence to national and international guidelines. Unfortunately, not following the standard guidelines might have ethical and legal implications not only for the study but to the parent institute as well. Hence, strict compliance with the ethical standards set by national and international standards is highly recommended.

There is also a pressing need at the national level to establish ethical frameworks, standardize consent norms, and identify the regulatory approvals needed before a project can be implemented and launched, especially when something is scaled at a larger level. The Ministry of Information Technology and Telecom in Pakistan appears to be the body with the relevant mandate. There is currently a limited national effort dedicated to addressing the ethical concerns that arise in digital health projects, such as data privacy, retention, and determining the situations when consent is not required.

Discussion

Principal Findings

This is the first study conducted in Pakistan that looks at digital health interventions at a national level using SWOT analysis, and that also examines the technology and ethical dimensions of digital health. In the baseline survey, both qualitative and quantitative data were collected using a mixed-methods strategy; therefore, SWOT analysis was the most suitable strategy to analyze the data and highlight the impact of different digital health initiatives in Pakistan, as it allowed for the identification of internal factors as well as external factors that influence the implementation of these initiatives.

Overall, digital health or the use of technology in all domains of health is an emerging factor globally, and especially in resource-constrained settings; it can be a powerful solution for improving health outcomes locally and at the grass-root levels. This study and SWOT analysis were conducted just before the global COVID-19 pandemic. However, the findings obtained resonate with the demand and improvement in digital health interventions and innovations in line with the health system. Since the COVID-19 pandemic, the role of and demand for
digital health has increased significantly, and in some scenarios, it is the only viable solution for moving forward while following a social distancing strategy. In Pakistan, the use of digital health technologies in handling the COVID-19 pandemic has surged, especially in the public sector; 3 notable interventions being implemented include: (1) real-time registries and dashboards to visualize and download positive cases and relevant data, (2) a COVID-19-specific telehealth portal where patients can consult a doctor online, (3) an SMS text messaging–based EHSAAAS emergency cash transfer program providing financial support to citizens identified by the government’s poverty criteria during the enforced COVID-19 lockdown [53–56].

Due to resource constraints, the current infrastructure of Pakistan still struggles with providing access to high-speed internet and smartphones to two-thirds of its population [46]. Furthermore, high budget requirements in the establishment and implementation of technology-based interventions, including human resources and infrastructure costs like software and servers, is a major barrier among countries under-budgeted for technology and health sectors such as Pakistan [53]. This limits the potential impact of technology-based interventions that could be carried out for a more extensive and socioeconomically diverse audience [46].

Our study revealed that 36% (18/51) of the current projects involve smartphones as a medium for service delivery, which is in line with Pakistan Telecommunication Authority (PTA) data which states a similar number of smartphone ownership. However, on closer inspection, most of the smartphone owners are concentrated in urban populations, sometimes with one person owning more than one smartphone [46]. Similarly, the nationwide Pakistan Demographic and Health Survey 2017-2018 revealed that 22.9% of urban households had an internet connection compared to 4.9% in rural areas [54]. While smartphones offer an interactive interface and allow for more complex web-based applications to be developed, the generalizability of these interventions or programs is limited due to the non-accessibility of smartphones to the majority of the population in present-day Pakistan. Hence, looking at the ground reality, any successful interventions with an excellent outreach would have to be generalizable to a majority of the population, even if it is not the most advanced technology.

Our SWOT analysis also highlighted that most hospitals, basic health care units, and tertiary centers do not have the capacity to incorporate digital health interventions, and therefore all the efforts being made in this area are fragmented and vertical. Electronic health records (EHRs) are an indispensable tool in aligning digital health projects with the existing health system [55,56]. A study done in the province of Khyber Pakhtunkhwa in 2017 revealed that of the 35 hospitals studied, only 1 (0.03%) fulfilled all the requirements of basic EHRs [57]. An eHealth readiness assessment in Pakistan reported low e-literacy in health care professionals and showed that the cost of technology is a major barrier faced by hospitals in introducing EHRs, reflecting the need for health care staff training on the proper usage of digital health tools and technology before technology implementation on a larger scale [61–63].

The projects in this study originated from various sectors, with equal representation from the public (17/51, 34%) and private (17/51, 34%) sectors. This is a novel approach, as previous research was less balanced (eg, in a study based in Bangladesh, the private sector was the primary contributor [44]). The active involvement of the public sector is very promising, as no sustainable impact can be made without the active participation of the public sector.

One major gap identified in the analysis was the lack of ethical and legal regulations at the national level. The Ministry of Health and the Ministry of Information Technology and Telecommunications in Pakistan have to work together to implement a policy for regulating the use of technology in the health sector and standardize the procedures for developing and executing digital health–based projects. However, health is a provincial matter in Pakistan while IT is a federal subject; this will present a challenge in this regard. Our results also showed that only 1 project was connected to a national database; this demonstrates the need for better collaboration and communication between the different stakeholders and the government toward sharing the data and unifying the currently fragmented system. Another barrier related to academia and digital health was the absence of undergraduate and postgraduate level degrees and courses in Pakistan. Several of the weaknesses and threats associated with human resource capacity are linked to the lack of any formal program in digital health in Pakistan. Lastly, as per our SWOT analysis findings, the main risks associated are (1) data storage and retention; (2) hidden costs due to storage, security, processing, archiving, analyzing, and cloud; (3) unorganized dataset leads to incompetent analytics and faulty trends and predictions; and (4) data privacy and security.

Strengths and Contribution of the Study

To the best of the authors’ knowledge, this is the first study that looks into digital health interventions in Pakistan as a whole. Rather than just considering the PubMed published literature, the stakeholders with both published and unpublished projects were interviewed for the SWOT analysis to provide a more holistic picture of current digital health-related projects.

Limitations

This study was conducted by researchers from academic universities; thus, there is a possibility of low representation of projects from industry and public domains. In addition, only the interventions conducted in the last 5 years were taken into consideration, and the work done in this field before that might have been missed due to possible recall bias. The authors approached all potential stakeholders, but consent was denied in a few cases. The respondents self-reported whether their projects are or have been evaluated; however, this could not be verified by an independent source. Lastly, since digital health is a relatively new field in Pakistan, there are still some grey areas as to what interventions fall in the domain of digital health; therefore, some relevant work may have been missed. However, the investigators have tried their best to include all the interventions carried out in Pakistan in the domain of digital health in the last 5 years.
Conclusions

Digital health–based interventions are, slowly but steadily, being ushered into the existing health system of Pakistan. There are still significant hurdles, barriers, and roadblocks in the form of limited internet facilities, phone ownership, network coverage, unavailability of regulatory frameworks, data protection and security regulation, accessibility, affordability, and paper-based health records, limiting the types of technologies that can be utilized for effective interventions. However, despite all the challenges, digital health is steadily expanding through the efforts of multiple stakeholders in both the public and private sectors. It is difficult to say how effective these interventions have been, as not all interventions are being evaluated or published. The future for digital health does look bright, especially after the government's new initiative to digitalize the public sector in Pakistan [58].

Acknowledgments

We gratefully acknowledge the financial support of the Grand Challenges Research Fund (GCRF), UK. This research was carried out as part of the Capacity Building in Technology-Driven Innovation in Healthcare (CoNTI NuE) project, funded by the UK-GCRF program. We are also grateful to all the participants and facilitators of the conducted workshops. Thank you to the eHealth Association of Pakistan (eHAP) and Ms. Salima Gulzhar for their support.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Resource list: details of all the projects, studies, and other grey literature considered for the strengths, weaknesses, opportunities, and threats (SWOT) analysis.

[XLSX File (Microsoft Excel File), 40 KB - jmir_v22i9e21691_app1.xlsx]

Multimedia Appendix 2

Strengths, weaknesses, opportunities, and threats (SWOT) analysis table.

[PDF File (Adobe PDF File), 178 KB - jmir_v22i9e21691_app2.pdf]

References

7. URL: https://www.partnershiponai.org/ [accessed 2020-01-25]
17. myAirCoach: mHealth assisted self-management in patients with uncontrolled asthma, a randomized control trial. URL: https://erj.ersjournals.com/content/54/suppl_6/PA745.abstract [accessed 2020-02-22] [WebCite Cache ID =]
18. Asthma UK. myAirCoach Internet. URL: https://www.asthma.org.uk/Testing/research2/future/myaircoach/ [accessed 2020-02-04]


42. edu Internet. (PDF) Yin Case Study Research Design and Methods | Sergio Gonzales Rodriguez - Academia. URL: https://www.academia.edu/32420108/Yin_Case_Study_Research_Design_and_Methods [accessed 2020-01-23]


51. URL: https://www.mysql.com/customers/ [accessed 2020-02-23]


Abbreviations

AI: artificial intelligence  
COVID-19: coronavirus disease 2019  
DHIS 2: District Health Information Software 2  
eHAP: eHealth Association of Pakistan  
EPi: expanded program on immunization  
HIV: human immunodeficiency virus  
IT: information technology  
LMICs: low and middle-income countries  
MeSH: medical subject headings  
mHealth: mobile health  
ML: machine learning  
NCDS: noncommunicable diseases  
NHS: National Health Service  
PostgreSQL: Postgres Structure Query Language  
PTA: Pakistan Telecommunication Authority  
SQLLite: Structured Query Language  
SWOT: strengths, weaknesses, opportunities, and threats  
WHO: World Health Organization  

Current Challenges of Digital Health Interventions in Pakistan: Mixed Methods Analysis


URL: https://www.jmir.org/2020/9/e21691

doi:10.2196/21691

PMID: 32880584
Examining Patterns of Information Exchange and Social Support in a Web-Based Health Community: Exponential Random Graph Models

Xuan Liu¹*, PhD; Shan Jiang²*, PhD; Min Sun¹, MSc; Xiaotong Chi¹, MSc

¹East China University of Science and Technology, Shanghai, China
²University of Massachusetts Boston, Boston, MA, United States
* these authors contributed equally

Corresponding Author:
Xuan Liu, PhD
East China University of Science and Technology
130 Meilong Rd East China University of Science and Technology
Shanghai
China
Phone: 86 86 21 64253177
Email: xuanliu@ecust.edu.cn

Abstract

Background: Although an increasing number of studies have attempted to understand how people interact with others in web-based health communities, studies focusing on understanding individuals’ patterns of information exchange and social support in web-based health communities are still limited. In this paper, we discuss how patients’ social interactions develop into social networks based on a network exchange framework and empirically validate the framework in web-based health care community contexts.

Objective: This study aims to explore various patterns of information exchange and social support in web-based health care communities and identify factors that affect such patterns.

Methods: Using social network analysis and text mining techniques, we empirically validated a network exchange framework on a 10-year data set collected from a popular web-based health community. A reply network was extracted from the data set, and exponential random graph models were used to discover patterns of information exchange and social support from the network.

Results: Results showed that reciprocated information exchange was common in web-based health communities. The homophily effect existed in general conversations but was weakened when exchanging knowledge. New members in web-based health communities tended to receive more support. Furthermore, polarized sentiment increases the chances of receiving replies, and optimistic users play an important role in providing social support to the entire community.

Conclusions: This study complements the literature on network exchange theories and contributes to a better understanding of social exchange patterns in the web-based health care context. Practically, this study can help web-based patients obtain information and social support more effectively.

(J Med Internet Res 2020;22(9):e18062) doi:10.2196/18062
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Introduction

Background
The rapid evolution of the internet and related technologies has created advanced virtual platforms that allow popular and pressing health topics to be discussed on the web. Unlike in the past, patients now may seek help from experts, share stories with similar patients from across the world to obtain emotional support, and keep themselves informed with latest updates about related issues [1]. The resulting environment is often referred to as web-based health communities, where users can share relevant experiences about diseases, physical conditions, and therapeutic schedules. Users can also consult specialists and
seek opinions from experts [2]. Various web-based health communities such as PatientsLikeMe, CureTogether, DailyStrength, and Disaboom are emerging. In these platforms, patients can read stories shared by other peers, find information regarding diseases, post a new thread to initiate a conversation, and reply to others’ messages to provide feedback. During these interactions, information exchange and social support occur [3]. Users can provide information by leaving messages, which generates a dynamic information exchange procedure [4]. Meanwhile, obtaining social support, especially emotional relief, from communicating with others has become one of the major purposes for patients with diseases to join web-based communities [5]. An increasing number of studies have attempted to understand how individuals interact with others in web-based health communities. For example, research has shown that patients with similar disease stages or health status are more likely to develop friendship on the web [6]. Urban users tend to provide social support to rural participants in web-based health communities [7]. A recent study has found that web-based interaction between doctors and patients does not decrease the effectiveness of information exchange compared with face-to-face communication [8]. However, studies focusing on understanding individuals’ patterns of information exchange and social support in web-based health communities are still limited.

The aim of our research is to explore various patterns of information exchange and social support in web-based health care communities and identify factors that affect such patterns. On the basis of the network exchange framework [9], we discuss how patients’ social interactions develop into social networks. We empirically validated the network exchange framework based on data sets collected from a leading web-based health community in China. The results from our analyses indicate that reciprocated information exchanges are likely to develop between patients, especially between web-based members who have different roles and members who are web-based friends. Some patients are more likely to receive social support, especially when they are new to the community and when they express polarized sentiment in messages. In addition, these patterns could vary depending on the topics being discussed by patients. To the best of our knowledge, this study is the first to validate the network exchange framework in the web-based health community context. This study is also the first to perform a stratified analysis of user sentiment to understand the complex information exchange and social support patterns between patients with various sentiments.

**Related Work**

**Information Exchange and Social Support**

In web-based health communities, patients can exchange information by sharing their experiences in overcoming illness, transferring medical knowledge to one another, and providing information regarding health care resources. Different communities usually specialize in different aspects. Some communities focus on specific types of disease, whereas others can provide unique services to patients. For example, in DailyStrength, patients with anxiety disorder can find a support group suggested by the community to discuss how to overcome stress or other disorders. In Tianmijiayuan, patients with diabetes and their families can post messages to share how they deal with different stages of diabetes in the long term. PatientsLikeMe provides a matching service for patients based on their profiles to quickly get in touch with other peers who have experienced or are experiencing similar diseases. Members of web-based health communities can benefit from their collective knowledge and skills by exchanging information among each other [10]. Information exchange is also a critical component in the development of many web-based communities [11]. Information exchange in web-based health communities can enhance effective communication between medical experts and patients by improving teamwork [12].

Previous studies have shown that social support plays a crucial role in helping individuals improve their health status or treat psychological problems [13,14]. The benefits of web-based social support come in 2 forms: informational support and emotional support [15].

By asking questions regarding health concerns on the web, users can obtain professional knowledge from experts. Moreover, patients may learn experiences from others who share similar diseases. Although such informational benefits can also come from information exchanges, obtaining social support differs from information exchange mainly in the patterns of interaction. Unlike information exchanges where the interaction is mutual, social support can be unilateral [16]. Many users provide informational support without expecting any return due to empathy [17].

Emotional support mainly comes from web-based users who share similar disease experiences or from friends of such patients. Patients can talk about what difficulties they have overcome, what they did to recover, and can encourage peers to be optimistic and fight against the disease. Some patients have reported that they received more understanding from web-based strangers than they did from offline families or friends [18]. This support could significantly enhance patients’ emotional well-being [19]. As such, web-based health communities have become a platform for many patients to seek and provide emotional support [20].

Previous research has implied that social network is one of the key antecedents of social support and information exchange [15]. However, understanding information exchanges and social support in web-based health communities from a social network perspective has received limited research attention.

**Network Perspective of Web-Based Health Communities**

Members of web-based health communities develop a social network through communication. Such social networks provide users an opportunity to exchange information and seek social support in web-based communities [15,21]. By using social network analysis, attributes of nodes (ie, users) and relationships between users can be modeled and examined.

Recently, a network exchange framework has been proposed to theorize how social interactions between individuals aggregate into a social network [9]. The network exchange framework tries to explain social exchange from a network perspective by combining the social exchange theory and the network theory.
Social interactions are viewed as processes of exchanging resources such as information, knowledge, and emotional well-being. Individual characteristics play an important role in such exchange processes. When the pair of individuals is part of a larger network, the exchange processes can be further influenced by their positional configurations, such as their social connections with others [22]. The network exchange framework has been used to explain the formation of information exchange networks in web-based communities organized around various topics, such as software [9] and automobile [23]. However, we do not find studies that apply a network exchange framework to investigate information exchange patterns in web-based health communities. This endeavor is important because web-based health communities are distinct from other more traditional web-based communities in that information being exchanged is usually sensitive, private, and requires professional medical knowledge. Handling such information gives rise to special community norms that could lead to unique social exchange patterns. As evidenced by previous studies, patterns of social interactions could vary greatly across web-based communities in different contexts [9,24].

**Network Exchange Framework**

In this study, we develop our research hypotheses regarding information exchange in web-based health communities based on a network exchange framework for several reasons. First, we deem information and knowledge exchanged between patients as resources in web-based health communities, and thus, social exchange theory can help explain the patterns of information exchange. Second, information exchange between individuals aggregates into a network between patients because patients typically interact with multiple peers. Therefore, adopting a network perspective would better explain information exchange and social support between individual patients.

In our model, we include 3 major structural tendencies that comprise network formation in the network exchange framework: direct reciprocity, indirect reciprocity, and preferential attachment [9].

**Direct Reciprocity**

According to the reciprocity principle [25], individuals expect to receive information back after providing information to others. In web-based health communities, obtaining useful health care knowledge is regarded as one of the major objectives when users join a community [26]. As individuals’ health care needs are usually complicated, users may ask further questions to obtain more information after receiving initial responses. Reciprocated information exchange develops in this way. Some users enjoy contributing their knowledge and receive thankful responses from others. Users are also likely to provide assistance to others who have provided them with support and then realize their intrinsic motivation [27,28]. Therefore, we propose the following hypothesis:

- Hypothesis 1: Reciprocated information exchange is likely to develop in web-based health communities.

The pattern of direct reciprocity could further manifest in subgroups of web-based community members. Social interaction helps people with similar characteristics to become acquainted and build trust with each other [29,30]. Homophily, the tendency for individuals to be attracted by others with similar characteristics, is an important dimension in social networks [31]. Homophily commonly occurs based on geographic and demographic characteristics such as race, religion, age, gender, residence, marital status, and interests [32,33]. In a web-based environment, similarity between users increases the frequency of their interactions [34]. A study reported that patients with similar health conditions and treatments are likely to develop friendships [6]. Another common user-related attribute in web-based health communities is user type, such as doctor, family, or patient, which users report when they join the community. As we expect homophily to exist in web-based health information exchange, we propose the following hypothesis:

- Hypothesis 2: Reciprocated information exchange is likely to develop between users who share similar concerns in web-based health communities.

Typically, web-based health community members can also become web-based friends so that they can send private messages or keep updated about each other’s posts. The possibility of sending private or offline messages may decrease their visible web-based conversations. However, being capable of following friends’ posts may increase their chances of reading friends’ messages and initiating conversations. Furthermore, web-based friendship could develop into relational capital [35], which becomes the basis for information exchange to occur. We propose the following hypothesis for empirical tests to understand the combined effects:

- Hypothesis 3: Reciprocated information exchange is likely to develop between users who are web-based friends.

**Indirect Reciprocity**

Indirect reciprocity refers to returning an information exchange but not to the original provider [36]. Indirect reciprocity can be observed in web-based health communities because communicating health information usually requires specialized knowledge, but the expertise of patients is uneven. When a patient receives informational help from a knowledge provider, the patient may not be able to return the favor due to limitations in expertise. Instead, the patient may choose to provide help to others in the network as they could feel that the help is from the community as a whole, and they are willing to return the favor to the same community [37]. Previous studies have also found that new participants who received help tend to remain in the community to help others [38]. Therefore, we propose the following hypothesis:

- Hypothesis 4: Patients who receive social support tend to provide support to others who are not necessarily the support provider.

**Preferential Attachment**

Preferential attachment refers to a process in which a new node tends to establish connections with existing nodes that already possess many connections [39]. In the context of web-based health communities, preferential attachment translates to the tendency that a patient who is already involved in many
Another dimension of preferential attachment in the web-based health community context is connections with new members joining the community. Contrary to traditional preferential attachment notions, we do not expect new members to be able to select which nodes to form attachments with. This is because most new patients join a community to be helped, not to help, at least in the initial periods [26]. It is the subsequent replies to the new patient that initiate social support. In web-based health care communities, such subsequent replies are likely to occur. Although the new member has not yet contributed to the community, existing members can benefit from providing support to the new member insofar as the new member becomes part of the community and adds value through social capital to the community network [35]. As such, we expect that existing community members have greater motivation to provide social support to new members.

- **Hypothesis 6**: In web-based health communities, new patients are more likely to receive replies as social support. A related question is who is providing social support to the users with polarized sentiment. On the one hand, the web-based health community is a platform where patients not only make friends but also help other strangers voluntarily [5]. Without being friends or knowing someone, a patient who has gone through the most difficult time could be willing to help someone who is still suffering. Meanwhile, patients in a negative mood may seek emotional support from peers who seem to be optimistic. Therefore, in addition to the homophily effect, we also expect that users with opposite sentiments are likely to leave replies to each other. The following set of hypotheses is proposed:

- **Hypothesis 7**: In web-based health communities, patients with polarized sentiment are more likely to receive replies as social support.
- **Hypothesis 8a**: Patients are likely to receive replies from peers with similar sentiment valence.
- **Hypothesis 8b**: Patients are likely to receive replies from peers with opposite sentiment valence.

### Methods

**Data**

To test our hypotheses, we collected data from Tianmijia yu an [44], a leading web-based diabetes community in China where patients, doctors, and relatives participate in various activities. It was established in 2005 and had 247,638 members in 2018. It is one of the largest and the most active web-based nonprofit Chinese diabetes communities, targeting individuals with diabetes and helping them share information about diabetes, exchange experiences of diabetes treatment, seek emotional support, and make friends with people who are facing similar diabetic conditions. From the entire forum, we extracted users’ postsreply networks as well as all the textual posting content and publicly available personal information of users, such as user type and web-based friendships. Data collection was performed using a Java web crawler, with a time range from 2005 to 2015.

Tianmijia yu an has separate subforums for different discussion topics. The most popular (in terms of the number of postings) ones include Diabetes Knowledge, Communications Area for Diabetics, and Diabetic’s Life. The discussions in Diabetes Knowledge are usually related to symptoms and diagnoses of different types of diabetes, patients’ diet and exercise, and diabetes news. Users can make friends and participate in community activities in the Communications Area for Diabetics. In addition, they can publish their own photography, life insights, and advice for the community in the Diabetic’s Life subforum. To examine whether the information exchange and social support patterns vary depending on the topic of discussion, we also performed a separate analysis on each subforum.

**Operationalization of Nodal Attributes**

The following nodal attributes were modeled in our study.

**Individual Type**

Upon registration, users choose the type of their identity as one of the following: doctors, patients’ family members, patients with type 1/2/X, web service staff, or other.

**Activity Level**

Tianmijia yu an [44] tracks a user’s number of posts, replies, web-based time, peer reviews, and numerous other factors. These factors are integrated as a numerical score to represent users’ level of activity. Users with higher scores are considered...
active users. We collected this information, and users whose scores ranked among the top 25% were coded as highly active users. For robustness tests, we changed this threshold value to 20%, 23%, 27%, and 30% to examine how this operationalization affects the results (see the Robustness Tests section).

Registration Time
We classified users as long-time users or new users based on their registration time. The number of months since registration was calculated for each user, and users in the bottom 25% of registration length were coded as new users. For robustness tests, we changed this threshold value to 20%, 23%, 27%, and 30% to examine how this operationalization affects the results (see the Robustness Tests section).

Emotion
Sentiment analysis was performed to determine each user’s overall sentiment in the data set [45]. Specifically, a text analysis program, TextMind, was employed to assess users’ sentiments on Tianmijiayuan [44]. It can identify the frequency of words associated with different emotions when users express opinions in community discussions. TextMind has been used in previous research to analyze emotional expressions in Chinese texts [46]. On the basis of the frequency of emotion-related words expressed by users in the entire forum, we found that approximately 5% of users used more negative words than positive words. These users were identified as pessimistic users with negatively polarized sentiments. An equal number of users were identified as optimistic users who used more positive words than negative words (the top 5% users with the highest frequency of positive words were selected). The remaining users did not have extremely high proportion of positive or negative words and were identified as sentiment neutral users.

Table 1 summarizes the operationalization of the nodal attributes of the users.

![Table 1. Operationalization of nodal attributes.](image)

Network Tie and Dichotomization
In this study, the extracted postreply network was used as the base network. If a user replied to another user’s thread post or reply post, a network tie was developed. The number of ties was counted as the network tie intensity. Network dichotomization was then performed based on the threshold values of the tie intensity. According to a previous study [47], the threshold values were determined as the mean tie intensity plus one standard deviation.

Exponential Random Graph Model
Exponential random graph model (ERGM) can simultaneously model structural relationships between nodes and the effects of nodes’ individual attributes on network formation [7,48,49]. The research hypotheses in our study involve various nodal attributes of web-based patients (eg, sentiment and activity level) and structural relationships between them (eg, receiving replies and reciprocating replies). With ERGM, all the complex interactions of these nodes, nodal attributes, and network ties can be incorporated simultaneously in the same model.

In ERGM, the observed network is represented as \( Y = \{Y_{ij}\} \), where \( Y_{ij} \) indicates whether there is a tie between nodes \( i \) and \( j \) \((Y_{ij}=1) or not (Y_{ij}=0). The ERGM generates random networks based on hypothesized network patterns (ie, configurations) and compares the generated network with the actual observed network. The more similar they are, the more likely the hypothesized network patterns exist in the actual network. The general mathematical formulation of the ERGM is as follows:

\[
\sum_\text{all configurations A} \eta \text{ is the parameter corresponding to configuration A, } \eta = 1 \text{ if the configuration is observed in the network y and is 0 otherwise, and k is a normalizing quantity that ensures that (1) is a proper probability.}
\]
distribution [50]. ERGM estimates parameters associated with each configuration, and positive and significant parameters indicate that corresponding network patterns are highly likely to occur in the network [51,52].

To test our hypotheses with ERGM, we transformed our hypotheses into network patterns. Multimedia Appendix 1 shows the hypotheses and the illustration of their network patterns.

**Results**

**ERGM Results**

Table 2 summarizes the estimated parameters and $P$ values for all configurations. If a parameter is positive and significant, it indicates that the corresponding network pattern is more likely to develop than random chance [50]. During the initial tests, we found that the inclusion of a configuration for H4 (2-path) always resulted in model degeneracy [52]. This indicates that the pattern of indirect reciprocity hardly existed in the dichotomized postreply network. Therefore, H4 was not supported, and we excluded this network configuration from further tests.

In the subsequent section, for each hypothesis, we discuss our findings on the entire forum, and then, we compare the observations with the results in the subforums to examine how the patterns could vary depending on the topics of discussion. We deem a hypothesis to be supported only if it is supported in at least three tests.

**Table 2. Results for exponential random graph model tests.**

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Entire forum (sample size=1528)</th>
<th>Diabetes Knowledge (sample size=1188)</th>
<th>Communications Area for Diabetics (sample size=455)</th>
<th>Diabetic’s Life (sample size=376)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>$P$ value</td>
<td>Coefficient</td>
<td>$P$ value</td>
</tr>
<tr>
<td>H1: reciprocity</td>
<td>3.850</td>
<td>&lt;.001</td>
<td>3.153</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H2: type</td>
<td>0.240</td>
<td>&lt;.001</td>
<td>−0.139</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H3: friend</td>
<td>3.473</td>
<td>&lt;.001</td>
<td>3.712</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H5: active_user</td>
<td>0.012</td>
<td>.76</td>
<td>−0.220</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H6: new_user</td>
<td>0.409</td>
<td>&lt;.001</td>
<td>−0.110</td>
<td>0.004</td>
</tr>
<tr>
<td>H7: optimistic</td>
<td>0.289</td>
<td>&lt;.001</td>
<td>−1.383</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H7: pessimistic</td>
<td>0.144</td>
<td>.045</td>
<td>0.692</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H8a: opti-opti</td>
<td>−0.332</td>
<td>.23</td>
<td>1.294</td>
<td>0.03</td>
</tr>
<tr>
<td>H8a: pessi-pessi</td>
<td>−0.140</td>
<td>.71</td>
<td>−0.180</td>
<td>0.45</td>
</tr>
<tr>
<td>H8b: opti-pessi</td>
<td>0.168</td>
<td>.51</td>
<td>0.281</td>
<td>0.17</td>
</tr>
<tr>
<td>H8b: pessi-opti</td>
<td>−0.218</td>
<td>.48</td>
<td>1.345</td>
<td>0.004</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.

**Hypotheses Testing Results**

First, we found positive and significant coefficients for the reciprocity configuration in the entire forum as well as in 3 popular subforums, indicating that directly reciprocated information exchange was common in web-based health communities. This observation conforms to the reciprocity principle that individuals are willing to return exchanges in favor [25,53]. In web-based health communities, patients appreciate the help received from others, and gratitude is expressed in many such reciprocated messages. In addition, we also observed that a number of patient pairs reciprocated replies in different threads, especially in the Diabetes Knowledge subforum. This indicates that patients are also willing to return favors to those from whom they have received support before. In summary, H1 was supported.

A positive and significant parameter was observed for the type configuration in the entire forum, indicating that users of the same type were more likely to reciprocate messages overall. However, the effect was negative and significant in the Diabetes Knowledge and Diabetic’s Life subforums. This observation implies that conversations between users of different types were more common when the discussion topics were relevant to disease knowledge (diabetes) or personal life. For example, it is very likely that diabetes patients obtain information from doctors in the Diabetes Knowledge subforum. Moreover, when sharing personal life with web-based peers, users may be less concerned about whether others are in the same stage of diabetes as them. Note that our finding does not imply low chances of communication between any specific pair of user types in the subforums (eg, reciprocated ties specifically between two patients with type-2 diabetes in Diabetes Knowledge subforum was not tested). Instead, our finding simply implies that, overall, there was more reciprocated communication between users of different types in the 2 subforums. As a result, H2 was supported in the entire forum but not in the Diabetes Knowledge and Diabetic’s Life subforums.

A positive and significant parameter was observed for the friend configuration in the entire forum as well as in the Diabetes Knowledge and Communication subforums, indicating that web-based friends were very likely to exchange information frequently with each other when discussing diabetes knowledge. Being web-based friends can increase one’s attention and motivation to reply to health-related posts from other community members. In addition, patients were able to obtain some timely
health-related information and show empathy to others through this kind of virtual friendship [17]. This effect was not significant in Diabetic’s Life subforum possibly due to the fact that when sharing personal life with web-based peers, users may be less concerned about whether others are their virtual friends. Overall, H3 was supported.

The active_user configuration was negative and significant in all subforums. Note that the activity level of a user was evaluated based on the user’s log-in time and number of messages posted by the users in our data set. Therefore, our observation indicates that highly active users may stay on the web for a long time and leave many replies, but they may not necessarily receive an equally large number of replies back. This observation is different from previous findings that “popular friends get more friends” [6,40] but is consistent with prior research where preferential attachment was found to be in the opposite direction in knowledge sharing communities [9]. In a community where knowledge is frequently exchanged, new members do not necessarily attach to existing active members, but instead, active members play an important role in helping new members stay in the community. In the context of the postreply network in health care communities, active members frequently help others by providing social support to them (outgoing links), but they receive relatively less support from new members (incoming links) because newcomers are usually not ready to provide help yet. Overall, H5 was not supported.

We found a positive and significant parameter estimate for the new_user configuration in the entire forum, indicating that new users are likely to receive replies. One of the important goals for web-based health communities is to increase community prosperity, and hence, web forums such as Tianmijiaiyuan [44] encourage users to help new members. Therefore, message postings from new members could be more easily noticed in the community, making the new members more likely to receive social support from other users in the web-based health community. Interestingly, this effect was negative and significant in all 3 subforums. Note that the reply networks in the subforums only counted user interactions within each subforum. Hence, our observation implies that users who recently registered tend to participate in discussions in multiple subforums rather than staying in one specific subforum. With the rapid development of internet technology, users have changed tremendously in recent years. Our results indicate that the newly joined web-based health community participants tend to utilize resources from multiple sources. Therefore, H6 was supported only in the entire forum.

Both optimistic and pessimistic configurations were positive and significant in the entire forum, indicating that patients with polarized sentiment were more likely to receive replies in the entire forum. This confirms prior findings that polarized emotion can entail more attention [41-43]. In the 3 subforums, users with polarized sentiment were less likely to receive replies in most cases, possibly because of the same reason discussed for new users. The only exception was observed in the Diabetes Knowledge subforum, where the pessimistic configuration remained positive and significant. This implies that most of the threads seeking informational support in the knowledge sharing subcommunity could be associated with negative mood. It is intuitive because patients are likely to be anxious and desperate during the information-seeking process. Moreover, giving informational support may be prioritized for patients in desperate needs due to negativity bias [54]. Overall, H7 was supported, and negative sentiment was found to have a unique impact when seeking informational support in web-based health communities.

For communication between users of similar sentiment, neither opti-opti nor pessi-pessi was significant, indicating that users with similar sentiment were exchanging messages just as normal. This observation differs slightly from findings in previous research where homophily effects manifested in more objective attributes such as gender and health status [6]. For personal attributes such as sentiment, we found that the influence effect was stronger than the homophily effect [55]. In the Diabetes Knowledge subforum, both pessi-opti and opti-opti configurations were positive and significant, indicating that optimistic users were more likely to provide support to other users who are polarized in sentiment when exchanging health care knowledge (ie, diabetes knowledge in our data set). The effect was stronger in the pessi-opti configuration, indicating that positive attitude can influence other users, especially those who are in a negative mood. By interacting with optimistic users, pessimistic users can obtain relief, receive encouragement, and improve emotional well-being overall. To summarize, H8a and H8b were partially supported: sentiment plays a key role in communication when information exchange is involved, and social support is more likely to come from optimistic users.

Robustness Tests

Robustness tests conducted to examine whether operationalization of active users and new users could have affected our results. Our base experiment used a 25.00 (%) threshold to identify new users and active users. In robustness tests, we used 20.00 (%), 23.00(%), 27.00 (%), and 30.00 (%) instead to operationalize these two nodal attributes and performed ERGM analysis on the entire forum. Tables 3 and 4 show the results of the robustness tests for new users and active users. Overall, the qualitative results did not change, with the exception that the configuration for active_user became significant when the top 27.00 (%) or 30.00 (%) users were operationalized as highly active users. This was due to the fact that several users newly included in the robustness tests 3 and 4 posted very popular threads that received a large number of replies. Considering that the effect did not change when the threshold was changed to 20.00 (%) or 23.00 (%), we argue that being highly active did not have significant correlations with receiving support, and our qualitative results remain the same as in the base test.
### Table 3. Results of robustness tests, new users evaluated under different thresholds.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Exponential random graph model parameters and $P$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base test, threshold=25.00 (%)</td>
</tr>
<tr>
<td></td>
<td>Coefficient</td>
</tr>
<tr>
<td>H1: reciprocity</td>
<td>3.850</td>
</tr>
<tr>
<td>H2: type</td>
<td>0.240</td>
</tr>
<tr>
<td>H3: friend</td>
<td>3.473</td>
</tr>
<tr>
<td>H5: active_user</td>
<td>0.012</td>
</tr>
<tr>
<td>H6: new_user</td>
<td>0.409</td>
</tr>
<tr>
<td>H7: optimistic</td>
<td>0.289</td>
</tr>
<tr>
<td>H7: pessimistic</td>
<td>0.144</td>
</tr>
<tr>
<td>H8a: opti-opti</td>
<td>-0.332</td>
</tr>
<tr>
<td>H8a: pessi-pessi</td>
<td>-0.140</td>
</tr>
<tr>
<td>H8b: opti-pessi</td>
<td>0.168</td>
</tr>
<tr>
<td>H8b: pessi-opti</td>
<td>-0.218</td>
</tr>
</tbody>
</table>

### Table 4. Results of robustness tests, active users evaluated under different thresholds.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Exponential random graph model parameters and $P$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base test, threshold=25.00 (%)</td>
</tr>
<tr>
<td></td>
<td>Coefficient</td>
</tr>
<tr>
<td>H1: reciprocity</td>
<td>3.850</td>
</tr>
<tr>
<td>H2: type</td>
<td>0.240</td>
</tr>
<tr>
<td>H3: friend</td>
<td>3.473</td>
</tr>
<tr>
<td>H5: active_user</td>
<td>0.012</td>
</tr>
<tr>
<td>H6: new_user</td>
<td>0.409</td>
</tr>
<tr>
<td>H7: optimistic</td>
<td>0.289</td>
</tr>
<tr>
<td>H7: pessimistic</td>
<td>0.144</td>
</tr>
<tr>
<td>H8a: opti-opti</td>
<td>-0.332</td>
</tr>
<tr>
<td>H8a: pessi-pessi</td>
<td>-0.140</td>
</tr>
<tr>
<td>H8b: opti-pessi</td>
<td>0.168</td>
</tr>
<tr>
<td>H8b: pessi-opti</td>
<td>-0.218</td>
</tr>
</tbody>
</table>

### Discussion

#### Summary of Results

This study uses ERGM to explore patterns of information exchange and social support in web-based health communities. **Table 5** summarizes the hypotheses testing results. For hypotheses that were not supported or only partially supported, additional implications were provided. Overall, we found that reciprocity could promote information exchanges effectively. When sharing health knowledge, the homophily effect was not strong in web-based health communities, and conversations were more likely to occur between users of different types (eg, patient and doctor, web service staff, and regular users). Web-based friends were very likely to exchange information frequently with each other. Newly registered users were overall associated with better chances of receiving replies from peers. Sentiment plays an important role in web-based health communities, and users with polarized sentiment tend to receive more replies. In particular, pessimistic users were associated with better chances of informational support when knowledge is exchanged. Most of such support came from optimistic users.
Table 5. Summary of research hypotheses and results.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Result</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothesis 1: Reciprocated information exchange is likely to develop in web-based health communities.</td>
<td>Supported</td>
<td>In web-based communities, norm of reciprocity exists.</td>
</tr>
<tr>
<td>Hypothesis 2: Reciprocated information exchange is likely to develop between users who share similar concerns in web-based health communities.</td>
<td>Partially supported</td>
<td>In web-based communities, homophily effects are not strong when health information is exchanged.</td>
</tr>
<tr>
<td>Hypothesis 3: Reciprocated information exchange is likely to develop between users who are web-based friends.</td>
<td>Supported</td>
<td>In web-based communities, friends are likely to exchange messages often.</td>
</tr>
<tr>
<td>Hypothesis 4: Patients who receive social support tend to provide support to others who are not necessarily the support provider.</td>
<td>Not supported</td>
<td>Indirect reciprocity hardly exists in Web-based Health Community.</td>
</tr>
<tr>
<td>Hypothesis 5: Highly active users are more likely to receive replies as social support.</td>
<td>Not supported</td>
<td>Preferential attachment was found to be in the opposite direction in knowledge sharing communities.</td>
</tr>
<tr>
<td>Hypothesis 6: In web-based health communities, new users are more likely to receive replies as social support.</td>
<td>Partially supported</td>
<td>Users who recently registered tend to participate in discussions in multiple subforums rather than staying in one specific subforum.</td>
</tr>
<tr>
<td>Hypothesis 7: In web-based health communities, patients with polarized sentiment are more likely to receive replies on their posts.</td>
<td>Partially supported</td>
<td>Negative sentiment was found to have a unique promoting impact when seeking informational support in web-based health communities.</td>
</tr>
<tr>
<td>Hypothesis 8a: Patients are likely to receive replies from peers with similar sentiment valence. Hypothesis 8b: Patients are likely to receive replies from peers with opposite sentiment valence.</td>
<td>Partially supported</td>
<td>Communication between sentiment polarized patients has a complex pattern: only when information exchange is involved, optimistic users are more likely to give support to other sentiment polarized users.</td>
</tr>
</tbody>
</table>

Contributions

Our research makes several contributions to the literature. First, this study made the first attempt to test the network exchange framework on reply networks developed in web-based health communities. Web-based health discussions are distinct from other types of conversations in that they contain sensitive and private information and specialized knowledge. Handling such information gives rise to special community norms that could lead to unique social exchange patterns [9,24]. Our study applied ERGM under a network exchange framework and identified a number of such unique patterns. This study complements the literature on network exchange theories and contributes to a better understanding of social exchange patterns in the web-based health community context. Specifically, compared with conventional social networking sites where the formation of social ties is driven by homophily effects, we found that conversations between users of different types were more common when users discussed diabetes knowledge. It does not conflict with prior findings in the network exchange framework because information exchange is different from simply making friends. User heterogeneity could actually increase the effectiveness of knowledge sharing [7]. In terms of preferential attachment, we found that the sentiment of users interacts with discussion topics during the formation of reply networks. Generally, showing polarized sentiment resulted in better chances of receiving replies. However, when seeking knowledge regarding disease, expressing negative emotion could be a better strategy. We further found that most users who provided social support to such users were optimistic users.

Second, our research used sentiment analysis to identify optimistic users and pessimistic users from web-based health communities. To the best of our knowledge, our study is the first to examine how users with different sentiments participate differently in information exchange and social support activities. Practically, findings from this study help patients in web-based health communities to obtain information and social support more effectively. For example, in addition to making friends, patients are encouraged to participate in discussions on health care knowledge as well as personal life to increase their visibility in the community. It is fine to express negative sentiment when seeking informational support, and showing a positive attitude could be more helpful when making friends with others.

Limitations

A limitation of this study is that our empirical analysis focused on a diabetes-related health community. Although we expect that similar patterns of information exchange and social support should be observed in other web-based health communities that provide web forums, it is interesting to see if the addition of other social features (eg, health platforms that provide feeds to users based on collaborative filtering) will affect how patients interact with each other. Moreover, the internet has changed dramatically over the 10-year time frame covered in this study. As the number of users increases over time, the resulting users in this study after network dichotomization might represent a more recent sample. Performing a temporal analysis to examine how social support patterns evolve dynamically could also be a future direction.
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Abstract

Background: Digital health innovations are being prioritized on international policy agendas in the hope that they will help to address the existing health system challenges.

Objective: The aim of this study was to explore the setup, design, facilities, and strategic priorities of leading United Kingdom and United States health care innovation centers to identify transferable lessons for accelerating their creation and maximizing their impact.

Methods: We conducted qualitative case studies consisting of semistructured, audio-recorded interviews with decision makers and center staff in 6 innovation centers. We also conducted nonparticipant observations of meetings and center tours, where we took field notes. Qualitative data were analyzed initially within and then across cases facilitated by QSR International’s NVivo software.

Results: The centers had different institutional arrangements, including university-associated institutes or innovation laboratories, business accelerators or incubators, and academic health science partnership models. We conducted interviews with 34 individuals, 1 group interview with 3 participants, and observations of 4 meetings. Although the centers differed significantly in relation to their mission, structure, and governance, we observed key common characteristics. These included high-level leadership support and incentives to engage in innovation activities, a clear mission to address identified gaps within their respective organizational and health system settings, physical spaces that facilitated networking through open-door policies, flat managerial structures characterized by new organizational roles for which boundary spanning was key, and a wider innovation ecosystem that was strategically and proactively engaged with the center facilitating external partnerships.

Conclusions: Although innovation in health care settings is unpredictable, we offer insights that may help those establishing innovation centers. The key in this respect is the ability to support different kinds of innovations at different stages through adequate support structures, including the development of new career pathways.

(J Med Internet Res 2020;22(9):e19644) doi:10.2196/19644
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Introduction

Health systems internationally are facing unprecedented pressures to address the challenges associated with demographic shifts while improving quality and safety and decreasing cost [1]. Digital health innovations are increasingly seen by policy makers and funders as instrumental in addressing these challenges [2-6]. Significant strategic investments are being made in this area in the United Kingdom and elsewhere, including the establishment of national innovation agencies and
governmental city and regional development initiatives [7,8]. These are characterized by a range of different interpretations of the concept of innovation itself, but the majority focus on product innovation—the creation of new technological artifacts and the processes of bringing these to the market.

The creation of new technological artifacts through digital health innovation has, however, a checkered history with examples of substantial successes and dismal failures [9]. Alongside a large reservoir of potential innovations with many challenges to be addressed [10], there is a graveyard of innovations that failed completely at the outset or did not successfully scale-up [11]. This is partly due to the inherent difficulties in planning innovations in which the emergence of truly novel practice is hard to predict and technologies must satisfy a range of diverse requirements and needs [12,13]. Progress in health care innovation has been further hampered by uncertain pathways to the market, the lack of established methods for achieving success, and cumbersome processes of preparing innovations to meet exigencies of clinical governance and health service procurement [14-17].

Therefore, there is a need to better understand the innovation landscape, with a view to obtaining insights into factors that catalyze ideas and translate them into innovations that have the potential to improve outcomes for patients, providers, and health systems. There are important lessons to be learned from addressing the range of approaches adopted in different settings internationally, particularly those that have created local and regional innovation environments. These include the creation of the so-called innovation hubs or centers, which are collaborative, enabling spaces that bring together heterogeneous expertise from different sectors. We sought to investigate the setup, design, facilities, and strategic priorities of leading international health care innovation centers to identify transferable lessons for those seeking to accelerate or stimulate innovation within health care and identify current and common opportunities and challenges.

**Methods**

**Permissions**

We obtained institutional review board approval for this study from the Centre for Population Health Sciences at the University of Edinburgh, United Kingdom, on February 22, 2018. Each participant provided informed consent.

**Design**

We conducted a series of qualitative case studies exploring a range of United Kingdom and United States health care innovation center facilities that are considered by funders and innovators as examples of success.

**Sampling**

For our purposes, the definition of an innovation center was relatively broad as we wanted to capture the breadth of success factors across a range of contexts. Therefore, we defined an innovation center as an organizational entity that focused on incubating, developing, or accelerating new digital products for health care delivery and health promotion. Sampling was informed by a recent mapping of leading health care innovation centers where centers that are viewed as successful are discussed [18]. The ability of centers to achieve impact and returns on investment was a key criterion to be included in our sample. We recruited centers that had been established at least 5 years before data collection (as a proxy indicator of success) to obtain insights into the challenges faced and sustainability.

To ensure maximum variation, we sampled a range of locations in the United Kingdom and the United States with a variety of foci, including academic centers, early discovery, and scale-up facilities [19]. These also included a mix of project- and product-based services and relatively new as well as established centers. Some had an emphasis on digital health products, whereas others did not exclusively focus on digital health.

Within each innovation center, we used purposive sampling to identify a diverse range of stakeholders who were involved in planning, procuring, developing, using, or managing innovation centers or associated facilities [20]. Participants comprised opinion leaders, system developers, innovators, managers, and users from various backgrounds (clinical, engineering, technology, managerial, commercial). Initial contacts were established by emailing senior innovation center leaders, and interview participants were snowballed through these contacts.

**Data Collection**

Data collection in each case study consisted of semistructured, in-depth one-to-one interviews or, if more convenient for interviewees, telephone interviews. Interviews were conducted with a topic guide (Textbox 1), exploring views on the setup, culture, and features of innovation approaches as well as expected and experienced benefits, experiences and lessons learned, perceived challenges, and potentially transferable lessons. Questions were informed by conceptual work led by one of our coauthors (AS) scoping where and how innovations in health care settings are succeeding [18].

All interviews and site visits were conducted by the same researcher (KC). Interviews were, with permission, digitally audio-recorded. However, audio-recording was not feasible in 5 interviews because these took place in noisy environments. In such instances, the researcher took extensive field notes. Recordings were then transcribed verbatim together with accompanying field notes.

We were opportunistic in developing our program of visits and observations, with the researcher joining center meetings and guided tours of physical spaces. At these, the researcher took field notes that were unstructured but involved recording the location, people, the topic of discussions, impressions on the environment, and any other emerging impressions on social dynamics.

Data generation ended when saturation was reached and no significantly new themes emerged from the concurrent data analysis [21].
Textbox 1. A sample topic guide.

| Interviewee’s background: current position, role in relation to the innovation center |
| Setup and facilities (technologies, networks, and managerial structures) |
| Expected and experienced benefits |
| Facilitators for and barriers to health care innovation |
| Challenges and lessons learned |
| Sustainability models |
| Anything else? |
| Anyone else we can speak to? |

Data Analysis

Qualitative data collection and analysis were iterative, allowing emerging themes to be explored further while seeking disconfirming evidence [22]. Coding was informed by our extensive previous literature reviews on digital health interventions and earlier work on innovation environments [23,24]. Our coding framework was based on this extensive previous work, providing an overall initial coding structure. We did, however, also allow new themes to emerge and refined the framework accordingly. These new dimensions are discussed in detail in the Results section.

Interview notes, transcripts, and observation notes were uploaded onto the NVivo11 software and initially coded against the topic guide categories by case study (within-case analysis). As data analysis progressed, we identified new categories and rearranged codes and subcodes to present a holistic picture of innovation center strategies, stakeholders, and environments. In doing so, we combined a diverse range of interviewees, perspectives, facilities, and contexts. Detailed within-case analysis was followed by analysis across cases to identify overarching themes, similarities and differences between cases, and potential implications for other settings.

Results

We visited 6 international innovation centers in the United States and the United Kingdom, conducted interviews with 34 individuals and 1 group interview with 3 participants, and observed 4 center meetings. The characteristics of the centers are provided in Table 1, and the characteristics of the interviewees are provided in Table 2.

All the centers had different physical and organizational setups and facilities, depending on their primary purpose. However, we also identified some common threads across the settings. Overarching themes and subthemes are illustrated in Figure 1.
Table 1. Innovation center characteristics.

<table>
<thead>
<tr>
<th>Center number</th>
<th>Primary purpose</th>
<th>High-level overview</th>
<th>Date established; how they started</th>
<th>Ongoing funding model</th>
<th>Outputs</th>
<th>Location</th>
</tr>
</thead>
</table>
| 1             | Four innovation centers with focus on drug development, innovation incubation, and research acceleration part of university umbrella organization | Located on the university campus, some degree of networking across centers | 2000, 2006, 2010, 2011 | • Commercial funding  
• University funding  
• Fellowship and teaching model | • Technological products  
• Education  
• Networking | United States |
| 2             | Rapid start-up facilities for commercial companies and digital creative industries | Managed office space specializing in incubating digital health companies | 2013; designed to promote growth for high-growth tech start-ups | • Tenancy (letting out space to companies) | • Technology acceleration and scale-up | United Kingdom |
| 3             | Corporate accelerator, variety of health-related specialties | University-affiliated, focus on evidence-based innovation | 2009; to identify, develop, and scale evidence-based health care innovation | • Funding councils  
• University (operational budget)  
• Commercial  
• Philanthropy | • Technology acceleration and scale-up | United Kingdom |
<p>| 4             | Academic health science partnership | Virtual network consisting of scientists, health care staff and organizations, support to establish relationships | 2009; to translate research and innovation into benefits for patients and populations | • Funding councils | • Education and networking leading to digital innovation | United Kingdom |
| 5             | Coworking space | Managed office space specializing in establishing partnerships through coworking | 2010; to create workspaces that help to create communities of practice | • Tenancy (letting out space to companies) | • Relationship building leading to digital innovation | United Kingdom |
| 6             | Digital health start-up center | Located on hospital premises, focus on helping stakeholders to find out if their product is (or could be made) commercially viable and provide support for the development process | 2013; to drive internal innovation | • Health care organization operational budget | • Technologies that can be used in the operational hospital environment | United States |</p>
<table>
<thead>
<tr>
<th>Participant number</th>
<th>Gender</th>
<th>Occupation and role in the center</th>
<th>Center number</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Male</td>
<td>Director</td>
<td>2</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>2</td>
<td>Male</td>
<td>Designer</td>
<td>3</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>3</td>
<td>Group interview (1 male, 2 females)</td>
<td>Director, 2 innovation managers</td>
<td>4</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>4</td>
<td>Male</td>
<td>Director</td>
<td>3</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>5</td>
<td>Male</td>
<td>Director</td>
<td>2</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>6</td>
<td>Male</td>
<td>Advisor</td>
<td>3</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>7</td>
<td>Male</td>
<td>Clinician</td>
<td>3</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>8</td>
<td>Male</td>
<td>Innovation champion</td>
<td>3</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>9</td>
<td>Female</td>
<td>Clinician</td>
<td>2</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>10</td>
<td>Female</td>
<td>Strategy consultant</td>
<td>2</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>11</td>
<td>Male</td>
<td>Academic</td>
<td>3</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>12</td>
<td>Male</td>
<td>Innovation manager</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>13</td>
<td>Male</td>
<td>Innovation analyst</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>14</td>
<td>Female</td>
<td>Innovation manager</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>15</td>
<td>Male</td>
<td>Clinician</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>16</td>
<td>Male</td>
<td>Clinician</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>17</td>
<td>Male</td>
<td>Engineer/designer</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>18</td>
<td>Male</td>
<td>Director</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>19</td>
<td>Female</td>
<td>Academic</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>20</td>
<td>Male</td>
<td>Policy</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>21</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>22</td>
<td>Male</td>
<td>Industry</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>23</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>24</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>25</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>6</td>
<td>United States</td>
</tr>
<tr>
<td>26</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>27</td>
<td>Male</td>
<td>Academic/clinician/director</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>28</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>29</td>
<td>Male</td>
<td>Academic</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>30</td>
<td>Female</td>
<td>Academic/director</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>31</td>
<td>Female</td>
<td>Academic/codirector</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>32</td>
<td>Male</td>
<td>Director</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>33</td>
<td>Male</td>
<td>Academic/clinician/director</td>
<td>1</td>
<td>United States</td>
</tr>
<tr>
<td>34</td>
<td>Male</td>
<td>Academic/clinician</td>
<td>1</td>
<td>United States</td>
</tr>
</tbody>
</table>
Mission and Business Strategy

Different centers had various underlying values, infrastructures, and needs. However, all worked hard to create organizational cultures that placed innovation at the core of their activities. This involved actively engaging with external communities to promote shared knowledge (what has worked commercially and what the important problems within health care are) and the creation of easier pathways for opportunities to solve those problems:

*Just generally just to have a buzz going on about innovation is happening and what’s going on, and just bringing promotion internally as well as externally, so that we’re open, the external community knows, like we are open for business.* [Participant 12, male, innovation manager, United States]

Common to all was also an effort to align with the various key local and national societal and health system challenges and existing technological and social infrastructures, and bring together various stakeholders involved in these. Centers had portfolios that combined more and less adventurous or disruptive innovation forms, allowing to focus on solving the most pressing real-world problems while still satisfying market needs and coordinating with other existing initiatives. The key here was perceived to be the alignment of commercial, clinical, and patient needs and values, as these could act as incentives for the various stakeholders who need to be involved:

*...the product has to address a significant medical need, number one...the majority of times, that’s going to require that it’s going to be commercially attractive, right?* [Participant 29, male, academic, United States]

Defining a unique proposition to adopters that was not addressed elsewhere was seen as essential to create value and impact:

*You’ve got to be very clear what it is that you’re trying to do in terms of establishing a unique selling point and a unique position within the market.* [Participant 6, male, advisor, United Kingdom]

Activities frequently involved mapping key local, national, and international stakeholders of potential relevance to the center and aligning their motivations, values, and needs with activities. For example, there was often a focus on bringing together communities of interest, such as commercial sectors, academic settings, and health care professionals, thereby bridging the gap between the problem, idea, product, and use of the product in context.

To ensure value to patients, it was argued that the first stage of the innovation process should be to identify existing needs and thereafter identify the technology that might address those needs. This needs-based approach was also seen to help bring different stakeholders together as a fundamental starting point for further activities that facilitated aligning different viewpoints and incentive structures around clinical, patient, and economic needs:

*...if you’re trying to start with a technology and then hoping that what you come up with is going to be received positively, by all these stakeholders, your chances are pretty low. But if you can start with...understanding the stakeholder landscape, in the beginning then you have a better chance.* [Participant 32, male, director, United States]

Although stakeholders often had different expectations and needs in relation to timelines, which required a great deal of relationship building, the centers frequently took on this intermediary role and acted as connectors of otherwise disconnected worlds (although these again varied across the centers they included, for instance, academic health care and commercial domains):

*I think our role has been making sure they get connected with the people who can help them, and so expanding across the network was not just them, they could not have done that by themselves.* [Participant 15, male, clinician, United States]

To be commercially viable, innovation center leadership had to balance a number of tensions. These included aligning organizational priorities with stakeholder motivations (which may both be subject to change over time), senior leadership
commitment to innovation while allowing a degree of local creativity, and some risk taking (eg, funding for risky projects while ensuring a steady stream of income):

...we have that appetite to take on a little bit of risk to work with these newer companies as long as there’s alignment and we know that it’s a good team, it’s a good product, it’s something that we will derive value from. [Participant 18, male, director, United States]

Most centers had a mixture of short-term risky funding sources they had won or could give out (eg, seed funding, which was particularly relevant for early development and proof of concept of innovations) and also relied on more stable sources of income for security (eg, operational or research council funds). More stable funding was often associated with sustained investment to bring innovations to a point where they could survive in the market. Textbox 2 summarizes the various funding sources discussed by the participants.

Textbox 2. Summary of funding sources.

<table>
<thead>
<tr>
<th>Source of Funding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seed funding for start-up</td>
</tr>
<tr>
<td>Organizational operations budget (to ensure alignment with operational objectives)</td>
</tr>
<tr>
<td>Grant funding (government, research councils)</td>
</tr>
<tr>
<td>Commercial funding (eg, venture capital firms)</td>
</tr>
<tr>
<td>Private foundations (eg, angel investors, philanthropic donations)</td>
</tr>
<tr>
<td>Tenancy (letting out space to companies)</td>
</tr>
<tr>
<td>Fellowship and teaching funding</td>
</tr>
</tbody>
</table>

Facilities and Managerial Structures

Physical space and buildings varied from one-room office spaces to whole buildings, where center staff were colocated with commercial companies, and centers that were located within a health care organization. A crucial feature of many centers was an open-door policy, meaning those with ideas who wanted to innovate could come in as a first point of contact:

Anyone...can come, schedule some time with one of our members and talk about and hash through the idea of where they are, what the next step is. [Participant 16, male, clinician, United States]

If clinicians were identified as important stakeholders (which depended on the primary purpose of the center), colocation with clinical premises was important so that clinicians could make use of the facilities, attend events, and network.

Another important characteristic of the physical space was flexibility such that facilities could be used for multiple purposes (including individual working, hosting meetings, external events, and conferences). Spaces also promoted colocation and were adaptable to ensure responsiveness to changing stakeholders’ needs over time. If centers consisted of whole buildings, these encouraged social contacts on an informal basis and provided ample opportunities for people to meet either in a planned manner or opportunistically, including cafes and pleasant outside spaces. In short, most spaces consisted of an enriching and engaging environment that staff wanted to spend time in and that they were proud to show off to external stakeholders:

Why this building is a very important investment for the hospital and, you know, why people are super-excited about it because basically for the first time you would have clinical and research right here where people could easily bump into each other and talk to each other. [Participant 19, female, academic, United States]

The director of a center told us that “the single two most important things are good Internet and good coffee” (note, center visit).

Leadership often comprised a small, tight-knit team from diverse backgrounds, with commercial, managerial, and clinical knowledge, networks, and skills that aligned with the purpose and mission of the center, combined with an in-depth understanding of the organizational environment (although not all centers were embedded within health care institutions):

You have to get people who understand where the bodies are buried in the system you’re trying to disrupt. [Participant 1, male, director, United Kingdom]

Management structures tended to be relatively flat and informal, with strong high-level leadership support for innovation while still allowing team members a degree of creative flexibility. This meant that innovation centers were in some cases not bound by institutional regulations or tied to hierarchical structures that might limit new ways of working and building relationships. For instance, academic and clinical members were often relieved of some pressures associated with their other roles by means of secondments or protected time to innovate:

...I think it depends on willingness and whether the environment is conducive to do this. I mean, what would the university say if a professor says that, I want to spend x per cent of my time on this, for various values of x. Would they be sympathetic? Would they be questioning? Would they be outright negative? Do they allow someone to take big chunks of their time to leave for six months, one year, two years...and build something and then leave it to some other team and come back to the university? [Participant 3, male, academic/clinician, United States]

Team attitude and culture seemed to play a particularly important role with a common drive to get things done, a
risk-taking attitude, and a focus on collectively solving problems. Staff members in many cases had an intrinsic commitment to innovation with a strong belief that this was the right way forward to solve health care challenges. Center teams were often proactively recruited by senior leadership. Here, skills and interpersonal capabilities were important:

I would say probably more a willingness to be able to talk to others and that personality to be a connector. That’s more important, you saw it at the Apple Store and they didn’t care that you had any Apple products or if you knew anything about technology. Those are things that they can teach you. But they care more about your people skills and then your personalities because that’s very hard to teach. [Participant 13, male, innovation analyst, United States]

Although certain characteristics were common (eg, managerial backgrounds), we observed a different combination of professional skills and backgrounds, depending on the primary objectives of the center. Many core staff members had experience working in different settings (eg, commercial, academic, clinical, managerial) and the ability to span boundaries, move between different worlds, and connect them (eg, entrepreneurial researchers or highly research-minded entrepreneurs).

The core staff tended to work strategically with third parties where specific skills or specialties needed to be brought in to support different aspects of the innovation journey. Creatively drawing on these was viewed as crucial.

The emergence of innovation centers as a relatively new development also demanded the creation of hybrid roles such as innovation strategy managers and innovation analysts who had no established career pathways and may therefore struggle to prove their value to the wider organizational setting:

...innovation managers, the people there to understand and think about describing their own value to their organisations and career pathing for the people here, for the innovation managers here and across all of the innovation team...hospitals don’t really know how to value these people. The people in those roles often don’t have a language to describe what they do and the value they bring to their institution, to researchers and so on. [Participant 20, male, policy, United States]

Wider Infrastructural Considerations

Strategic networking with external stakeholders was a key activity across all centers we visited, frequently characterized by proactive efforts to build relationships with collaborators. These varied across centers, depending on the core mission, but often included academic institutions, policy makers, health care providers, patient organizations, current and future funders, and commercial organizations. In doing so, centers brought together stakeholders who would not typically meet in intensive time-limited interactions and events (such as accelerators, hackathons, challenges, conferences, sandbox events, and competitions):

So I think the events serve as a major platform for bringing people together and there are some events that we’ve done specifically targeting those kinds of, you know, interactions. [Participant 19, female, academic, United States]

Publicizing interactions and events was key to these interactions with dedicated public relations support to promote positive messages and celebrate individual and group wins.

Most acknowledged that there was a critical need to align activities with the wider innovation ecosystem. Centers that were part of this study had placed themselves at the center of academic, commercial, and governmental networks. They were strategically placed in attractive cities that were easily reached through national and international travel networks. A vibrant commercial environment featured heavily and was purposefully aligned to leading universities and health care organizations, where relevant. In some instances, this created a fluid talent pool of people moving between sectors and bridging multiple communities:

There’s probably less of that here because a lot of people will switch careers back and forth all the time, so the talent pool is pretty fluid. So you’ll have a lot of people that will cross-pollinate between the different groups. So I think some of the culture tends to merge a little bit. [Participant 17, male, engineer/designer, United States]

As such, the ecosystem became somewhat of a magnet that drew entrepreneurial spirits in and attracted a certain type of person, which, in turn, was seen to transform the ecosystem:

...everybody from everywhere wants to come here to make their money and be where the excitement is. [Participant 33, male, academic/clinician/director, United States]

However, the mismatching timelines of different institutional stakeholders were frequently cited as barriers to innovation, with commercial partners needing to move quickly and academic and health care settings being averse to risk and therefore less equipped for moving fast owing to often deeply engrained bureaucratic procedures and hierarchical structures.

In addition, despite a general recognition of the importance of evaluation, many centers struggled with establishing measurable metrics that indicated value. Financial metrics are important for all types of organizations. Although start-ups, accelerators, and incubation centers tended to focus on the number of patents and companies created, university-affiliated centers tended to focus on improvements in the quality and safety of care and staff and patient experience.

A further challenge consisted of aggregating project metrics to make claims about the overall success of the center:

When we’re talking about how we measure the programme as a whole something we’ve wrestled with is how do we then take all these disparate clinical metrics and make them into something you can come up with. Because we’ve tried to sell the programme as we’re innovating, we’re delivering better
healthcare and we’re delivering financial value.

[Participant 15, male, clinician, United States]

Many also struggled to allocate appropriate time and resources to investigate failed initiatives, although the importance of this activity was generally recognized:

...when we fail, we tell everybody...that we failed because there is so much more learning from that...

[Participant 30, female, academic/director, United States]

Another challenge was scaling, as it was perceived as one of the most unpredictable aspects of the innovation journey and required dedicated resources and expertise. Therefore, some stated there was a danger that innovation centers would “create a thousand different solutions that the system does not want”

[Participant 5, male, director, United Kingdom]

Discussion

Summary of Findings

We collected qualitative data from a range of settings and identified some important common characteristics of the way different innovation centers approached innovation. Successful centers brought together various combinations of expertise and experience (including academic, technology, service delivery, professional, business, and regulatory) to promote innovations. In the context of myriad opportunities, they helped to identify pain points, stimulate ideas, and facilitate the development of promising avenues. They did so by traversing key segments of the innovation journey, from early high-risk, unproven potential to commercial investment appraisal.

Strengths and Limitations

Although efforts have been made to characterize features of particular successful innovation environments, attempts to reproduce these critical success factors in other settings have mostly failed to deliver, as outcomes are unpredictable and contingent on particular forms and contexts of innovation.

Our study provides a starting point for those wishing to navigate this challenging area, providing insights into stimulating innovation in high-risk health care environments.

However, innovation research and policy have been held back by a lack of agreed definitions of innovation, with many efforts and centers focusing on product innovation. Therefore, our empirical focus was somewhat limited, potentially neglecting other types of innovation (e.g., organizational, service, and social innovation) and different innovation pathways.

This was an exploratory study that focused on United Kingdom and United States settings, as we wanted to establish factors that have been identified to promote innovation across contexts. Limitations include the modest number of cases and variations in the data collected within each center. Ideally, we would have sampled a wider range of centers in different geographical locations, including other countries, and with a similar focus to produce more comparable results. We would also have liked to recruit a more comparable sample of individual respondents (including a greater number of on-the-ground staff) and a more balanced representation of men and women (although this may reflect innovation center workforce trends), but we were limited by accessibility to centers and individuals. We also had to navigate complex approval procedures and a certain degree of trade-off between the depth and breadth of data collected.

In addition, this was a retrospective study of stakeholder perceptions; therefore, it will likely be subject to recall bias. Successful innovations are those in which various possible barriers were avoided and challenges negotiated along the way—a long-term process that is highly unpredictable and is therefore difficult to extrapolate inductively from one case to the next. Similarly, there are likely to be different support models depending on the stage of innovation and the age, size, and funding model of the center. For example, some factors, such as the ability to take risks, may be less realistic in smaller and less well-funded centers, and these centers may also have smaller teams and more restrictive environments than large well-funded centers (e.g., old buildings that do not allow for colocation). It may be that in these environments other factors take more prominent roles than others. For example, if the building is not suitable for colocation, then staff may need to compensate by moving around and actively network within the wider ecosystem. There may also be the need to identify other factors that help a center stand out, for example, including a broad range of stakeholders in their activities such as patient and public representatives. Different stages and centers will likely require different roles and foci. Longitudinal real-time ethnographic studies could help to address these issues. These should also seek to identify which innovation initiatives are most likely to be successful under what circumstances and develop a quantifiable set of indicators to guide future efforts.

Integration of Findings With the Current Literature

We observed some seemingly paradoxical requirements surrounding the support structures. On the one hand, there was a need for frameworks that encouraged diversity to promote ideas at the outset (e.g., where different interdisciplinary groups could meet in short-duration projects). On the other hand, there was a strategic requirement to focus on sustained investment in particular areas to bring innovation to the point it could survive in the market. This strategy seems appropriate for navigating uncertainty, given that many promising innovations are likely to fail along the journey.

Our study also shows that there is a clear need for new career pathways for organizations to support different forms of innovation and the need to develop roles and skills for different stages of the innovation journey. These include new hybrid roles of boundary spanners (connectors) who can bridge different worlds. Interpersonal skills and previous experience in context are key in this respect. In addition, successful innovators are often those who have been previously involved in a series of earlier failed innovations through which they have gained the resources, reputation, experience, knowledge, and linkages needed for eventual success.

Health care organizations could promote the exploitation of these skills through the creation of career pathways around new kinds of hybrid roles. For instance, staff need to be presented with opportunities to enhance their capabilities, knowledge, and links with multiple arenas through their involvement in a series...
of projects. Innovation calls for access to diverse skills, which may include engineering, venture capitalism, entrepreneurship, financial services, investment communities, technology companies, academia, and clinical and professional services. Key intermediaries often internalize understanding or links to these kinds of expertise.

Both countries in which we carried out our research had firmly established national digital health system strategies, and these national drives resulted in national funding for related innovation, research, and innovation from which the centers benefited. However, there was a marked difference in vendor landscapes and health system competition (public sector vs competitive insurance market), which are likely to have impacted various innovation and acceleration efforts. For example, there may have been stronger drivers for economic gains and a stronger pool of professional expertise driven by the competitive insurance market.

### Implications for Practice and Further Research Emerging From This Study

On the basis of this study, we developed a framework of key considerations that a leadership team may wish to consider when establishing a health care innovation center and revising short-, medium-, and long-term strategies. These are summarized in Table 3. This list is not intended to be exhaustive, and dimensions are likely to vary across localities. It should therefore be seen as a guide to structure thinking and not as a recipe for success.

There are also some important implications for informaticians. The key here will be establishing a needs-based approach to innovation that is driven by engaging a range of stakeholder communities and aligning their values. This may be achieved by exploring how different needs can be addressed through various forms of innovation before developing new technological artifacts.

<table>
<thead>
<tr>
<th>Priority weighing</th>
<th>Area</th>
<th>Key consideration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority 1</td>
<td>Need and opportunity</td>
<td>Alignment with key local and national societal and health system challenges</td>
</tr>
<tr>
<td>Priority 2</td>
<td>Leadership</td>
<td>Senior-level commitment to innovation and associated commitment to associated organizational changes</td>
</tr>
<tr>
<td>Priority 3</td>
<td>Strategic prioritization and incentives</td>
<td>Alignment of the center with organizational priorities in the short, medium, and long term and associated incentives</td>
</tr>
<tr>
<td>Priority 4</td>
<td>People</td>
<td>Valuing and promoting interpersonal skills and boundary-spanning capabilities</td>
</tr>
<tr>
<td>Priority 5</td>
<td>Culture</td>
<td>Flat and informal management structures allowing a degree of creative flexibility</td>
</tr>
<tr>
<td>Priority 6</td>
<td>Funding and resources</td>
<td>Diversity in funding sources allowing a mixture of stable and risky investments</td>
</tr>
<tr>
<td>Priority 7</td>
<td>Relationships</td>
<td>Allowing the organic development of communities of practice around specific challenges</td>
</tr>
<tr>
<td>Priority 8</td>
<td>Space</td>
<td>Easily accessible, pleasant, flexible, and conducive to formal and informal networking by a variety of parties</td>
</tr>
</tbody>
</table>

### Conclusions

Although definite measures of success are difficult to establish, we have begun extracting some key considerations that can be used by planners and implementers to guide the establishment and maintenance of health care innovation centers. These include strategy and leadership that view innovation as an organizational priority, establishing organizational cultures and structures that allow experimentation and creative flexibility, and designing physical environments that facilitate networking and relationship building.

There is a clear need to consider different forms of innovation and how these require different kinds of organizational support structures, including establishing new career pathways for hybrid boundary spanners.
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We read the recent article by Wang et al [1] with great interest. This paper was published in 2019 in the Journal of Medical Internet Research. The authors aimed to develop and validate a prospective risk prediction model to identify patients at risk of new incident lung cancer within the next 1 year in the general population. They used data from individual patient electronic health records (EHRs), which was extracted from the Maine Health Information Exchange network. The Extreme Gradient Boosting (XGBoost) algorithm was adopted to build the model, and the authors reported an area under the curve (AUC) of 0.88 (95% CI 0.87-0.88) for their model validation, according to a prospective cohort data. Finally, the authors concluded that their model was able to identify statewide, high-risk patients.

Risk prediction models are effectively useful due to their role in decision making. However, there are some methodological commentaries that we would like to mention. First, AUC is an appropriate measure for assessing discrimination. Discrimination is defined as the ability to distinguish events versus nonevents. However, it assumes that two persons are randomly selected—one who will develop the disease and one who will not. AUC assigns a higher probability of an outcome to the one who will develop the disease. A c-index value of 0.5 expresses a random chance; however, the usual c-index for a prediction model is 0.60 to 0.85. This range can be changeable under different conditions. What we should always consider about the AUC measure is that a high value of AUC discerns excellent discrimination, but it can also reflect a situation with limited relevance. This situation might arise because the variable is related to the diagnostic or early onset of the disease instead of prediction [2,3]. Furthermore, the receiver operating characteristic (ROC) would be a good tool for binary classification, but it is not instrumental for risk stratification. For risk stratification (low- and high-risk bins), the sensitivity in low and high specificity, and positive predictive value (PPV) in high-risk bins, are more discriminating parameters for the ability of the algorithm.

Second, there are several types of external validation such as validation in more recent patients (temporal validation), in other places (geographic validation), or by other investigators at other sites (fully independent validation). Having two exemplary data sets with huge sample sizes, it would be suggestive to test the above-mentioned external validity. Moreover, internal validation is a necessary part of model development. It determines the reproducibility of a developed prediction model for the derivative sample and prevents the over-interpretation of the data. Resampling techniques, such as cross-validation and bootstrapping, can be performed; bootstrap validation, in particular, appears to be the most attractive option for obtaining
stable optimism-corrected estimates [2]. Furthermore, it is of importance that the authors add the validation of data production in the real world after deployment, since it would be more revealing due to the unexpected data challenges encountered during real-time usage by clinical providers.

Third, a mistake that is very common occurs when referring to statistically significant \( P \) values. A \( P \) value depends on statistical, instead of clinical, logic; thus, researchers should consider judging outputs based on effect size, rather than \( P \) value.

A further common issue is missing data that can influence the model development. Missing data often follow a nonrandom pattern, where there is an explanation and cause behind it. If all missing values are removed, the cause and explanation will be lost, which may affect the conclusion and the model development. To generate the model, multivariable regression techniques usually use as a stepwise model (backward is more preferable), and concomitantly checking the Akaike information criterion can help us to decide if the model fits well enough.

Finally, it is important to investigate the interactions between variables in prediction studies. Developing a model, score, or index without considering interactions among variables may elicit changes to the prediction in the real world and lead to misleading messages [3-5].

**Editorial notice:** The corresponding author of “Prediction of the 1-Year Risk of Incident Lung Cancer: Prospective Study Using Electronic Health Records from the State of Maine” did not respond to our invitation to reply to this commentary.
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In “Designing robust N-of-1 studies for precision medicine: Simulation study and design recommendations” by Percha et al [1], the authors use misleading language when speaking about the required numbers of samples regarding results in Figure 4a. For example, they write on page 8:

In Figure 4a, we see that for effect sizes of 0.1, 0.2, and 0.3, more than 100 samples are needed to obtain a power of 0.8 (at a standard 5% significance level). For an effect size of 0.4, at least 100 samples are needed. For effect sizes of 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0, the numbers of samples needed to attain a power of 0.8 are approximately 65, 45, 35, 26, 21, and 18, respectively. [Figure 4]

Since Figure 4a is exactly equivalent to power curves from a two-sample, equal-variance t test (see Figure 1; generating R code provided in Textbox 1), the numbers of samples are for one of the two treatments; thus, the total numbers of samples are doubled. An easy fix in most instances of the unclear language is to add “per treatment” after “samples.” I provide a list of potential clarifying edits to the article’s text below (but may have missed some instances):

- Figure 4c caption: “(ie, number of samples per treatment, with sampling rate fixed at 1 sample per time unit)”
- Figure 4a and 4b: the label for the horizontal axis should be “Number of samples per treatment”
- Page 8: “In Figure 4a, we see that for effect sizes of 0.1, 0.2, and 0.3, more than 100 samples per treatment are needed to obtain a power of 0.8 (at a standard 5% significance level). For an effect size of 0.4, at least 100 samples per treatment are needed. For effect sizes of 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0, the numbers of samples per treatment needed to attain a power of 0.8 are approximately 65, 45, 35, 26, 21, and 18, respectively.”
- Page 9: “For an effect size of 0.5 and σp=0.0, 0.4, 0.8, 1.2, 1.6, 2.0, the numbers of samples per treatment needed to obtain a power of 0.8 are 61, 76, 89, 111, 135, and 176, respectively. For an effect size of 1.0, the numbers of samples per treatment needed to attain a power of 0.8 are approximately 65, 45, 35, 26, 21, and 18, respectively.”
- Page 9: “For σp=0.0, 0.4, 0.8, 1.2, 1.6, 2.0 and α=0.1, the numbers of samples per treatment required are 36, 64, 110, 174, 228, and 250, respectively. For α=10.0, the numbers of samples per treatment required are only 20, 23, 28, 34, 42, and 53, respectively.”
Figure 1. For effect sizes ranging from 0.1 to 1.0, power of a 0.05 level two-sample \( t \) test plotted by \( n \), the number of samples in one treatment group. Total sample size is assumed to be \( 2n \).
# R code for generating Figure 1.
library(pwr)
color <- c("#F8766D", "#D89000", "#A3A500", "#39B600", "#00BF7D", "#00BFC4", "#00B0F6", "#9590FF", "#E76BF3", "#FF62BC")

# Producing the power plot (upper portion of figure)
plot(50, 1, type = 'n', xlim = c(0, 100), ylim = c(0, 1), axes = FALSE, ylab = substitute(paste("2-sample \textit{t} test power")), xlab = substitute(paste(italic('n') = "# of samples for 1 of 2 treatments")))
axis(1, at = seq(0, 100, 20)); axis(2, at = seq(0, 1, .2), las = 2)
abline(v = seq(10, 100, 10), col = 'gray80')
abline(h = seq(.1, 1, .1), col = 'gray85')

# Filling in the power plot
for(.d in 10:1/10){
tmp.power <- NULL
for(.n in 5:100){
  # Computes power for a 2-sample t-test, each sample with n observations.
p <- pwr.t.test(n = .n, d = .d, sig.level = .05, power = NULL, type = "two.sample", alternative = "two.sided")$power
  tmp.power <- c(tmp.power, p)
}linese(5:100, tmp.power, lwd=3, col=color[d*10])
}

# Producing the the legend (lower portion of figure)
plot(50, 1, type = 'n', xlim = c(0,100), ylim = c(.25, .75), axes = FALSE, xlab = 'Effect Size', ylab = '', cex.lab=1.5)
x <- 15
for(iter in seq(2,10,2)){
mult <- (iter/2)
x <- x*mult
segments(x-.3, 0.67, x+.3, lwd=5, col=color[iter-1])
text(x+.3, .67, pos=4, (iter-1)/10, cex=1.25)
segments(x-.3, 0.33, x+.3, lwd=5, col=color[iter])
text(x+.3, .33, pos=4, (iter)/10, cex=1.25)
}

Percha and colleagues have agreed to the above changes; these changes have been made to the original paper.
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Abstract

Background: The first case of COVID-19 in Saudi Arabia was confirmed on March 3, 2020. Saudi Arabia, like many other countries worldwide, implemented lockdown of most public and private services in response to the pandemic and established population movement restrictions nationwide. With the implementation of these strict mitigation regulations, technology and digital solutions have enabled the provision of essential services.

Objective: The aim of this paper is to highlight how Saudi Arabia has used digital technology during the COVID-19 pandemic in the domains of public health, health care services, education, telecommunication, commerce, and risk communication.

Methods: We documented the use of digital technology in Saudi Arabia during the pandemic using publicly available official announcements, press briefings and releases, news clips, published data, peer-reviewed literature, and professional discussions.

Results: Saudi Arabia’s government and private sectors combined developed and launched approximately 19 apps and platforms that serve public health functions and provide health care services. A detailed account of each is provided. Education processes continued using an established electronic learning infrastructure with a promising direction toward wider adoption in the future. Telecommunication companies exhibited smooth collaboration as well as innovative initiatives to support ongoing efforts. Risk communication activities using social media, websites, and SMS text messaging followed best practice guides.

Conclusions: The Saudi Vision 2030 framework, released in 2017, has paved the path for digital transformation. COVID-19 enabled the promotion and testing of this transition. In Saudi Arabia, the use of artificial intelligence in integrating different data sources during future outbreaks could be further explored. Also, decreasing the number of mobile apps and merging their functions could increase and facilitate their use.

(J Med Internet Res 2020;22(9):e19338) doi:10.2196/19338
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Introduction

The outbreak of SARS-CoV-2, emerging from the markets of Wuhan, led to the COVID-19 pandemic [1,2]. The current population-wide measures of home quarantine that were simultaneously applied worldwide to slow and prevent the spread of COVID-19 are unprecedented. The COVID-19 pandemic has caused disruption of daily services due to the community-wide mitigation measures taken by many countries. Due to the low likelihood of obtaining a vaccine in the near future, global efforts have vastly focused on social distancing and complete city and state lockdowns in many instances as the
only solutions to contain the pandemic [3]. These mitigation measures have necessitated the use of technology to maintain functions in all aspects of life.

The global experiences with the H1N1 influenza pandemic in 2009 [4] and Ebola virus in 2014 clearly indicated that timely and appropriate technology usage played a considerable role in controlling these pandemics [5-7]. A cloud computing tool for data collection and integration for confirmed cases of Middle East respiratory syndrome coronavirus (MERS-CoV), a GPS-based risk assessment tool [8], and Google Maps usage for the geographical representation of MERS-CoV cases worldwide are examples of the technological methods used to control the outbreak of Middle East respiratory syndrome (MERS) [8]. By establishing a national electronic surveillance system [9,10], Saudi Arabia also contributed to the global data pool of MERS-CoV information.

During the current COVID-19 pandemic, Saudi Arabia has been proactive in implementing disease containment measures and working to meet the community’s needs and demands in a very short time [3]. It is currently estimated that 30,260,000 people in Saudi Arabia (89% of the population) use the internet, 96% of the population uses smartphones [11], and the majority of the population now has access to smartphones, laptop computers, desktop computers, and tablets; therefore, digital service provision is much easier than in the past and has aided the mitigation efforts established by the government. Keeping in view the importance of quick and timely digital data sharing for policy actions, which is also emphasized by the World Health Organization (WHO) [12], our aim in this paper is to highlight how Saudi Arabia has used digital technology during the COVID-19 pandemic.

**Methods**

The authors documented Saudi Arabia’s experience using publicly available official announcements, press briefings and releases, news clips, published data, peer-reviewed literature, and professional discussions. The searched information sources were in both English and Arabic languages. A literature search was conducted from March 20 to June 20, 2020. Each author collected, examined, and synthesized information on a designated sector; then, all the authors consolidated, discussed, and agreed on the final findings. The inclusion criteria for information were that the information depicted a prominent event during the COVID-19 pandemic response, included technology or digitalization, and was specific to Saudi Arabia. The findings are mainly presented in narrative form.

**Results**

Figure 1 and Table 1 visualize and summarize some of the applications and platforms used for various health sectors during the COVID-19 pandemic in Saudi Arabia.

![Figure 1. Examples of digital apps available for various health care domains during the COVID-19 pandemic in Saudi Arabia.](https://www.jmir.org/2020/9/e19338)
### Table 1. Summary of telehealth applications available in Saudi Arabia during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Short description</th>
<th>Provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ministry of Health</td>
<td>Smart phone app (iOS/Android)</td>
<td>Teleconsultation (synchronous live video chat, nonsynchronous SMS text messaging).</td>
<td>Ministry of Health</td>
</tr>
<tr>
<td>Mawid [14]</td>
<td>Smartphone app (iOS/Android), web-based application</td>
<td>Symptom checker/appointment gateway to all Saudi Ministry of Health Services. Used as the main channel for the virtual COVID-19 screening/triaging by the Saudi Ministry of Health.</td>
<td>Ministry of Health</td>
</tr>
<tr>
<td>Anat [15]</td>
<td>Smartphone app (iOS/Android)</td>
<td>E-prescription(^a) gateway; licensure of all health care professionals is checked with the Saudi Commission for Health Specialties.</td>
<td>Ministry of Health</td>
</tr>
<tr>
<td>Wasfaty [16]</td>
<td>Web-based</td>
<td>The official e-prescription gateway provided by the Ministry of Health.</td>
<td>Ministry of Health</td>
</tr>
<tr>
<td>Asefni [17]</td>
<td>Smartphone app (iOS/Android)</td>
<td>GPS-enabled requests for emergency services nationwide.</td>
<td>Saudi Red Crescent Authority</td>
</tr>
<tr>
<td>Cura [18]</td>
<td>Smartphone app (iOS/Android)</td>
<td>Teleconsultations (synchronous live video chat, nonsynchronous SMS text messaging, more specific subspecialties/for-profit).</td>
<td>Private</td>
</tr>
<tr>
<td>MayaClinic [19]</td>
<td>Smartphone app (iOS/Android)</td>
<td>Teleconsultations (nonsynchronous text messaging with health care providers).</td>
<td>Private</td>
</tr>
<tr>
<td>Nala [20]</td>
<td>Smartphone app (iOS/Android)</td>
<td>Teleconsultations (artificial intelligence-enabled chatbot provides decision support for the public, acts as an appointment gateway and nonsynchronous messaging with health care providers).</td>
<td>Private</td>
</tr>
<tr>
<td>Labayh [21]</td>
<td>Smartphone app (iOS/Android)</td>
<td>Teleconsultations (mainly provides psychology sessions and mental health services).</td>
<td>Private</td>
</tr>
<tr>
<td>80/20 Lifestyle [22]</td>
<td>Smartphone app (iOS/Android)</td>
<td>Remote patient engagement and lifestyle change recommendations.</td>
<td>Private</td>
</tr>
<tr>
<td>Virtual Medical Academy [23]</td>
<td>Web-based interactive academy</td>
<td>Videoconferencing events targeted to health care professionals.</td>
<td>Private</td>
</tr>
<tr>
<td>SCFHS Webinars [24]</td>
<td>Web-based seminars</td>
<td>Offers support services to health care professionals under their programs (Daem for residents and Emtenan for all health care professionals).</td>
<td>Saudi Commission for Health Specialties</td>
</tr>
</tbody>
</table>

\(^a\) e-prescription: electronic prescription.

### Health Sector Digitalization

Amid the COVID-19 pandemic, the Saudi Ministry of Health has implemented multiple informatics tools to provide public health information for individuals as well as the community.

#### Public Health Informatics Tools

In 2018, the Ministry of Health launched a national central health care appointment gateway through a mobile app and web-based application called Mawid, which translates to “Appointment” [14] (Figure 1). Soon after, in August 2019, the Sehhaty (“My Health”) app was launched in the pursuit of a wide range of health promotional campaigns that target healthy lifestyles, using gamification and community-wide challenges [25]. However, both apps were updated to respond to the COVID-19 pandemic by introducing a symptom checker to enable people who suspect they have COVID-19 to directly book appointments at dedicated COVID-19 clinics [26] and drive-through mass testing locations around the Kingdom [27].

For COVID-19 surveillance, the Health Electronic Surveillance Network (HESN) has been mainly used as a reliable source of data for all COVID-19 laboratory tests in the Kingdom. The HESN serves as a national communicable disease surveillance platform. It was launched in 2012 and piloted during the largest public health event in Saudi Arabia: the annual pilgrimage season, or the Hajj [28]. Moreover, the Patient Tracing Unit (Taqasi) platform was implemented in March 2020 for the COVID-19 pandemic. Its purpose is to enhance and manage contact tracing around the Kingdom based on the laboratory results generated from the HESN.

Locally published preventative and clinical guidelines give directions for home isolation with documented daily follow-ups and for tracking symptoms for mild cases and contacts. To provide these functions, the National Health Emergency Operation Centre launched a smartphone app, Tetamman, which translates as “Rest Assured” [29]. In May 2020, the Ministry of Health announced that the Tetamman app will also be associated with a smart bracelet for individuals returning from abroad as well as those who are isolated in their homes [30].

Contact tracing has been termed as an essential epidemiologic tool for containing the COVID-19 outbreak and enforcing future plans for lifting lockdown safely. To achieve this, the Saudi
Data and Artificial Intelligence Authority (SDAIA) released two smartphone apps. The first is Tawakkalna, a GPS-enabled app to monitor and restrict individuals’ movement during curfew hours with the capacity to issue permits for exceptions. The second app, Tabaud, whose name means “Distancing” [31], sends deidentified data to people who came in close contact with confirmed cases of COVID-19. The app follows the international Google and Apple guidelines on data privacy.

**Health Care Delivery**

The Saudi Ministry of Health (MOH), as the main health care provider in the Kingdom of Saudi Arabia, is looked upon as the main source of authentic and reliable health information for the Saudi population. Other channels of health care delivery include the Ministry of Defense, university teaching hospitals, and the private sector. Similarly, tertiary, secondary, and primary care facilities provide health care to both nationals and nonnationals. In 2011, the Saudi MOH agreed upon a vision to improve the standards, equitability, availability, and quality of health care in the Kingdom of Saudi Arabia by the use of electronic communication and information technology in this sector. The Vision 2030 National Transformation Program [32] health care strategic objectives for the years 2018 to 2020 aimed to increase access to care, improve quality, and promote the prevention of health risks. It highlights electronic health (eHealth) as an essential enabler to the health care transformation; hence, it tasks the National Health Information Centre with creating multisectoral coherent eHealth services. During the aforementioned community-wide measures to combat the spread of COVID-19, the government of Saudi Arabia and the private health care sector activated existing digital health solutions and produced new ones.

The MOH Call (937) Service Center was established to answer inquiries related to COVID-19. Moreover, one hospital initiated a remotely controlled robot for rounding and monitoring of intensive care unit patients [33].

For hospitals that had teleconsultation apps in place before COVID-19, whether well-established or in pilot phases, some activated their apps to serve patients who do not require in-person hospital visits, such as King Saud Medical City in the public sector and Dr Sulaiman Al Habib Medical Group in the private sector. The group messaging app WhatsApp remains the preferred messaging app in the Kingdom [11]; some hospitals and medical cities in the Eastern Region, such as Qatif Central Hospital and its primary care centers, initiated WhatsApp numbers to help patients register their medication refill requests, arrange for remote routine follow-ups, and inquire regarding their laboratory results.

Periods of pandemics have been shown to cause a surge in stress related to fear of the unknown and isolation. Hence, the literature highlights the need for establishment of psychological support to communities during such periods. To achieve this objective, the National Centre for Mental Health Promotion collaborated with the developers of a local mobile counselling app, Labayh, to provide free sessions for people experiencing anxiety and panic symptoms in the current situation [21]. In another instance, the Saudi Commission for Health Specialties (SCFHS) nationally launched a set of mental health support services for all health care professionals in the Kingdom under its Emtenan initiative as well as for residents in training (Daem) [24]. The SCFHS not only called its registered health care professionals but also sent them SMS text messages, enquiring about their safety and advising them to keep safe.

In the area of telepharmacy, the MOH and other tertiary health care facilities sent medications to patients’ homes via courier companies or established telepharmacy services [15]. Furthermore, the MOH sent out SMS text reminders to all health care providers with active professional registration to use its electronic prescription (e-prescription) services in collaboration with private sector pharmacies. One example is the Anat mobile app [15], which enables providers to directly electronically prescribe medications to patients by credentialed and licensed providers. Other apps that have been active in recent years in Saudi Arabia are Wasfaty [16], translated as “My Prescription,” which is the official gateway for e-prescriptions under the Ministry of Health’s free services, and the Sehha [13] mobile teleconsultation app, which can provide patients with e-prescriptions via SMS text message following a medical consultation with a physician. Private telehealth services such as Cura [18] and Maya Clinic [19] are offering similar services either freely or with modest charges to support their COVID-19 efforts.

With the success of telemedicine services, King Salman bin Abdulaziz Al Saud of Saudi Arabia issued a royal decree to amend health professionals’ practice regulations to allow telemedicine use for diagnostic and management purposes from the workplace and at home. This royal order also directs all relevant sectors to amend their regulations to accommodate this change [34].

**Educational Sector Digitalization**

According to Saudi national statistics [35], approximately 1,353,619 students are enrolled in 28 governmental and 34 private higher education institutes. Moreover, there are approximately 5000 schools in the Kingdom that provide secondary level education; these include both public and private sector institutions.

Electronic learning (e-learning) is not new in the Kingdom. Its first decade (1990-2000) in Saudi Arabia’s education system was supported well by the evolution of computer technology and the World Wide Web [36]. By 2002, Saudi Arabia had established a national school e-learning platform with tailored electronic lessons [36]. The following years witnessed expansion and enhancement of e-learning in collaboration with international partners [36]. In 2017, as part of Vision 2030, the Ministry of Education (MOE) established the National Center for e-Learning [37], This center serves to supervise and support eLearning in Saudi Arabia. The current COVID-19 pandemic poses immense challenges to maintaining continuity of educational services across the Kingdom. This challenge was most evident in the health educational sector due to the absence of a standard and unified method of eLearning and because educational methods depend on patient interactions.

It is already known that major universities in the Kingdom such as King Saud University, Taibah University, King Khalid
University, Qassim University, Islamic University of Madinah, Al-Baha University, and King Abdul-Aziz University are the most active e-learning university partners in the Kingdom. However, higher education institutions were challenged by the COVID-19 situation to continue tutoring and assessment of technical skills [38]. Hence, universities offered different methods of e-learning support depending on the course requirements and interim assessment needs [39].

Later, the Minister of Education congratulated higher educational institutes on their successful shift to distance learning since the COVID-19 outbreak. The universities reported that collectively, 1.2 million users were conducting 107,000 hours of web-based learning in more than 7600 virtual classes [40]. The MOE also directed higher education students and faculty to its website “Shams,” an open education resource.

The aforementioned SCFHS is Saudi Arabia’s accreditation and registration body for health care professionals. It offers a series of accredited educational webinars for continuing medical education hours. The SCFHS has collaborated with local and international platforms such as Virtual Medical Academy [23], UpToDate [41], and MDBriefcase [42]. The topics listed therein include a COVID-19 overview, physician burnout, a COVID-19 critical care crash course, and ethical issues during pandemics using COVID-19 as an example [43]. Other nonprofit public and private initiatives have followed the SCFHS’s lead [43,44].

It is worth noting that all educational institutions, including higher education institutions, continued delivery of education during lockdown. Both public and private institutions used various two-way e-learning methods to continue teaching and student learning. This ranged from individual institute-based platforms such as Blackboard and McGraw-Hill Connect to common commercial platforms such as Zoom, Google Class, and FaceTime.

An interesting and unique step taken by the MOE was to shift public school education to its distant learning portals, namely Ein (translated as “Eye”) and Vschool.sa [45]. Ein, which was launched by the Ministry of Education before the COVID-19 outbreak, features a television channel that broadcasts daily lessons based on the national curriculum [39]. During the COVID-19 pandemic, the Ein channel and a corresponding YouTube channel have been redirected to provide live tutoring of all school level subjects and lessons daily from 8:30 AM to 12 PM on weekdays [46]. This great effort was conducted by 127 teachers in 112 subjects. Ein also provides a website through which students can practice lesson exercises and communicate with their teachers [46]. The vschool.sa portal is unique to Saudi Arabia and is a unified learning portal by the Ministry of Education that complements Ein. It provides synchronized web-based tutoring, assessment tools, learning material, and apps for smartphone access [47].

**Telecommunication, Commercial, and Miscellaneous Digital Services**

The major telecom companies in Saudi Arabia, namely the Saudi Telecom Company (STC), Mobily, and Zain Saudi Arabia, have announced free-of-charge data services to the most used educational platforms as well as health and telehealth applications to facilitate the smooth delivery of e-learning as well as health care delivery during the pandemic. The expected high usage of internet services, which exceeded the current capacity by around 33%, was also supported by the Saudi Communication and Information Technology Commission (CITC), which developed related infrastructure to accommodate the sudden high demand [36]. In an unprecedented move, prior to the COVID-19 pandemic, the CITC had also launched a guide to inform consumers about the trusted available mobile apps that are officially registered within the commission [48]. Internet providers also enabled users to access the Ministry of Health and governmental educational websites without consuming their personal data. When a call is placed on an STC or Mobily mobile number, a voice recording plays that reiterates Ministry of Health messages to help prevent the spread of COVID-19. Telecom companies changed their network names to display a message saying “Stay Home” (Figure 2). All these measures contributed to health education and the awareness drive.
One of the most notable initiatives in Saudi Arabia is “Move to Tech.” This initiative was launched by the Saudi Ministry of Communications and Information Technology on March 10, 2020 [49]. It facilitates the use of current digital tools and the creation of new ones in response to COVID-19. This has increased the use of digital tools in several sectors, but mainly in education, the food industry and health care. Following this initiative, a COVID-19 Hackathon [50] was launched to provide innovative remote and virtual solutions to combat the pandemic.

The G20 International Economic Leaders’ Summit, scheduled in March 2020 and hosted by Saudi Arabia, was required to “go digital” in light of the COVID-19 pandemic. The summit hosted 19 countries, the European Union, and the Central Bank Governors. Saudi Arabia initiated the G20 Extraordinary Virtual Leaders’ Summit on COVID-19 using videoconferencing that was inclusive of all international delegates. It is worth mentioning that the platform used was built and coordinated by the SDAIA (Figure 3) [51,52].

Figure 2. Instagram advertisement for the new symptom checker feature on the Saudi Ministry of Health’s scheduling mobile app.

Figure 3. Snapshot of the G20 Extraordinary Virtual Leaders’ Summit on COVID-19, hosted by the Saudi King Salman Bin Abdulaziz, on March 26, 2020.
In 2018, the Saudi Red Crescent Authority launched a mobile app, “Asefni,” which translates to “Save Me.” The aim of this app was to facilitate emergency service requests with accurate GPS locations [17]. When strict local curfew and travel restrictions were imposed on all Saudi citizens, the app was updated to provide movement permits during the curfew order for individuals who required essential medical consultations. This permit is issued for each case only after an initial web-based assessment [53]. Similarly, Saudi Public Security launched an online portal, “Tanaqul,” to receive requests for domestic land travel permits between cities for people with extenuating circumstances [54].

Electronic commerce, on the other hand, was a prosperous industry in the Kingdom even before COVID-19. Major retailers had established web-based ordering and home delivery services throughout the major cities for everyday grocery items, home essentials, and furniture. The community-wide quarantine has highlighted the role of these web-based commercial services in aiding the mitigation process.

Risk Communication Directed at the Public Through Social Media

The year 2011 witnessed a boom of social media and user-generated content in Saudi Arabia [55]. The current social media scene in Saudi Arabia with regard to the percentage of internet users shows that the most preferred and used social media platforms are YouTube, WhatsApp, Facebook, Instagram, and Twitter [11]. In April 2011, the Saudi Ministry of Health joined Twitter and successfully built its audience’s trust over the years until it reached nearly 3 million followers in early 2020 [56,57]. Before the first confirmed case of COVID-19 in Saudi Arabia, the MOH used its website and social media platforms, including Twitter, Facebook, YouTube, Snapchat, Instagram, and TikTok, to distribute health education materials.

Different formats were used, such as WhatsApp stickers for proper hygiene. The topics included what COVID-19 is, how it is transmitted, how to prevent getting it, and where it originated. As the pandemic progressed and new scenarios emerged, the literature was modified and expanded to accommodate these changes. It was also translated into other languages, including but not limited to English, Portuguese, French, Russian, Tagalog, Spanish, and Urdu, ensuring a wider spread of relevant information [58]. The MOH and other ministries also used SMS text messages in both English and Arabic to raise awareness and emphasize the practice of precautions. Regular messages were sent to all citizens in different languages.

After the first case of COVID-19 in Saudi Arabia was confirmed on March 3, 2020, the Twitter account of the official spokesperson of the MOH was activated to directly and quickly announce and respond to COVID-19 news [59]. Rumors and misinformation are an expected and organic part of risk communication. According to the WHO, the best practices to address rumors and misinformation in risk and crisis communication include prevention, monitoring, and strategies for approaching a rumor when it occurs [60]. The spokesperson of the MOH incorporated this WHO strategy of dissolving original rumors. On Twitter, he would retweet the rumor with a comment to directly spread the correct information [59]. Figure 4 shows a comment by the MOH spokesperson on a widely distributed tweet by a person who was concerned about a colleague at his school who had just come back from Iran and had shown symptoms of respiratory illness [61]. The spokesperson thanked him for his concern and reassured him that the MOH had reached out to the person of concern and tested him for the virus, and he was found to be negative. He concluded by asking all people to communicate similar concerns to the MOH call center.
The MOH has also collaborated with other government and nongovernment health entities to establish the Prevention Ambassador Initiative. The initiative is a web-based course for the layperson that provides certification in baseline information on COVID-19 to help prevent and control the COVID-19 infodemic [63]. Another effort to contain internet rumors and misinformation is a Saudi Public Prosecution release stating that intentional spread of rumors about COVID-19 or sharing material that causes panic among the public is an electronic crime that can be punished with up to 5 years of imprisonment or a fine of SR 3 million (US $799,888.20) [64].

When curfews were established in a number of major cities, the Center for Government Communication launched a national social media campaign titled *Kollona Masool*, meaning “We Are All Responsible” [65]. The main message of the campaign was that people should stay at home as a patriotic duty to their country and fellow residents. This hashtag was widely used by officials and the general population, and government entities on Twitter changed their cover images to read *Kollona Masool*.

At this point, global brands were separating their logos and Twitter user names to emphasize social distancing. Many Saudi government entities and community influencers did the same. Once the lockdown was gradually lifted, this campaign shifted to *Naoodo bi Hathar*, which means “Return Carefully.”

Early in the pandemic, the Saudi Health Council and the National Health Information Center started the first Arabic web-based interactive map dedicated to COVID-19 [66] (Figure 5). The map regularly updates travel alerts, confirmed cases, treated cases, deaths, percentage of treated cases, and percentage of deaths. The map is available as an app on the Apple Store [67]. It has an artificial intelligence (AI)–enabled chatbot, “Bashayar,” that offers simple guidance in simple language. It also has a pop-up news headline with the latest official Arabic news on COVID-19 and a dropdown menu with further resources, including educational material, statistics, graphs, sources, data sets, isolation hospitals, statuses of major local and international conferences, and other studies [66].
As more cases were discovered, the National Centre for Disease Prevention and Control (NCDC), also known as Weqaya, launched the COVID-19 hub website, followed by the Ministry of Health’s COVID-19 awareness website [68]. Here, Arabic guidelines and essential information could be found under broad audience categories: community and public, professionals and health care workers, and daily updates [69]. A month into COVID-19 containment measures, the Ministry of Health released a public link to its live local Arabic dashboard, COVID-19 Dashboard: Saudi Arabia [69]. Accessibility to credible facts in a timely manner are core WHO principles of risk communication [60].

Discussion

Principal Findings

The ways in which the world has attempted to respond digitally to COVID-19 have surely raised concerns about how the world may be transformed post–COVID-19. On one hand, the need for digital response has been significantly highlighted; on the other hand, major challenges associated with its usage have surfaced [62]. We have already witnessed historical success stories in which countries used technology such as electronic databases and Google Maps to curb the spread of outbreaks.

Even in the current pandemic, several success stories have surfaced in which technology usage helped save lives when global markets shut down and strict curfews were enacted. The United Kingdom, for instance, initiated a COVID-19 symptom tracker app that allows users to enter their symptoms for risk identification, referral, and follow-up [70]. The use of mobile data has been suggested to help identify people at greater risk of travel-related infectious disease and in directing mass screening efforts accordingly. Google and Apple [71] introduced a decision support tool that acts as a location checker and has been implemented in the Tabaud app. Location data gathered from smartphones is used by public health officials to track patterns of movement of quarantined or home-isolated individuals.

A recent article published in The Lancet [72] highlighted the use of AI in curbing COVID-19. Taiwan used AI to improve its national health insurance database and integrate it with its immigration and customs database to create Big Data for analytics and crossmatching of individuals. This system generated alerts during clinical visits based on travel history and clinical symptoms to aid case identification. It also used QR-code scanning and web-based reporting of travel history and health symptoms to classify travelers’ infectious risks based on their flight origins and travel histories for the past 14 days. Persons with low risk (no travel to Level 3 alert areas) were sent a health declaration border pass to their phones via SMS text message for faster immigration clearance; those with higher risk were quarantined at home and tracked through their mobile phones to ensure they remained at home during the incubation period [73].

The use of telehealth and chatbots in the United States and Singapore has shown promising results in enabling remote triaging of care and providing rapidly accessible information; these measures enable the provision of care to patients without requiring them to leave their homes [74,75].

Saudi Arabia’s digital response to the COVID-19 pandemic is noteworthy. The aforementioned digital tools of public health and health care services are on par with those used worldwide. A few areas still require more exploration, such as the use of AI. It may be desirable to connect all the governmental and nongovernmental apps created during the COVID-19 pandemic to effectively activate interoperability across different technologies. This can lead to the creation of large, continuously updated data sets, which can be later used for diagnosis, management, and policy implementation.

However, we do recommend decreasing the number of public health mobile apps available for use during a future outbreak. This is to decrease the burden on the end user, avoid confusion, and ensure better adherence. As mentioned previously, there are five applications for COVID-19 symptoms and history screening, follow-up of cases, and contact tracing. Last, it should
be ensured that digital location identifiers activated via these applications do not breach privacy and agreed-upon permissions, as both Apple and Google have raised concerns regarding adherence to Health Insurance Portability and Accountability Act (HIPPA) regulations [76].

Wuhan was the first city to implement complete lockdown and initiate the policy of “Suspend Classes Without Stopping Learning.” Lessons from this policy show the importance of having a strong web-based teaching infrastructure, the necessity of building the capacity of teachers, and finding solutions to bridge up the information gap that may occur because of distance teaching [77]. Fortunately, Saudi Arabia already possessed public and private e-learning infrastructure at the time of the COVID-19 pandemic. Saudi universities conducted webinars and training to rapidly increase their faculty’s capacity for e-learning [78]. In one of the MOE’s COVID-19 webinars, a group of education experts found that the COVID-19 experience proved successful in breaking educators’ psychological barriers to use technology and distant learning methods. They also highlighted the future potential of e-learning to enhance web-based question banks and electronic resources, further engage faculty, adopt remote administrative meetings, decrease costs, and improve outcomes [79]. The Minister of Education hinted that distance learning would be made part of the Kingdom’s regular education system [80], as it appears to be the new norm.

The main challenge posed by the COVID-19 pandemic has been the provision of efficient, accurate, and timely information to populations at risk worldwide [81]. The experience of COVID-19 risk communication by the Saudi Ministry of Health was perceived as very useful by 72% and very satisfactory by 74% of a survey population of 3133 Twitter users [82]. Through previous evaluation and improvement efforts, as well as experience with MERS-CoV, the risk communication infrastructure for this pandemic had already been built. Previous literature showed the types and sources of information that people in Saudi Arabia were seeking during the MERS-CoV outbreak. One study showed that 40% of people preferred the internet as a source of information [83].

In 2017, Saudi Arabia underwent a WHO Joint External Evaluation for international health risk assessment, including risk communication. This evaluation documented the use of the MOH web-based social listening tool to monitor rumors and adapt messaging according to the audience [84]. Similarly, Finland used social media messages and email to thematically categorize the community response to COVID-19 and develop recommendations for evidence-based risk communication [85]. Here, we urge the Ministry of Health to document its risk communication experience with COVID-19 for future reference, decision making, and simulation training.

Despite Saudi Arabia’s widespread usage of various technical platforms during the current pandemic, this experience of learning and sharing seems to be ongoing. The community shift toward digital solutions will unravel further challenges and advantages as we continue to control and mitigate the epidemic curve. The implications and impact of this shift are yet to be known and studied. Whether the emerged digital dynamics and new norms among different sectors should be continued after the end of community quarantine remains unanswered.

Limitations
We attempted to encompass all digital solutions and tools used during the COVID-19 outbreak in Saudi Arabia up to the time of manuscript revision; however, shortcomings are expected. The COVID-19 pandemic is a rapidly changing scenario with weekly updates. This paper also lists apps but does not evaluate them or check for user experiences. Moreover, the criteria for inclusion in this paper were subjective. The authors attempted to decrease the effect of this subjectivity using discussion and consensus.

Conclusion
Saudi Arabia has been working to digitally transform many of its sectors since the launch of the national agenda, Vision 2030, in 2017 [32]. The COVID-19 pandemic has expedited this transformation. It has tested the reliability of the country’s digital infrastructure and has highlighted questionable gaps for decision makers. This has been a nationwide trial of Saudi citizens’ acceptance and ability to use and engage with the digitalization of these services and communications. At this point, it is too early to evaluate the unique Saudi experience of population-wide digital solutions. Future research should further explore and analyze the successes and pitfalls, hindrances, and challenges of this digital experience for specific sectors, including institutions, employees, and consumers.
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Abstract

Background: During the initial phases of the COVID-19 pandemic, there was an unfounded fervor surrounding the use of hydroxychloroquine (HCQ) and tocilizumab (TCZ); however, evidence on their efficacy and safety have been controversial.

Objective: The purpose of this study is to evaluate the overall clinical effectiveness of HCQ and TCZ in patients with COVID-19. We hypothesize that HCQ and TCZ use in these patients will be associated with a reduction in in-hospital mortality, upgrade to intensive medical care, invasive mechanical ventilation, or acute renal failure needing dialysis.

Methods: A retrospective cohort study was performed to determine the impact of HCQ and TCZ use on hard clinical outcomes during hospitalization. A total of 176 hospitalized patients with a confirmed COVID-19 diagnosis was included. Patients were divided into two comparison groups: (1) HCQ (n=144) vs no-HCQ (n=32) and (2) TCZ (n=32) vs no-TCZ (n=144). The mean age, baseline comorbidities, and other medications used during hospitalization were uniformly distributed among all the groups. Independent t tests and multivariate logistic regression analysis were performed to calculate mean differences and adjusted odds ratios with 95% CIs, respectively.

Results: The unadjusted odds ratio for patients upgraded to a higher level of care (ie, intensive care unit) (OR 2.6, 95% CI 1.19-5.69; \( P = .003 \)) and reductions in C-reactive protein (CRP) level on day 7 of hospitalization (21% vs 56%, OR 0.21, 95% CI 0.08-0.55; \( P = .002 \)) were significantly higher in the TCZ group compared to the control group. There was no significant difference in the odds of in-hospital mortality, upgrade to intensive medical care, need for invasive mechanical ventilation, acute kidney failure necessitating dialysis, or discharge from the hospital after recovery in both the HCQ and TCZ groups compared to their respective control groups. Adjusted odds ratios controlled for baseline comorbidities and medications closely followed the unadjusted estimates.

Conclusions: In this cohort of patients with COVID-19, neither HCQ nor TCZ offered a significant reduction in in-hospital mortality, upgrade to intensive medical care, invasive mechanical ventilation, or acute renal failure needing dialysis. These results are similar to the recently published preliminary results of the HCQ arm of the Recovery trial, which showed no clinical benefit from the use of HCQ in hospitalized patients with COVID-19 (the TCZ arm is ongoing). Double-blinded randomized controlled trials are needed to further evaluate the impact of these drugs in larger patient samples so that data-driven guidelines can be deduced to combat this global pandemic.

(J Med Internet Res 2020;22(9):e21758) doi:10.2196/21758
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**Introduction**

As of July 23, 2020, more than 4 million cases and 140,000 deaths from COVID-19 have been reported in the United States. There is currently no proven medical therapy for this disease except low-dose dexamethasone and remdesivir based on preliminary evidence with the mainstay of treatment being supportive care [1]. Multiple off-label and compassionate use therapies are currently being employed, targeting currently known pathophysiological mechanisms of this novel virus. Increasing social and economic devastation caused by COVID-19 has led the Federal Drug Administration (FDA) to issue emergency use authorizations (EUAs) for various drugs without proven benefits [2]. Although many of these drugs have revealed promising in vitro activity against the coronaviridae family, including SARS-CoV-2, the translation of these in vitro effects into clinical efficacy is a matter of debate. While, as physicians, we tend to assume that these drugs will do more good than harm when utilizing them as a last resort to severely ill patients, the fact remains that in the absence of randomized controlled trials, there is no way to reliably judge the impact of these medications. Fortunately, this situation is being remedied, with evidence emerging, initially from China, and more recently from trials in the United States and Europe.

Among others, hydroxychloroquine (HCQ) and the interleukin-6 (IL-6) inhibitor, tocilizumab (TCZ), became popular options to treat COVID-19. There is no concrete evidence supporting their use, and they were widely adopted across the world based on anecdotal data. Our hospital, following the guidelines of its parent enterprise, permitted the use of HCQ in COVID-19 patients who had respiratory insufficiency as indicated by low oxygen saturation. Similarly, TCZ was used for patients who met the criteria for cytokine release syndrome during the time frame of this study. The purpose of this study is to evaluate the overall clinical effectiveness of HCQ and TCZ in our hospital. We will compare our results to the preliminary results of the HCQ arm of the RECOVERY trial, which did not reveal a difference in 28-day mortality between the HCQ group and the usual care group [3]. In addition to mortality, we will evaluate other secondary endpoints and hypothesize that use of HCQ and TCZ will be associated with a reduction in the endpoints of an upgrade to the intensive care unit (ICU), need for invasive mechanical ventilation (IMV), acute renal failure necessitating dialysis, and reduction in D-dimer and C-reactive protein (CRP) on the 7th day of hospitalization.

**Methods**

**Study Design and Participants**

This retrospective cohort study included adult inpatients (≥18 years old) from Abington Hospital - Jefferson Health in the United States. All patients had a confirmed diagnosis of COVID-19 between March 1, 2020, and May 30, 2020. The study was approved by the Institutional Review Board, and the requirement for informed consent was waived by the Research Ethics Committee.

**Data Collection**

All COVID-19 patients who were admitted to the hospital between March 1, 2020, and May 30, 2020, were included. Data were extracted from electronic medical records (Sunrise) using a standardized data collection form. All authors contributed to data retrieval and an independent author adjudicated any difference in interpretation between the data extractors. SARS-CoV-2 was detected in respiratory specimens (nasopharyngeal or throat swabs) by real-time qualitative polymerase chain reaction (RT-qPCR). Routine blood work included complete blood count, serum electrolytes, renal function test, coagulation profile, serum ferritin, CRP, D-dimer level, lactate dehydrogenase, and myocardial enzymes (troponin T) on presentation to the hospital and on day 7 of hospitalization. Baseline comorbidities, including hypertension (HTN), diabetes mellitus (DM), chronic kidney disease (CKD), chronic obstructive lung disease (COPD), and coronary artery disease (CAD), were also recorded. The criteria of discharge from the hospital after recovery included resolution of fever, absence of symptoms for at least 1 day, and substantial clinical or radiological improvement.

**Statistical Analysis**

A chi-square ($\chi^2$) test was used for comparison of categorical data and Fisher exact test was adopted if the expected count in more than 20% cells was less than 5. Continuous variables were presented as means and standard deviations while categorical variables were reported in percentages and proportions. To quantify the association between the dichotomous categorical variables, an unadjusted odds ratio (uOR) was obtained using a Cochran-Mantel-Haenszel method. To explore the risk factors and gauge the impact of potential effect modifiers (covariates) on our endpoints (in-hospital mortality, ICU upgrade, IMV, dialysis, and inflammatory marker level), binomial and multinomial logistic regression models were applied. The differences in the baseline comorbidities (DM, HTN, CAD, CKD, and COPD) and medication use (HCQ, TCZ, remdesivir, therapeutic anticoagulation, and steroids) were accounted for to obtain an adjusted odds ratio (aOR) for all outcomes. For normally and abnormally distributed continuous data, an independent sample t-test and Mann-Whitney U test were used, respectively. A one-way analysis of variance (ANOVA) was used to compare differences in the mean of continuous variables for multiple in-hospital complications. A two-sided $\alpha<.05$ was considered statistically significant with corroborating inference from a 95% CI. Statistical analyses were performed using the SPSS software (version 25, IBM Corp).

**Results**

**Demographics and Baseline Characteristics**

Our study population consisted of 176 patients who were hospitalized and had a confirmed case of COVID-19 infection. All patients were divided into two comparison groups: (1) HCQ (n=144) vs no-HCQ (n=32) and (2) TCZ (n=32) vs no-TCZ (n=144), respectively. Table 1 and Figure 1 depict the underlying comorbidities and other medications used during hospitalization in both comparison groups. The mean age in years for the HCQ
and no-HCQ groups was 63.75 and 65.87 years, respectively ($P=.55$); for the TCZ and no-TCZ groups, it was 58.09 and 65.48 years, respectively ($P=2.75$). The most common underlying comorbidities in all the four groups were DM, HTN, CAD, CKD, and COPD. Common medications used during hospitalization included steroids, anticoagulants, HCQ, and TCZ. These underlying comorbidities and medications used during hospitalization were nonsignificantly different between the comparison groups ($P\geq.05$). The detailed percentages of group-wise comorbidities and demographics are given in Table 1.

### Table 1. Baseline characteristics of the included population across comparison groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>No-HCQ$^b$</th>
<th>HCQ</th>
<th>$P$ value</th>
<th>No-TCZ$^b$</th>
<th>TCZ</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean</td>
<td>65.87</td>
<td>63.75</td>
<td>.55</td>
<td>58.09</td>
<td>65.48</td>
<td>2.75</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>66 (80.50)</td>
<td>16 (19.50)</td>
<td>23 (27.70)</td>
<td>60 (72.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>75 (88.20)</td>
<td>10 (11.80)</td>
<td>13 (14.90)</td>
<td>74 (85.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>92 (85.20)</td>
<td>16 (14.80)</td>
<td>23 (21.10)</td>
<td>86 (78.90)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>49 (83.10)</td>
<td>10 (16.90)</td>
<td>13 (21.30)</td>
<td>48 (78.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>48 (80.00)</td>
<td>12 (20.00)</td>
<td>14 (23.30)</td>
<td>46 (76.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>93 (86.90)</td>
<td>14 (13.10)</td>
<td>22 (20.00)</td>
<td>88 (80.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>114 (82.60)</td>
<td>24 (17.40)</td>
<td>30 (21.60)</td>
<td>109 (78.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>27 (93.10)</td>
<td>2 (6.90)</td>
<td>6 (19.40)</td>
<td>25 (80.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>114 (83.80)</td>
<td>22 (16.20)</td>
<td>28 (20.30)</td>
<td>110 (79.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>27 (87.10)</td>
<td>4 (12.90)</td>
<td>8 (25.00)</td>
<td>24 (75.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>119 (83.20)</td>
<td>24 (16.80)</td>
<td>32 (21.90)</td>
<td>114 (78.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>22 (91.70)</td>
<td>2 (8.30)</td>
<td>4 (16.70)</td>
<td>20 (83.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steroids</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>115 (83.30)</td>
<td>23 (16.70)</td>
<td>32 (22.90)</td>
<td>108 (77.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>26 (89.70)</td>
<td>3 (10.30)</td>
<td>4 (13.30)</td>
<td>26 (86.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anticoagulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>115 (85.80)</td>
<td>19 (14.20)</td>
<td>25 (18.40)</td>
<td>111 (81.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>26 (78.80)</td>
<td>7 (21.20)</td>
<td>11 (32.40)</td>
<td>23 (67.60)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$HCQ: hydroxychloroquine.

$^b$TCZ: tocilizumab.
Figure 1. Baseline comorbidities and medication use in the hydroxychloroquine (HCQ) group, tocilizumab (TCZ) group, and control groups. The x-axis represents sex, comorbidities, medications, C-reactive protein (CRP), and D-dimer level at presentation; the y-axis represents the percentage of subjects. DM: diabetes mellitus; HTN: hypertension; CKD: chronic kidney disease; CAD: coronary artery disease; COPD: chronic obstructive pulmonary disease; AC: anticoagulation.

Odds Ratios of Outcomes

Table 2 and Figures 2 and 3 compare the above-mentioned outcomes between the TCZ group and the no-TCZ group. The unadjusted odds ratio for patients requiring an upgrade to the ICU was significantly higher in those who received TCZ compared to the control group (OR 2.6, 95% CI 1.19-5.69; \( P = .003 \)). Similarly, patients who received TCZ had a significant reduction in CRP levels on day 7 of hospitalization compared to the control group (21% vs 56%, OR 0.21, 95% CI 0.08-0.55; \( P = .002 \)). However, this reduction in the inflammatory markers did not translate into clinical benefits. There was no significant difference in the unadjusted odds of in-hospital mortality, IMV, acute renal failure necessitating dialysis, and discharge from the hospital after recovery between the two groups. The proportion of high D-dimer levels (>500 ng/dL) and elevated CRP (>100 ng/dL) on day 7 of hospitalization were also identical between the TCZ and no-TCZ groups. However, when we adjusted the observed odds ratios for baseline comorbidities, including DM, HTN, CKD, CAD, COPD, medications, use of anticoagulation at home, therapeutic anticoagulation during hospital stay, as well as steroid and HCQ use in the TCZ comparison group, the adjusted odds values were consistent with unadjusted odds ratios for all the outcomes. The exception was for an upgrade to medical ICU, where there was no difference between the TCZ group and the no-TCZ group. This is contrary to the unadjusted odds, which revealed more ICU upgrades in the TCZ group compared to the no-TCZ group (Table 2). The forest plots given in Figures 2 and 3 reveal the difference in unadjusted and adjusted odds between the TCZ group and the no-TCZ group.
Table 2. Tocilizumab (TCZ) regression analysis with outcome.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>TCZ, n</th>
<th>No TCZ, n</th>
<th>uOR&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
<th>aOR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invasive mechanical ventilation</td>
<td>47</td>
<td>31</td>
<td>1.94 (0.89-4.23)</td>
<td>.14</td>
<td>1.2 (0.49-2.9)</td>
<td>.67</td>
</tr>
<tr>
<td>Upgrade</td>
<td>50</td>
<td>28</td>
<td>2.6 (1.19-5.69)</td>
<td>.03</td>
<td>1.9 (0.80-4.5)</td>
<td>.14</td>
</tr>
<tr>
<td>Dialysis</td>
<td>6</td>
<td>6</td>
<td>1.13 (0.23-5.6)</td>
<td>.79</td>
<td>1.3 (0.21-8.3)</td>
<td>.76</td>
</tr>
<tr>
<td>Mortality</td>
<td>6</td>
<td>13</td>
<td>0.44 (0.97-1.99)</td>
<td>.43</td>
<td>0.28 (0.05-1.4)</td>
<td>.13</td>
</tr>
<tr>
<td>Discharge</td>
<td>25</td>
<td>38</td>
<td>0.54 (0.23-1.3)</td>
<td>.23</td>
<td>0.78 (0.28-2.1)</td>
<td>.64</td>
</tr>
<tr>
<td><strong>D-dimer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day 1</td>
<td>50</td>
<td>52</td>
<td>0.93 (0.43-2.01)</td>
<td>.99</td>
<td>0.7 (0.31-1.7)</td>
<td>.47</td>
</tr>
<tr>
<td>Day 7</td>
<td>77</td>
<td>64</td>
<td>1.92 (0.76-4.9)</td>
<td>.24</td>
<td>1.4 (0.52-4.2)</td>
<td>.45</td>
</tr>
<tr>
<td><strong>C-reactive protein</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day 1</td>
<td>63</td>
<td>55</td>
<td>1.38 (0.63-3.04)</td>
<td>.55</td>
<td>1.26 (0.54-2.93)</td>
<td>.59</td>
</tr>
<tr>
<td>Day 7</td>
<td>21</td>
<td>56</td>
<td>0.21 (0.08-0.55)</td>
<td>.002</td>
<td>0.17 (0.05-0.50)</td>
<td>.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>uOR: unadjusted odds ratio.

<sup>b</sup>aOR: adjusted odds ratio.

Figure 2. Forest plot comparing unadjusted odds of outcomes between the tocilizumab (TCZ) and no-TCZ groups. CRP: C-reactive protein.
Similarly, Table 3 and Figures 4 and 5 compare the above-mentioned outcomes between the HCQ group and the no-HCQ group. The use of HCQ in patients with COVID-19 was not associated with a significant improvement in any of the outcomes. The unadjusted odds ratio of in-hospital mortality, upgrade to ICU, IMV, acute renal failure needing dialysis, or discharge after recovery were identical between patients receiving HCQ or not, respectively. Similarly, the proportion of high D-dimer and CRP levels on day 7 of hospitalization was not significantly different between the HCQ and no-HCQ groups. As with the TCZ comparison group, a multivariate regression analysis was used to adjust the observed odds ratios for baseline comorbidities and medications including TCZ in the HCQ comparison group. The adjusted odds values were consistent with unadjusted odds ratios for all the outcomes as having been depicted by similar forest plots in Figures 4 and 5.

Table 3. Hydroxychloroquine (HCQ) regression analysis with outcome.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>HCQ, n</th>
<th>No HCQ, n</th>
<th>uOR^a (95% CI)</th>
<th>P value</th>
<th>aOR^b (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invasive mechanical</td>
<td>37</td>
<td>22</td>
<td>2.08 (0.84-5.14)</td>
<td>.16</td>
<td>1.2 (0.46-3.2)</td>
<td>.68</td>
</tr>
<tr>
<td>ventilation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upgrade</td>
<td>33</td>
<td>25</td>
<td>1.5 (0.63-3.59)</td>
<td>.48</td>
<td>0.9 (0.35-2.3)</td>
<td>.84</td>
</tr>
<tr>
<td>Dialysis</td>
<td>5</td>
<td>9</td>
<td>0.57 (0.12-2.02)</td>
<td>.57</td>
<td>0.34 (0.06-1.7)</td>
<td>.19</td>
</tr>
<tr>
<td>Mortality</td>
<td>13</td>
<td>6</td>
<td>2.28 (0.5-10.3)</td>
<td>.43</td>
<td>1.6 (0.33-7.9)</td>
<td>.54</td>
</tr>
<tr>
<td>Discharge</td>
<td>35</td>
<td>41</td>
<td>0.78 (0.36-1.7)</td>
<td>.68</td>
<td>1.15 (0.48-2.7)</td>
<td>.74</td>
</tr>
<tr>
<td>D-dimer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day 1</td>
<td>51</td>
<td>54</td>
<td>0.89 (0.37-2.10)</td>
<td>.95</td>
<td>0.8 (0.3-1.9)</td>
<td>.63</td>
</tr>
<tr>
<td>Day 7</td>
<td>69</td>
<td>33</td>
<td>4.47 (0.77-25)</td>
<td>.18</td>
<td>3.6 (0.59-22.7)</td>
<td>.16</td>
</tr>
<tr>
<td>C-reactive protein</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day 1</td>
<td>55</td>
<td>62</td>
<td>0.75 (0.33-1.69)</td>
<td>.62</td>
<td>0.64 (0.27-1.51)</td>
<td>.31</td>
</tr>
<tr>
<td>Day 7</td>
<td>49</td>
<td>29</td>
<td>2.42 (0.45-12.95)</td>
<td>.50</td>
<td>2.0 (0.33-12.8)</td>
<td>.44</td>
</tr>
</tbody>
</table>

^aOR: unadjusted odds ratio.
^bOR: adjusted odds ratio.
Discussion

Principal Findings

The purpose of this study is to evaluate the overall clinical effectiveness of HCQ and TCZ in our hospital. Our results revealed that both TCZ and HCQ had no role in improving hard clinical outcomes in patients with COVID-19 admitted to the hospital. Compared to patients in the control group, those who received either of these medications did not show a significant reduction in the rate of in-hospital mortality, upgrade to ICU, IMV, reduction in acute renal failure to the point of needing dialysis, or discharge from the hospital after recovery. Although the patients who received TCZ appeared to have a higher rate...
of ICU upgrade, this trend seemed to be driven by multiple comorbidities in the TCZ group, as evidenced by an identical adjusted odds ratio on multivariate analysis (Table 2; Figures 2 and 3). Partly contributing to this might be the higher use of TCZ in the sicker patients who fulfilled the criterion to receive the drug based on disease severity.

HCQ and TCZ, the major therapy for rheumatological diseases, have recently gained attention as one of the major cornerstone management approaches for COVID-19. HCQ is thought to work by inhibiting glycosylation of the host receptors, endosomal acidification, and proteolytic processing thereby, blocking viral entry into host cells [4-7]. TCZ, on the other hand is believed to counteract the misdirected immune response related to the COVID-19 cytokine storm [8]. Being a monoclonal antibody directed against IL-6, TCZ is thought to dampen the immune response and potentially reduce the adverse outcomes related to COVID-19.

A previous study by Xu et al [9] has shown a significant improvement in respiratory function (91% reduction in symptoms) and length of hospital stay in COVID-19 patients with a single dose of TCZ. However, that study was underpowered (n=21 patients) and had no control arm [9]. Similarly, Luo and colleagues [10] observed an 80% survival rate in patients receiving TCZ. Their study also was not followed up by a large-scale study and had several limitations. A recently published retrospective cohort study that included 544 patients admitted in different hospitals of Italy revealed that after adjustment for sex, age, recruiting center, duration of symptoms, and SOFA (sequential organ failure assessment) score, TCZ treatment was associated with a reduced risk of IMV or death (adjusted hazard ratio 0.61, 95% CI 0.40-0.92; P=.020) [11]. Our study consisted of 176 patients, and it demonstrated that there were no major clinical benefits to TCZ use in COVID-19 patients. A significant reduction of CRP levels on day 7 of hospitalization was observed in the TCZ group compared to the control group; yet this difference did not translate into clinical benefits in terms of a reduction in in-hospital mortality, medical ICU upgrade, or reduction in IMV (Figures 2 and 3). As mentioned in the study limitations below, a larger patient population and a randomized controlled design might have demonstrated a clinical benefit parallel to this reduction in CRP level. Among other ongoing randomized, double-blinded, controlled trials, the Oxford-based RECOVERY trial is also recruiting participants who meet the eligibility criteria into the TCZ arm of the trial [12].

Similarly, preliminary data from China reported that HCQ use was associated with a reduction in the viral load, duration of disease, and resolution of COVID-19 pneumonitis on imaging [13]. A small, nonrandomized, open-label French study consisting of 36 patients also reported significant reduction in the viral load in patients taking HCQ [14]. Major subsequent large-scale trials also reported its potential utility in reducing the need for IMV. However, the medical community was concerned regarding the potential cardiovascular adverse effects of off-label HCQ use. Despite all the controversies surrounding HCQ, its use prevailed in the earlier part of the pandemic, leading to stockpiling and shortage of HCQ in international markets, then followed by a swift decline in its use [15].

In our study, we systematically determined the impact of HCQ on the hard clinical outcomes in the COVID-19 cohort. Our mortality analysis showed a nonsignificant difference in the rate of in-hospital mortality in patients receiving HCQ group compared to those in the control group. It should be noted, however, that there was a two-fold higher risk of death in the HCQ arm. These findings are in line with a previous study by Magagnoli et al [16] that also reported a three times higher odds of death in patients receiving HCQ. Following this, another French study consisting of 181 patients with diagnosed COVID-19 pneumonitis reported that HCQ use was of no benefit [17]. In terms of mortality, the results of our study are similar to the recently published preliminary results of the RECOVERY trial in which patients were randomized between the HCQ group (n=1542) and usual care group (n=3132). There was no significant difference in 28-day mortality between the two groups (hazard ratio 1.11, 95 % CI 0.98-1.26; P=.10) [3]. Following these results, the FDA revoked the EUA for use of HCQ in COVID-19 patients on June 15, 2020 [18].

The most debilitating complication of SARS-CoV-2 infection is acute respiratory failure, necessitating the use of IMV and other concurrent resource-intensive tools in critical care units [15]. Previous studies have reported mixed results, showing 11% to 44% use of IMV in patients receiving HCQ and TCZ [13,19,20]. Magagnoli et al [17] included sicker patients, who were more likely to receive HCQ on compassionate grounds and hence were more prone to have adverse outcomes and death, calling into question its reliability. By contrast, our analysis adjusted the pooled estimate of IMV requirement in both HCQ and TCZ groups by identifying major potential confounders such as baseline comorbidities and other medications used during the hospital stay. By demonstrating a nonsignificant trend in all the above-mentioned outcomes, we recommend against the routine use of HCQ and TCZ in patients with COVID-19.

Limitations

The limitations of our study should be considered when interpreting the results. Due to the retrospective nonrandomized nature of the study, a causal relationship could not be established. Although the overall findings were adjusted for covariates including baseline comorbidities and medications, the impact of unmeasured confounders, such as initiation of several complementary therapies at the treating physician’s discretion, could not be determined. Based on our clinical experience, the average duration of any therapy for COVID-19 was less than 7 days; therefore, we chose to use laboratory values from day 1 and day 7. However, given the variable frequency of laboratory specimen collection, it is not possible for us to ascertain if these values truly represented pre- and posttreatment values accurately in all cases. The patients who received TCZ were mainly selected based on the availability of the drug (which was in short supply intermittently during the time frame of our study), and these patients were sicker with lower PaO2/FiO2 ratios. Moreover, by excluding patients still in the hospital, the case fatality ratio in our study cannot reflect the true mortality of COVID-19. Our study did show a trend of beneficial events in terms of the point estimate of the pooled effect size. However, there was an overlap in the confidence
intervals and broad confidence intervals indicating that our study was underpowered to reach the level of significance. Although we adjusted the outcomes against demographics and underlying comorbidities, neither did we evaluate the contribution of underlying comorbidities to COVID-19 mortality via propensity score matching nor did our study evaluate the potentially harmful effects of these medications. We believe that a large-scale study will determine the true merits of these medications and will also reveal the potentially harmful outcomes of these medications. Many questions remain open, however. By adjusting the adult patients with the confirmed disease, we believe our population is the representative of the real-world cohort.

**Conclusion**

HCQ and TCZ use was not associated with a reduction in endpoints of in-hospital mortality, upgrade to medical ICU, need for IMV, acute renal failure necessitating dialysis, or discharge from the hospital. Although there was a significant reduction in CRP level on day 7 of hospitalization in the patients receiving TCZ, the lack of improvement in hard clinical outcomes suggests that large-scale randomized controlled trials are needed to evaluate the efficacy of these drugs.
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Abstract

Background: Nonpharmaceutical interventions (NPIs) (such as wearing masks and social distancing) have been implemented by governments around the world to slow the spread of COVID-19. To promote public adherence to these regimes, governments need to understand the public perceptions and attitudes toward NPI regimes and the factors that influence them. Twitter data offer a means to capture these insights.

Objective: The objective of this study is to identify tweets about COVID-19 NPIs in six countries and compare the trends in public perceptions and attitudes toward NPIs across these countries. The aim is to identify factors that influenced public perceptions and attitudes about NPI regimes during the early phases of the COVID-19 pandemic.

Methods: We analyzed 777,869 English language tweets about COVID-19 NPIs in six countries (Australia, Canada, New Zealand, Ireland, the United Kingdom, and the United States). The relationship between tweet frequencies and case numbers was assessed using a Pearson correlation analysis. Topic modeling was used to isolate tweets about NPIs. A comparative analysis of NPIs between countries was conducted.

Results: The proportion of NPI-related topics, relative to all topics, varied between countries. The New Zealand data set displayed the greatest attention to NPIs, and the US data set showed the lowest. The relationship between tweet frequencies and case numbers was statistically significant only for Australia ($r=0.837$, $P<.001$) and New Zealand ($r=0.747$, $P<.001$). Topic modeling produced 131 topics related to one of 22 NPI categories: Personal Protection (n=15), Social Distancing (n=9), Testing and Tracing (n=18), Gathering Restrictions (n=18), Lockdown (n=42), Travel Restrictions (n=14), and Workplace Closures (n=23). While less restrictive NPIs gained widespread support, more restrictive NPIs were perceived differently across countries. Four characteristics of these regimes were seen to influence public adherence to NPIs: timeliness of implementation, NPI campaign strategies, inconsistent information, and enforcement strategies.

Conclusions: Twitter offers a means to obtain timely feedback about the public response to COVID-19 NPI regimes. Insights gained from this analysis can support government decision making, implementation, and communication strategies about NPI regimes, as well as encourage further discussion about the management of NPI programs for global health events, such as the COVID-19 pandemic.

(J Med Internet Res 2020;22(9):e21419) doi:10.2196/21419
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Introduction
SARS-CoV-2, the novel virus causing COVID-19, was declared a pandemic by the World Health Organization (WHO) on March 11, 2020. SARS-CoV-2 has infected millions of people worldwide [1] and continues to threaten population health, as well as the socioeconomic and geopolitical positions, of many countries. In the absence of preventative and curative pharmaceutical treatments specific to COVID-19, governments are reliant on the success of strategic response programs to mitigate, delay, or suppress the transmission of SARS-CoV-2 [2]. Typically, these programs are dynamic regimes of nonpharmaceutical interventions (NPIs) [3]. NPIs are public health measures, aside from the use of pharmaceuticals or vaccinations, deployed by governments and health authorities to control community transmission of disease [3,4].

The restrictiveness of COVID-19 NPI regimes is dependent on a government's strategy to control the transmission of SARS-CoV-2 (eg, elimination versus suppression) [5]. However, for these strategies to be effective, the public must maintain adherence to the prescribed NPIs. Governments and health authorities need to ensure the ongoing public adherence to NPIs to gain control of viral transmission. To do so requires a greater understanding of the trends in the public’s perceptions and attitudes toward these NPI regimes, as well as a means of determining why, and in what contexts, these adherence behaviors arise, decrease, and persist [6]. This level of understanding could assist governments in making more informed decisions about NPIs so that they may be made more acceptable to the public. Studies have demonstrated that NPI regimes with a higher degree of public acceptability attract a greater level of public adherence and, ultimately, reduce the rates of infection within a community [7,8].

Understanding public attitudes toward NPIs, together with epidemiological data, may also inform the optimal time when restrictions could be eased or removed, and importantly, how these adjustments are communicated to the public [9]. This knowledge will be imperative in the event these strategies may need to be implemented again to suppress any subsequent waves of infection during later phases of the COVID-19 pandemic.

Epidemiological modeling [10], surveys [2], and the analysis of past pandemics [11] have been the primary means to support decision making around COVID-19 NPI regimes. Several studies have assessed the success of such programs in countries that have passed the peak of infections [12,13], offering valuable lessons for other countries battling the virus [12]. However, a more comprehensive understanding of the public’s perceptions and attitudes about NPIs would be of significant additional benefit. Moreover, the need for expedient implementation of NPIs requires rapid analysis. Social media analysis offers this opportunity due to the widespread use of these platforms, and the relative speed of data capture [14].

Recent studies have demonstrated that social media mining could provide information about the public response to specific health measures, such as suspension of sporting matches [15], cancellation of festivals [16], and provisions for vulnerable groups [17]. Our study can further contribute to this literature by demonstrating that social media mining can derive rapid insights about public perceptions and attitudes to NPI regimes.

Given the need for both timely responses to outbreaks [15] and more in-depth insights about trends in the public perception of NPIs, we chose to collect Twitter data, as it is accessible and of sufficient volume for the computational and qualitative analysis needed to provide information on attitudinal trends. Moreover, a comparative analysis of data drawn from multiple geographic regions may assist in the identification of factors that contribute to the understanding of the public acceptability and, ultimately, sustained adherence to NPI regimes.

In this study, we used a hybrid computational approach to analyze English language tweets related to COVID-19 NPIs across six anglophone countries. The aims of this study are to (1) identify which NPIs attract public attention in each of the countries and the extent to which they do so, (2) describe the perceptions and attitudes toward these NPIs and compare these between countries, (3) identify factors that may influence public perception and attitudes to NPI regimes.

Methods
This study adopts a hybrid approach that integrates computational and qualitative techniques to describe the public’s perceptions and attitudes toward NPIs.

Data Collection and Preprocessing
Using the Twitter streaming API (application programming interface) service, we collected 2,587,625 tweets posted between January 1 and April 30, 2020. During the 121 days surveyed, COVID-19 was declared a pandemic, and each of the chosen countries had implemented NPI regimes to control the spread of the virus. We considered varying the collection start times for each country but felt there was no strong justification for doing so. The major onset of significant cases was within a week for all the chosen countries and, given that media coverage could provide information about the public response to specific cases in all countries. Tweets were retrieved using three hashtags related to COVID-19 in each country to collect an initial pool of data. We did not include hashtags such as #COVID-19, as this would not allow for an analysis targeted to one particular country. A frequency analysis of cocurrent hashtags informed the choice of secondary hashtags used for further retrieval of tweets. These hashtags, and the results of the frequency analysis, are reported in Multimedia Appendix 1.

Preprocessing of tweets included duplicate removal, lower casing, contraction expansion, and elongation reduction. Nonalphanumeric characters, @usernames, #hashtags, URLs, the queried hashtag, and the name of the specific country were
removed. The Python package NLTK [18] was used for tokenization, part-of-speech tagging, lemmatization, and stop-word removal. Using the langid package [19], we identified and removed non-English tweets. Bigrams and trigrams were reviewed for inclusion. Tokens appearing less than 10 times in the data set or tweets containing less than 10 tokens were excluded from further analysis. In total, 777,869 tweets met the criteria for analysis.

Analysis of Public Attention

In the first instance, we determined if the attention of the public, as given by the number of daily tweets, was related to the number of daily confirmed cases. For each data set, we conducted a Pearson correlation analysis to determine if there was a statistically significant relationship between these variables. Graphical representations of these relationships are presented in Multimedia Appendix 2, and the results of this correlation analysis are presented in Multimedia Appendix 3.

Topic Modeling and Evaluation

Topic modeling [20] is used to determine hidden (latent) semantic structures that link documents through the identification of commonly co-occurring word sets. Ranked word sets, or topics, are summative representations of the documents in which they appear. We used MetaLDA [21], a topic model empirically demonstrated to perform better than the popular model Latent Dirichlet Allocation (LDA) [22] when modeling tweets that are sparse and noisy texts [23]. The choice of how many topics (k) to construct is a parameter of MetaLDA and affects the quality of the models produced. A quality model is one with coherent and interpretable topics. However, as the best k is not known, multiple models with different values for k (k = [30, 40 ... 130]) were constructed for each data set [24]. The values of k and the number of models constructed was determined by the size of the data set. The selection of quality models is informed by statistical and qualitative evaluation.

Statistical evaluation of models was based on the coherence measure normalized pointwise mutual information (NPMI) [25], calculated using the Palmetto package [26], and Glove2Vec embeddings [27]. Embeddings were trained on the Wikipedia corpus for all data sets except the Australian and New Zealand data sets, which were trained on a 150-million-word corpus of Australian news articles. We report these evaluations in Multimedia Appendix 4. Models with higher mean NPMI scores were selected for a qualitative review of their topics. The models with the most coherent and interpretable topics were further analyzed.

Comparative Analysis

Qualitative analysis of topics involved the construction of coding schema to guide the identification and labeling of NPI-related topics. This schema is displayed in Multimedia Appendix 5. The schema was primarily informed by the WHO advisory framework for influenza pandemic NPIs [11], supported by academic literature, and the specific COVID-19 NPI regimes being employed by the six countries at the time of analysis. In this process, we reviewed up to 100 of the most representative tweets per topic to determine if the topic was about NPIs and, if so, labeled with the relevant NPI. We also examined topics for inclusion when these topics referenced NPIs in related topics. Within the research team, we cross-checked the NPI labels assigned to topics [28]. Multimedia Appendix 4 displays the number of topics associated with NPIs for each country.

A comparative analysis of the public discussion of NPIs between countries was conducted. Tweets were recontextualized by reviewing embedded hypermedia, replies, and linked media. We supplemented our analysis by surveying COVID-19–related information provided by each country’s government during the study period. Heatmaps were constructed to identify which NPIs attracted the public’s attention for each country and the extent to which they did so. The proportion of each country’s discussion of an NPI was calculated for each data set as the total number of tweets assigned to topics about an NPI, relative to the total number of tweets assigned to all topics about NPIs. To explore further, we constructed chord diagrams to visualize the relationships between discussions of NPIs in each country. These diagrams, shown in Multimedia Appendix 2, illustrate the number of tweets shared between categories of NPIs.

Results

Analysis of Public Attention

A Pearson correlation analysis showed that the number of daily COVID-19 cases and the daily number of tweets were strongly correlated only in the Australian (r = 0.837, P < .001) and New Zealand (r = 0.747, P < .001) data sets for the 121 days surveyed. The analysis was also conducted based on the date of the first confirmed case in each country. Again, a strong correlation was seen only for Australia (r = 0.823, P < .001) and New Zealand (r = 0.666, P < .001). The results of this analysis are shown in Multimedia Appendix 3.

Graphically, it appears that public attention dissipated over time, despite the number of cases continuing to rise exponentially in the surveyed countries except for Australia and New Zealand. These two countries brought their relatively small number of cases under control during the study period, which may account for the correlation between the decline in tweets and cases. Scaled visualizations of the number of tweets and cases per day for each data set are displayed in Multimedia Appendix 2.

Comparative Analysis

In total, 131 NPI-related topics discussed one of 22 NPIs that were identified. These NPIs were categorized into seven types of NPIs: Personal Protection (n=15), Social Distancing (n=9), Testing and Tracing (n=10), Gathering Restrictions (n=18), Lockdown (n=42), Travel Restrictions (n=14), and Workplace Closures (n=23). The qualitative details of these topics are in Multimedia Appendix 4.

The following discussion details the results of a comparative analysis of the public’s perceptions and attitudes of NPIs between countries. We have divided the analysis and accompanying graphical representations into less restrictive and more restrictive NPIs based on their level of intrusiveness and economic cost. Exemplar tweets that illustrate public perceptions of NPIs are in Multimedia Appendix 6.
Analysis of Less Restrictive NPIs

Less restrictive NPIs include Personal Protection, Social Distancing, and Testing and Tracing. The proportions of tweets associated with these three categories are shown in Figure 1.

Figure 1. A heatmap of the proportions of tweets associated with less restrictive nonpharmaceutical interventions (NPIs) for each country. PPE: personal protective equipment.

**Personal Protection**

Four NPIs about Personal Protection were identified: Hand Hygiene, Face Masks, Occupational Personal Protective Equipment (PPE), and Surface Cleaning.

Tweets about hand hygiene were concentrated in the early period of each country’s response. While the proportion of topics was relatively low, hand hygiene often featured in tweets discussing more prominent NPIs. Tweets from the United Kingdom referenced the National Health Service’s (NHS) recommendation that hand washing length should equate with the amount of time it takes to sing the “Happy Birthday” song [29]. Tweets in the United States tended to be informative, explaining that soap and warm water was better than hand sanitizers to kill SARS-CoV-2 [30] and that people should stop touching their faces. In contrast, UK tweets expressed frustration at low handwashing compliance and public preference for alcohol-based hand sanitizers. Similarly, Canadian tweets promoted handwashing over the use of disposable gloves and considered those misusing gloves to be irresponsible.

Despite the Australian government’s advice that face masks were not generally necessary for the public [31], Australian tweets perceived face masks to be an important defense against transmission. Canadian tweets expressed confusion over changing government advice regarding the wearing of face masks.

Except for tweets from New Zealand, the public perceived the shortage of occupational PPE to be the result of poor government decision making. Tweets from the United States expressed alarm at these shortages and frequently referenced ongoing media coverage of PPE shortages in outbreak areas. Perceptions diverged, however, as the supply of Chinese-sourced PPE increased in different countries. Irish tweets celebrated the highly publicized shipments, while Australian tweets expressed skepticism of the political motivations behind these deliveries. Canadian tweets voiced concern at the quality of Chinese PPE and lamented the lack of national capacity for PPE manufacturing.

In response to a shortage of cleaning products [32], Canadian and UK tweets encouraged surface cleaning, shared recipes for homemade disinfectants, and discussed practical measures to reduce surface transmission, including cleaning mobile phones.

**Social Distancing**

Two NPIs about Social Distancing were identified: Personal Contact and Public Spaces.

Transmission in public spaces, such as on public transport, was perceived as a threat by the Australian, Irish, UK, and US public. US and UK tweets expressed dissatisfaction with the solutions authorities had imposed, such as reducing carriage capacity in London’s underground rail services. Irish tweets complained about the challenges of social distancing, given the narrow footpaths in cities. Australian tweets supported social distancing but questioned the arbitrary nature of a 1.5 m (5 ft) specification rather than 2 m (6.5 ft) [33] seen in other countries. Australian and Irish tweets questioned the logic of social distancing when
other NPI implementations did not account for the practice, particularly in specific workplaces.

**Testing and Tracing**

Two NPIs about Testing and Tracing were identified: Testing and Tracing Apps.

The highest proportions of topics about testing were from the Canadian and US data sets, where the public perception of testing efforts was negative. This was due to inconsistent testing criteria, testing backlogs, faulty testing kits, costs, and a lack of access to tests. Australian tweets viewed the reports of low community transmission to be a statistical manipulation, given testing at that time was restricted to returning travelers. Similarly, New Zealand and Irish tweets questioned the validity of case reports given the testing criteria.

The Australian and New Zealand public expressed concern about the privacy implications of contact tracing apps. The public understood the specifics of data collection, but tweets expressed distrust of tech companies that would be engaged to store the data. New Zealand tweets considered the implications of centralized data models and called for open source code and an independent privacy assessment.

**Analysis of Restrictive NPIs**

Categories of restrictive NPIs include Gathering Restrictions, Lockdowns, Travel Restrictions, and Workplace Closures. The proportions of tweets associated with these three categories are shown in Figure 2.

**Gathering Restrictions**

Three NPIs about Gathering Restrictions were identified: Sporting Matches, Cultural Events, and Public Places.

US tweets had a mixed response to the suspension of several major US sporting leagues announced on March 12, 2020. Though disappointed, many accepted the measure as necessary, while others perceived it to be an overreaction. The latter response could be explained by the low number of cases in several states at that time. Except for New Zealand, where the public looked forward to the resumption of elite sports, the suspension of sporting seasons was discussed with similarly disappointed acceptance. UK tweets expressed shock at the sudden cancellation of the English Premier League season. Australian tweets expressed anger toward politicians who were perceived to delay restrictions on mass gatherings based on their support for specific sporting teams.

Discussion about cultural events included religious gatherings. Tweets from Ireland displayed disbelief at the cancellation of Catholic Mass but quickly embraced the use of live streaming of services. Canadian tweets expressed solidarity and support for those celebrating religious holidays. Conversely, US tweets demonstrated anger toward specific religious figures or groups who continued to gather in large groups.

Irish and US tweets discussed the cancellation of St. Patrick’s Day (March 17, 2020) festivities. Interestingly, the proportion of Irish tweets, which uniformly demanded the cancellation of festivities, were less than those seen in the US data set where the response was mixed. The cancellation of Australia’s ANZAC day services (April 25, 2020) had a sobering effect, and while many encouraged the observation of services at home, an attitudinal shift was noted regarding the seriousness of the situation.
The US NPI topics on gatherings in public places accounted for 30.42% (23,099/75,938) of NPI-related tweets, the most intense of all NPIs. The majority of tweets passionately debated the implications for the 2020 US general election. The US public perceived the then-current campaign schedule as a threat to community health and urged postponement or postal voting to avoid increased transmission. Compulsory in-person voting in the Australian Queensland by-election (March 28, 2020) attracted scathing commentary from those who perceived the directive to be inconsistent with social distancing mandates.

Media coverage of beachgoers failing to socially distance in Florida and Sydney saw US and Australian tweets calling for beach closures. Additionally, Australian and Canadian tweets called for closures of running paths if social distancing did not improve.

**Lockdowns**

Five NPIs pertained to Lockdowns: Public Support, High-Risk Groups Vulnerable Groups, Self-Care, and Legal Enforcement.

There was broad support for lockdowns across countries. Before the implementation of national lockdowns in Australia, Ireland, and the United Kingdom, the public showed increasing frustration with the delayed implementation of these lockdowns. UK tweets called for tighter restrictions as a means of deterring noncompliant behaviors and protecting the NHS from being overwhelmed. Earlier Australian tweets, comparing their incremental introduction of restrictions to the New Zealand lockdown [34], indicated a preference for a complete lockdown. New Zealand tweets were calm and accepting. “Be kind” was consistently seen in these tweets, reflecting the New Zealand government’s “Unite against COVID-19” campaign messages [35].

The message to stay at home was promoted in the US and UK data sets with a sense of urgency. These tweets pleaded for people to “stay home and save lives.” UK tweets posted before the implementation of a lockdown perceived staying home as a civic duty. Australian tweets encouraged people to stay at home, but acknowledged people needed some flexibility to do so.

A large proportion of UK tweets expressed concern for high-risk community members (64,063/219,485, 29.19%), such as the elderly, and their protection was seen to be a community responsibility. Both UK and Australian tweets applauded grocery chains that reserved times for elderly or disabled individuals to make purchases. Discussion of outbreaks in aged care facilities differed between countries. Canadians blamed the outbreaks on inadequate PPE and cross-facility rostering of the staff, whereas Australian tweets blamed staff who attended work when ill, and Irish tweets blamed the broader public for not adhering to restrictions. Both the Irish and US tweets reported sadness and disappointment that their efforts to quarantine high-risk family members in aged care homes were ineffective.

The proportion of New Zealand tweets about vulnerable groups was the largest of all data sets (10,844/47,500, 22.83%). The discussion was mainly about the protection of the Māori people from the pandemic, which was perceived by the public as a national responsibility and called for culturally appropriate response plans.

The vulnerability of individuals in prison and immigration detention was discussed in all data sets except New Zealand. UK tweets appeared sympathetic to those in prison but also perceived early prison release programs as a risk to public safety. Canadian tweets supported only the release of those on remand for nonviolent crimes. US tweets did not agree with early prison release programs. Australian, UK, Canadian and Irish tweets aimed to raise awareness of the vulnerability of both refugees and those in immigration detention. Canadian and Irish tweets discussed the risk of transmission in homeless and women’s shelters and amongst itinerant communities. The requisitioning of hotels to facilitate self-isolation and increased hygiene was supported.

Aside from the United States, tweets from all countries demonstrated a positive attitude toward staying well and discussed the importance of self-care, nutrition, routines, social connection, and exercise. Australian tweets self-reported mental health symptoms but indicated proactive management. In contrast, pessimistic UK tweets discussed the lack of funding for mental health services.

Attitudes toward increased police and military powers to enforce restrictions were perceived differently within the Irish data set. While the majority supported increased police presence in public, their role in enforcing lockdown received some criticism. Similarly, there was debate over a recent challenge in the Irish high court over the enforcement of these restrictions. The Australian mainstream media labeled the legal enforcement of restrictions as draconian. However, this perception was not consistent with the public, who mostly supported legal enforcement. The exception, however, was for the issuing of “frivolous” noncompliance fines, which were perceived as overzealous and unnecessary. New Zealand tweets demonstrated a positive attitude toward police and their approach to enforcement. UK tweets were mainly supportive of military enforcement and anxious to see these measures undertaken.

**Travel Restrictions**

Three NPIs about Travel Restrictions were identified: Travel Bans, Travel Quarantine, and Border Closures.

New Zealand tweets were highly supportive of the government’s decision to place a travel ban on arrivals from mainland China who were not residents of New Zealand. Referencing New Zealand’s travel ban, UK and Irish tweets were outraged that similar measures had not yet been enacted.

US tweets called for increased quarantine measures for cruise ships to the standard applied to air travel. Australian tweets displayed outrage that passengers of the Ruby Princess cruise ship, from which 22 deaths and 700 cases were reported [36], were told only to self-quarantine. Both the Australian and Canadian public lacked confidence in people’s adherence to self-quarantine rules. Australian tweets supported the forcible quarantining of return-travelers, although many asked for further clarification about this decision.
Australian tweets supported the closure of international borders [37] but discussed difficulties for Australian residents returning home. Both Australian and US tweets called for internal border closures, praising leaders who took this measure. US and Canadian tweets called for the US-Canadian border to be closed due to the rapid rise in US cases.

**Workplace Closures**

Three NPIs about Workplace Closures were identified: Nonessential Services, School Closures, and Working at Home. Australian, Irish, UK, and US tweets called for the closure of nonessential businesses. Australian and UK tweets reasoned that keeping businesses open encouraged noncompliant behaviors. Irish tweets perceived the closure of schools to be illogical when the hospitality industry remained open.

Parents concerned about the health of their children accounted for the majority of Australian, Canadian, Irish, and UK tweets about school closures. Homeschooling and curriculum continuity were discussed, with many seeking advice about accessing online learning materials, and the implications for high-school and university exams. Australian tweets were frustrated by the discrepancies between federal and state positions on school closures and the contradictory health advice about transmission in children.

Australian tweets highlighted the positive aspects of working at home and expressed surprise at the ease of transition to online meetings. Canadian tweets were contemplative of the adoptions but embraced their new arrangements as time progressed.

**Discussion**

**Principal Findings**

In this study, we found that Twitter offers a means by which governments and health authorities can gain rapid feedback about public perceptions and attitudes on NPIs. Topic modeling was used to identify seven categories of NPIs discussed in tweets from the six selected countries. A comparative analysis of NPI topics showed that less restrictive NPIs were broadly supported in all data sets with much of the public encouraging adherence to these restrictions. However, public attitudes toward restrictive NPIs differed between countries.

Four characteristics of NPI regimes were common to all countries and identified as potential predictors of public adherence to NPIs: timeliness of implementation, NPI campaign strategies, inconsistent information, and enforcement strategies.

The timeliness of the implementation of restrictive NPIs influenced public attitudes. Prolonged, staggered, or delayed implementation of restrictive NPIs was met by an angry and fearful public response and demands for restrictions to be increased, as seen in Australian, UK, and Irish tweets. Conversely, tweets from New Zealand, where there was a sudden and total implementation of highly restrictive NPIs, including lockdowns and workplace closures, showed overwhelming support for the regime when enacted despite the low number of cases. These observations indicate that delayed implementation of restrictions may heighten the public’s sense of uncertainty about potentially increased restrictions.

Uncertainty may also be a result of inconsistencies between government recommendations, medical expertise, and global health organizations’ advice. Information about NPIs not offered by governments was shared broadly on Twitter. For example, many tweets discouraged face touching despite there being limited government messaging regarding this behavior across the six countries. Information asymmetry and inconsistency had a greater effect when NPIs were more intrusive. We observed that Australian and UK public perceptions of face masks were inconsistent with government advice. Public attitudes toward face masks were mixed. Despite them not being recommended by either country’s governments at the time, they were mainly regarded as appropriate by the public. However, many debated their necessity and efficacy, often supporting their position with scientific literature, references to other governments, health organizations’ recommendations, and media articles. The public’s access to alternative information via Twitter may impact their confidence in national NPI regimes when it conflicts with advice from government and health bodies.

Another influencing characteristic was the style of government NPI campaign strategies. Both the UK and New Zealand governments adopted strategies that fostered a strong sense of collective action. A key point of difference was the emphasis on unity, clarity, and empathy, as seen in New Zealand’s “Unite against COVID-19” campaign with the public expressing positive attitudes toward NPIs. Campaign messages were fashioned into popular hashtags, including #BeKind, #BreakTheChain, and #StayInYourBubble. Significantly, New Zealand tweets emphasized empathy and kindness, a key element of the government’s campaign strategy.

Conversely, the UK government adopted an instructive campaign to “stay home, protect the NHS, save lives.” The public perceived it to be their collective responsibility to protect health care workers and those most at risk. However, the delayed implementation of more restrictive NPIs resulted in negative attitudes toward the government. These results indicate that effect- and emotion-based campaigns are potentially more compelling in maintaining adherence to NPIs, but their success relies on other factors.

The enforcement of social distancing and lockdowns appeared not to impact the public attitudes toward restrictions. This may be because there was already overwhelming support for these measures. Compliance in the United Kingdom has been linked to people’s intrinsic motivation to obey the law [38]. However, we observed that noncompliant behaviors were unintentional and a result of a misunderstanding of the rules. As suggested by previous studies [7], these findings suggest that the ambiguous and dynamic nature of NPIs and the way they are communicated were factors that contributed to comprehension.

**Strengths and Limitations**

This study has a number of limitations. First, the demographics of Twitter users may not necessarily represent the populations of each of the selected countries [39]. Second, the choice to include only English tweets means that nonanglophones were not represented. However, our methods are consistent with medical research that makes use of topic modeling of tweets and is often restricted to the official language of the country.
Furthermore, we expand upon previous approaches by undertaking a structured qualitative analysis of topic document collections, which are further contextualized through the review of related hypermedia. This hybrid approach provides the depth of insight offered by qualitative methods, with the speed and scalability of computational techniques.

**Conclusions**

The effectiveness of COVID-19 NPI regimes is dependent on ongoing public adherence. Given this, it is necessary to understand public perceptions and attitudinal trends toward these NPIs, as well as why and in what contexts these behaviors arise and persist [6]. As such, our study was motivated by the need to inform an understanding of such trends to support government communication strategies, as well as the planning and implementation of more effective NPI regimes in later phases of the COVID-19 pandemic.

We undertook a hybrid computational analysis of the public discussion of COVID-19 NPIs across six countries. As detailed above, four characteristics of NPIs regimes were identified as potential predictors of public adherence. The outcome of our analysis is that the widespread public acceptance of NPI regimes is predicated on the public’s understanding, timeliness of implementation, the ability of governments to clearly communicate and justify the complexity of the regime, and importantly, their ability to implement the regime without ambiguity or undue enforcement measures.

Ongoing analysis of social media offers governments and health authorities insights into how their programs are heard as well as a critical perspective of their communication strategies. Such feedback should be integrated to produce a more effective public health response to the ongoing pandemic as well as future disease outbreaks. Ongoing and expanded analyses of social media will contribute to a richer understanding of attitudinal and behavioral drivers to inform public health strategies.
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Abstract

Background: Innovative laboratory testing approaches for SARS-CoV-2 infection and immune response are needed to conduct research to establish estimates of prevalence and incidence. Self-specimen collection methods have been successfully used in HIV and sexually transmitted infection research and can provide a feasible opportunity to scale up SARS-CoV-2 testing for research purposes.

Objective: The aim of this study was to assess the willingness of adults to use different specimen collection modalities for themselves and children as part of a COVID-19 research study.

Methods: Between March 27 and April 1, 2020, we recruited 1435 adults aged 18 years or older though social media advertisements. Participants completed a survey that included 5-point Likert scale items stating how willing they were to use the following specimen collection testing modalities as part of a research study: home collection of a saliva sample, home collection of a throat swab, home finger-prick blood collection, drive-through site throat swab, clinic throat swab, and clinic blood collection. Additionally, participants indicated how the availability of home-based collection methods would impact their willingness to participate compared to drive-through and clinic-based specimen collection. We used Kruskal-Wallis tests and Spearman rank correlations to assess if willingness to use each testing modality differed by demographic variables and characteristics of interest. We compared the overall willingness to use each testing modality and estimated effect sizes with Cohen d.

Results: We analyzed responses from 1435 participants with a median age of 40.0 (SD=18.2) years and over half of which were female (761/1435, 53.0%). Most participants agreed or strongly agreed that they would be willing to use specimens self-collected at home to participate in research, including willingness to collect a saliva sample (1259/1435, 87.7%) or a throat swab (1191/1435, 83.1%). Willingness to collect a throat swab sample was lower in both a drive-through setting (64%) and clinic setting (53%). Overall, 69.0% (990/1435) of participants said they would be more likely to participate in a research study if they could provide a saliva sample or throat swab at home compared to going to a drive-through site; only 4.4% (63/1435) of participants said they would be less likely to participate using self-collected samples. For each specimen collection modality, willingness to collect specimens from children for research was lower than willingness to use on oneself, but the ranked order of modalities was similar.

Conclusions: Most participants were willing to participate in a COVID-19 research study that involves laboratory testing; however, there was a strong preference for home specimen collection procedures over drive-through or clinic-based testing. To increase participation and minimize bias, epidemiologic research studies of SARS-CoV-2 infection and immune response should consider home specimen collection methods.
Introduction

The first case of the novel coronavirus SARS-CoV-2 in the United States was identified on January 20, 2020 [1]. By April 8, the number of reported cases in the United States had surpassed 400,000 [2]. Over that same time period, roughly 2 million specimens had been tested for SARS-CoV-2 RNA in laboratories across the country [3]. While increased laboratory capacity and the opening of drive-through facilities has increased testing access and case identification, these strategies remain insufficient to support the population-based research required to characterize the epidemiologic nature of this outbreak because testing is focused in clinical settings and on people with symptoms of disease. To develop a better understanding of the exposure, disease, and recovery process associated with SARS-CoV-2 infection, infectious disease researchers have called for innovative testing approaches and a rapid scaleup in the number of persons tested [4].

Self-specimen collection for testing has been successfully used in HIV and sexually transmitted infection (STI) research for well over a decade [5-8]. A review of 25 HIV testing studies found that across multiple specimen methods (finger prick, oral swabs), self-collection results had the same diagnostic accuracy as clinician-collected specimens, with no differences in the proportions of invalid results [9]. Another review comparing participant self-collection versus clinician collection for gonorrhea and chlamydia also found high performance (>90% sensitivity and specificity) for self-collected specimens [10]. In one of our previous studies, 93% of participants were able to successfully complete multiple specimen collections, and 85% preferred self-collection of specimens at home to a standard office visit [11]. In the present analysis, we aimed to assess the willingness of adults to use different specimen collection methods to test for SARS-CoV-2 infection as part of a research study. Participants who indicated having children aged <18 years in their household were also asked about their willingness to use the same modalities to collect specimens from their child as part of a research study. The modalities included home collection of a saliva sample, home throat swab collection, home finger prick blood collection, drive-through site throat swab collection, clinic throat swab collection, and clinic blood collection. The questions indicated that all specimens collected at home would be mailed to a central laboratory for testing. The definitions provided to participants for each testing modality are reported in Table 1.

Finally, the participants were asked how the availability of a home specimen collection method to test for COVID-19 that used either a saliva sample or throat swab would impact their willingness to participate in a research study compared to a drive-through sample collection site and a clinic sample site. For these questions, possible answers included “more likely to participate in a research study,” “about the same likelihood to participate in a research study,” and “less likely to participate in a research study.”

Methods

Recruitment

Participants were recruited through web-based social media advertisements on Facebook, Snapchat, and Twitter from March 27, 2020 to April 1, 2020. Internet users who clicked on the advertisements were taken to a consent module and short screener to determine eligibility. Eligible respondents were adults aged ≥18 years. On the last day of recruitment, we oversampled Hispanic and Black respondents with targeted ads to increase the racial and ethnic diversity of the sample. Eligible participants completed a web-based survey that collected data on their demographics, current knowledge of COVID-19, stigma related to COVID-19, and relevant symptoms over the last 24 hours. We used cookie-based duplicate protection, which restricts respondents from completing the survey more than once from the same browser on the same device. Participants were not compensated for their participation.

Next, the participants answered a series of 5-point Likert scale items (1=strongly disagree, 2=disagree, 3=undecided, 4=agree, 5=strongly agree) about their willingness to use different specimen collection modalities to test for SARS-CoV-2 infection as part of a research study. Participants who indicated having children aged <18 years in their household were also asked about their willingness to use the same modalities to collect specimens from their child as part of a research study. The modalities included home collection of a saliva sample, home throat swab collection, home finger prick blood collection, drive-through site throat swab collection, clinic throat swab collection, and clinic blood collection. The questions indicated that all specimens collected at home would be mailed to a central laboratory for testing. The definitions provided to participants for each testing modality are reported in Table 1.

Finally, the participants were asked how the availability of a home specimen collection method to test for COVID-19 that used either a saliva sample or throat swab would impact their willingness to participate in a research study compared to a drive-through sample collection site and a clinic sample site. For these questions, possible answers included “more likely to participate in a research study,” “about the same likelihood to participate in a research study,” and “less likely to participate in a research study.”
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or visit a clinic to provide a blood sample (812/1435, 56.6%)
or a throat swab (762/1435, 53.1%). In a separate question about
relative preference between multiple specimen collection
modalities, 990/1435 participants (69.0%) said they would be
more likely to participate in a research study if they could collect
a saliva sample or throat swab at home compared to going to a
drive-through site. Similarly, 1023/1435 participants (71.3%)
indicated that the mean of one group is one standard deviation
away from the mean of the comparison group. All P values
were adjusted for multiple tests using the Bonferroni-Holm
method.
Results
A total of 4593 respondents started the eligibility screener. Of
these, 12 (0.3%) were removed for duplicate IP addresses, 1260
(27.4%) did not meet the eligibility criteria, and 1886 (41.1%)
failed to complete the primary outcome survey questions,
resulting in an analytic dataset of 1435 (31.2%) survey
responses. The demographic characteristics are summarized in

Table 2. Over half the participants (761/1435, 53.0%) were
female, and the mean age was 40.0 years (SD 18.2). Many
participants were non-Hispanic White (587/1435, 40.9%) or
Hispanic (548/1435, 38.2%), and most had either completed a
college degree (629/1435, 43.8%) or attended some college,
For most comparisons, the stated willingness to use each specimen collection modality did not differ by demographic group, stigma index score, or presence of current COVID-19 symptoms (Table 2, Table 3, and Table 4). A notable exception was that younger participants were slightly less willing to obtain a home-collected throat swab (adjusted $P=0.049$) or visit a drive-through site to provide a throat swab (adjusted $P=0.047$).

While there was no difference in willingness to use home collection saliva samples or throat swabs, participants who thought it was somewhat likely, likely, or very likely that they currently had COVID-19 had moderately higher willingness to visit a drive-through site (adjusted $P=0.01$) or a clinic (adjusted $P=0.003$) to provide a throat swab.
Table 2. Demographic characteristics of the study participants (internet-using adults aged >18 years in the United States in March 2020) and their stated willingness to use home saliva sample and throat swab specimen collection testing modalities on themselves as part of a COVID-19 research study (N=1435). All survey questions were 5-point Likert scale items where 1=strongly disagree, 2=disagree, 3=undecided, 4=agree, 5=strongly agree. Kruskal-Wallis tests and Spearman rank correlation coefficients were used to assess response differences by characteristic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
<th>Home: saliva sample</th>
<th>Home: throat swab</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>1435 (100.0)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>761 (53.0)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.3 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Male</td>
<td>536 (37.4)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Other</td>
<td>36 (2.5)</td>
<td>4.6 (1.0)</td>
<td>5 (5-5)</td>
<td>4.5 (1.0)</td>
<td>5 (4.75-5)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>560 (39.0)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
<td>4.2 (1.1)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>30-49</td>
<td>451 (23.7)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>50-64</td>
<td>586 (40.9)</td>
<td>4.6 (0.7)</td>
<td>5 (4-5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>≥65</td>
<td>194 (13.5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>548 (38.2)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>52 (3.6)</td>
<td>4.6 (0.7)</td>
<td>5 (4-5)</td>
<td>4.5 (0.8)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>158 (11.0)</td>
<td>4.3 (1.0)</td>
<td>5 (4-5)</td>
<td>4.2 (1.1)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>587 (40.9)</td>
<td>4.6 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Other</td>
<td>90 (6.2)</td>
<td>4.3 (1.1)</td>
<td>5 (4-5)</td>
<td>4.1 (1.3)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College, postgraduate, or professional school</td>
<td>629 (43.8)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Some college, associate's degree, or technical school</td>
<td>382 (26.6)</td>
<td>4.6 (0.8)</td>
<td>5 (4-5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>High school/GED</td>
<td>175 (12.2)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
<td>4.3 (1.1)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Did not finish high school</td>
<td>27 (1.9)</td>
<td>4.6 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Annual income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;24,000</td>
<td>294 (20.5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.3 (1.1)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>24,000 to &lt;50,000</td>
<td>276 (19.2)</td>
<td>4.5 (1.0)</td>
<td>5 (4-5)</td>
<td>4.4 (1.1)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>203 (14.1)</td>
<td>4.6 (0.9)</td>
<td>5 (4-5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>268 (18.7)</td>
<td>4.7 (0.8)</td>
<td>5 (5-5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Don't know</td>
<td>91 (6.3)</td>
<td>4.5 (0.8)</td>
<td>5 (4-5)</td>
<td>4.3 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>How likely do you think it is you have COVID-19 now?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very unlikely</td>
<td>356 (24.8)</td>
<td>4.4 (1.1)</td>
<td>5 (4-5)</td>
<td>4.3 (1.2)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Unlikely</td>
<td>661 (46.1)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.3 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Somewhat likely</td>
<td>324 (22.6)</td>
<td>4.5 (0.8)</td>
<td>5 (4-5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Likely/very likely</td>
<td>81 (5.6)</td>
<td>4.5 (0.8)</td>
<td>5 (4-5)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Stigma index score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>722 (50.3)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>1-2</td>
<td>525 (36.6)</td>
<td>4.5 (1.0)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>≥3</td>
<td>106 (7.4)</td>
<td>4.3 (1.1)</td>
<td>5 (4-5)</td>
<td>4.3 (1.2)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Knowledge index score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.02</td>
<td>&gt;.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>n (%)</td>
<td>Home: saliva sample</td>
<td>Home: throat swab</td>
<td>P value</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------</td>
<td>---------------------</td>
<td>------------------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>&lt;12</td>
<td>337 (23.5)</td>
<td>4.4 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>12-13</td>
<td>655 (45.6)</td>
<td>4.5 (1.0)</td>
<td>5 (4-5)</td>
<td>4.4 (1.1)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>14</td>
<td>342 (23.8)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 or more symptoms</td>
<td>747 (52.1)</td>
<td>4.5 (0.9)</td>
<td>5 (4-5)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>None</td>
<td>688 (47.9)</td>
<td>4.4 (1.0)</td>
<td>5 (4-5)</td>
<td>4.3 (1.1)</td>
<td>5 (4-5)</td>
</tr>
</tbody>
</table>

*P* values were adjusted for multiple comparisons using the Bonferroni-Holm method.

**Figure 1.** Stated willingness to use testing modalities as part of a COVID-19 research study by internet-using adults aged ≥18 years in the United States in March 2020 on themselves (top) and on their children (bottom). All specimen collection modalities involved testing the specimens in a central laboratory.
Table 3. Stated willingness of internet-using adults aged ≥18 years in the United States in March 2020 to use drive-through and clinic throat swab specimen collection testing modalities on themselves as part of a COVID-19 research study (N=1435). All survey questions were 5-point Likert scale items where 1=strongly disagree, 2=disagree, 3=undecided, 4=agree, 5=strongly agree. Kruskal-Wallis tests and Spearman rank correlation coefficients were used to assess response differences by characteristic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Drive-through site: throat swab</th>
<th>Clinic: throat swab</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>N/Ab</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>Female</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>Male</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>Other</td>
<td>3.7 (1.4)</td>
<td>4 (3-5)</td>
<td>3.6 (1.2)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td>.047</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>18-29</td>
<td>3.7 (1.4)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>30-49</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>50-64</td>
<td>4 (1.3)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>≥65</td>
<td>3.9 (1.2)</td>
<td>4 (3-5)</td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td>&gt;.99</td>
<td>.99</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>3.7 (1.4)</td>
<td>4 (3-5)</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>3.7 (1.4)</td>
<td>4 (3-5)</td>
<td>3.5 (1.5)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>Other</td>
<td>3.6 (1.4)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.69</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>College, postgraduate, or professional school</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>Some college, associate's degree, or technical school</td>
<td>4 (1.2)</td>
<td>5 (3-5)</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>High school/GEDc</td>
<td>3.6 (1.4)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>Did not finish high school</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.5 (1.5)</td>
</tr>
<tr>
<td>Annual income (US $)</td>
<td></td>
<td>&gt;.99</td>
<td>.82</td>
</tr>
<tr>
<td>&lt;24,000</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.7 (1.4)</td>
</tr>
<tr>
<td>24,000 to &lt;50,000</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>3.9 (1.2)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>3.9 (1.3)</td>
<td>5 (3-5)</td>
<td>3.4 (1.5)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>3.6 (1.3)</td>
<td>4 (3-5)</td>
<td>3.4 (1.3)</td>
</tr>
<tr>
<td>How likely do you think it is you have COVID-19 now?</td>
<td></td>
<td>.001</td>
<td>.003</td>
</tr>
<tr>
<td>Very unlikely</td>
<td>3.6 (1.5)</td>
<td>4 (3-5)</td>
<td>3.3 (1.5)</td>
</tr>
<tr>
<td>Unlikely</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>Somewhat likely</td>
<td>4 (1.2)</td>
<td>4.5 (3-5)</td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>Likely/very likely</td>
<td>4 (1.3)</td>
<td>5 (3-5)</td>
<td>3.7 (1.4)</td>
</tr>
<tr>
<td>Stigma index score</td>
<td></td>
<td>&gt;.99</td>
<td>.70</td>
</tr>
<tr>
<td>0</td>
<td>3.9 (1.2)</td>
<td>4 (3-5)</td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>1-2</td>
<td>3.8 (1.4)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>≥3</td>
<td>3.7 (1.4)</td>
<td>4 (3-5)</td>
<td>3.5 (1.5)</td>
</tr>
<tr>
<td>Knowledge index score</td>
<td></td>
<td>&gt;.99</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Drive-through site: throat swab</th>
<th>Clinic: throat swab</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>&lt;12</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.6 (1.4)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>12-13</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.5 (1.4)</td>
<td>4 (2-5)</td>
</tr>
<tr>
<td>14</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
<td>4 (2-5)</td>
</tr>
<tr>
<td>Symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 or more symptoms</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td>3.6 (1.4)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>None</td>
<td>3.7 (1.4)</td>
<td>4 (3-5)</td>
<td>3.4 (1.4)</td>
<td>4 (2-5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>All P values were adjusted for multiple comparisons using the Bonferroni-Holm method.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>GED: General Education Development.
Table 4. Stated willingness of internet-using adults aged ≥18 years in the United States in March 2020 to use home and clinic blood sample specimen collection testing modalities on themselves as part of a COVID-19 research study (N=1435). All survey questions were 5-point Likert scale items where 1=strongly disagree, 2=disagree, 3=undecided, 4=agree, 5=strongly agree. Kruskal-Wallis tests and Spearman rank correlation coefficients were used to assess response differences by characteristic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Home: blood sample</th>
<th>Clinic: blood sample</th>
<th>P valuea</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td></td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>&gt;0.99</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>Female</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.3)</td>
</tr>
<tr>
<td>Male</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>Other</td>
<td>4.1 (1.3)</td>
<td>5 (4-5)</td>
<td></td>
<td>3.6 (1.2)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>18-29</td>
<td>3.5 (1.4)</td>
<td>4 (2-5)</td>
<td></td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>30-49</td>
<td>4.0 (1.2)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>50-64</td>
<td>4.1 (1.1)</td>
<td>5 (3-5)</td>
<td></td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>≥65</td>
<td>4.0 (1.2)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td>&gt;0.99</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3.6 (1.4)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.2)</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>3.6 (1.4)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.3)</td>
</tr>
<tr>
<td>Other</td>
<td>3.7 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>&gt;0.99</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>College, postgraduate, or professional school</td>
<td>4.0 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>Some college, associate's degree, or technical school</td>
<td>3.9 (1.2)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.4 (1.2)</td>
</tr>
<tr>
<td>High school/GED</td>
<td>3.7 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>Did not finish high school</td>
<td>3.9 (1.2)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>Annual income (US $)</td>
<td></td>
<td></td>
<td>0.01</td>
<td>0.65</td>
</tr>
<tr>
<td>&lt;24,000</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.2)</td>
</tr>
<tr>
<td>24,000 to &lt;50,000</td>
<td>4.0 (1.2)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.3)</td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>4.2 (1.1)</td>
<td>5 (4-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>Don't know</td>
<td>3.5 (1.4)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.3)</td>
</tr>
<tr>
<td>How likely do you think it is you have COVID-19 now?</td>
<td></td>
<td></td>
<td>&gt;0.99</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>Very unlikely</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>Unlikely</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td>Somewhat likely</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.2)</td>
</tr>
<tr>
<td>Likely/very likely</td>
<td>3.5 (1.5)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.6 (1.5)</td>
</tr>
<tr>
<td>Stigma index score</td>
<td></td>
<td></td>
<td>&gt;0.99</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>0</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>1-2</td>
<td>3.8 (1.4)</td>
<td>4 (3-5)</td>
<td></td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>≥3</td>
<td>3.7 (1.4)</td>
<td>4 (2-5)</td>
<td></td>
<td>3.4 (1.4)</td>
</tr>
<tr>
<td>Knowledge index score</td>
<td></td>
<td></td>
<td>&gt;0.99</td>
<td>&gt;0.99</td>
</tr>
</tbody>
</table>
Clinic: blood sample

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Home: blood sample</th>
<th>Clinic: blood sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>&lt;12</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>12-13</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>14</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 or more symptoms</td>
<td>3.8 (1.3)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>None</td>
<td>3.9 (1.3)</td>
<td>4 (3-5)</td>
</tr>
</tbody>
</table>

*P values were adjusted for multiple comparisons using the Bonferroni-Holm method.

The mean willingness rating (Likert 5-point scale) ranged from 3.5 (clinic throat swab, median 4) to 4.5 (home saliva sample, median 5; Table 5). Compared to the participants’ willingness to use a home saliva sample, there was a medium effect size in willingness to use a home test blood sample (Cohen d=0.568; 95% CI 0.510-0.627) and willingness to use a drive-through throat swab (Cohen d=0.567; 95% CI 0.507-0.627). There was a large effect size in willingness to use a clinic for either a throat swab (Cohen d=0.802; 95% CI 0.732-0.872) or a blood sample (Cohen d=0.776; 95% CI 0.706-0.847) compared to using a home test saliva sample. A similar pattern was seen in comparisons between willingness to use different testing modalities for children.

**Table 5.** Stated willingness of internet-using adults aged ≥18 years in the United States in March 2020 to use specimen collection modalities on themselves and their children as part of a COVID-19 research study and relative effect sizes. All survey questions were 5-point Likert scale items where 1=strongly disagree, 2=disagree, 3=undecided, 4=agree, and 5=strongly agree. All P<.001.

<table>
<thead>
<tr>
<th>Specimen collection modality</th>
<th>Willing to use on oneself (N=1435)</th>
<th>Willing to use on one’s children (n=385)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Median (IQR)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cohen d</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95% CI</td>
</tr>
<tr>
<td>Home: saliva sample</td>
<td>1435 (100.0)</td>
<td>4.5 (0.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (4-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Home: throat swab</td>
<td>1435 (100.0)</td>
<td>4.4 (1.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (4-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.085 to 0.144</td>
</tr>
<tr>
<td>Home: blood sample</td>
<td>1434 (99.9)</td>
<td>3.8 (1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (3-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.568</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.510 to 0.627</td>
</tr>
<tr>
<td>Drive-through site: throat swab</td>
<td>1435 (100.0)</td>
<td>3.8 (1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (3-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.567</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.507 to 0.627</td>
</tr>
<tr>
<td>Clinic: throat swab</td>
<td>1435 (100.0)</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (3-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.802</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.732 to 0.872</td>
</tr>
<tr>
<td>Clinic: blood sample</td>
<td>1434 (99.9)</td>
<td>3.6 (1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (3-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.776</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.706 to 0.847</td>
</tr>
<tr>
<td>Home: saliva sample</td>
<td>385 (100.0)</td>
<td>4.1 (1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (4-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Home: throat swab</td>
<td>385 (100.0)</td>
<td>4.0 (1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (3-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.113</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.029 to 0.254</td>
</tr>
<tr>
<td>Home: blood sample</td>
<td>334 (87.8)</td>
<td>3.4 (1.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.454</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.388 to 0.520</td>
</tr>
<tr>
<td>Drive-through site: throat swab</td>
<td>385 (100.0)</td>
<td>3.4 (1.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (2-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.517</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.373 to 0.660</td>
</tr>
<tr>
<td>Clinic: throat swab</td>
<td>385 (100.0)</td>
<td>3.1 (1.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.742</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.596 to 0.889</td>
</tr>
<tr>
<td>Clinic: blood sample</td>
<td>334 (87.8)</td>
<td>3.0 (1.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2-4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.851</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.768 to 0.933</td>
</tr>
</tbody>
</table>

Discussion

**Principal Findings**

Response to the SARS-CoV-2 epidemic in the United States has been hampered by insufficient testing both for diagnosing persons and for public health assessments to describe the epidemiology of infection. Critical shortages of reagents, other supply chain issues, and lack of availability of health care workers have led to gaps in testing, and it is critical to diversify testing methods. Options include alternative specimens to be tested and specimen collection locations. Further, it is important to understand which testing options are best suited to which purposes (eg, clinical care, population research, and screening versus diagnosis). Self-collection of specimens at home has proven to be an acceptable approach in other infectious disease testing, and it could play an important role in the response to the SARS-CoV-2 epidemic in the United States.

Results from this study indicate that a large majority of adults would be willing to participate in a research study about SARS-CoV-2 infection or immune experience by collecting...
specimens at home and mailing them to a laboratory for testing. There was some preference for certain specimen collection modalities (saliva samples and throat swabs were preferred over blood samples); however, these differences were largely driven by preference for remote home specimen collection methods versus methods that would require visits to clinical or laboratory locations for testing. Testing location and specimen collection preferences were consistent across demographic groups and other characteristics of interest. These results are similar to literature reports that indicate that home specimen collection options are preferred to clinic-based testing methods for HIV and STI screening [11,15,16].

These findings are important for the design of forthcoming epidemiologic studies of SARS-CoV-2 infection. Cross-sectional and cohort follow-up studies will depend on testing biological specimens to accurately measure disease prevalence, incidence, and recovery among participants. Our results indicate that study designs that use home specimen collection experience increased participation and higher retention compared to study designs that involve traveling to a drive-through site or clinic. The high willingness to use home specimen collection methods across demographic groups and other subgroups suggests that studies incorporating home specimen collection may be less susceptible to participation bias than designs requiring the collection of biological specimens in clinical settings.

The use of home specimen collection methods can also help ensure that research activities do not have a negative effect on adherence to current health guidance. Home specimen collection can be incorporated within the context text of social distancing guidelines [17], which can enable study participants to maximize their individual contributions to slowing the spread of COVID-19 disease. Similarly, reducing the contact between study participants and health care workers improves health care worker safety by reducing their risk of exposure. Further, such options can reduce the overall burden on health care providers and clinics that may not have the capacity to collect specimens as part of ongoing research. For instance, the current shortage of personal protective equipment among health care workers in the United States has been well documented [18], and the incorporation of home specimen collection can ensure that these resources are preserved for use in clinical care.

Willingness of people to use home specimen collection kits for research offers promising opportunities to conduct representative and timely research about SARS-CoV-2 infection and immune response. However, it is important to recognize that the collection of home specimens will also require rigorous testing to ensure that the laboratory results obtained provide accurate indications of SARS-CoV-2 infection and immune response, the kits are safe for participants to use, and the specimens are sufficiently robust to maintain validity after the process of return shipping to laboratories for analysis. It is important to distinguish between home collection of specimens that are mailed back to laboratories for analysis from the separate field of home testing, in which participants collect their own specimen, apply it to a test device, and interpret the results at home.

One reason that the use of home specimen collection may be associated with high willingness to participate in research related to SARS-CoV-2 infection is that the virus is highly infectious, and there is meaningful risk associated with entering clinical settings where people with symptoms of COVID-19 are congregated. Unlike testing as part of research studies for less contagious infectious diseases or for other types of disease, potential research participants who do not have symptoms may be particularly reluctant to report to clinical locations for screening. Relatedly, if home collection of specimens is developed and validated, it will be possible to conduct epidemiological studies that can both reach people in diverse geographic areas, including rural areas, and allow research to be conducted without exposing participants to potential harms associated with going to research sites that may result in their exposure to SARS-CoV-2.

Limitations

Our study results have several limitations. First, we assessed willingness using Likert scale items, which limits the ability to determine the magnitude of preference for one test modality over the other for any individual. However, Likert data are especially well suited for assessing the direction of preference, which is a relevant outcome given our desire to understand the potential impact of offering home specimen collection in research settings. Second, our recruitment methods targeted social media users, and our convenience sample may not be representative of all US adults. Third, opinions regarding testing for SARS-CoV-2 may change over time, given the rapidly shifting nature of public perception regarding the epidemic, and updates are merited to ensure that participant preferences remain stable. Finally, we know that there have historically been disconnects between expressed willingness to use self-testing or at-home specimen collection options for infectious diseases and the actual uptake of these highly acceptable devices [19]. However, compared to historical examples of the introduction of at-home tests before the advent of telemedicine, testing for SARS-CoV-2 infection with specimens collected at home for research or clinical purposes may be more acceptable given the broad availability of telehealth clinical services. These services may be used to provide support for participants who have questions about collecting specimens at home or to observe the self-collection of specimens at home until data are developed to document the sufficiency and quality of specimens collected at home.

Conclusions

Large scale population-based research and testing is needed to provide the epidemiologic data necessary to guide our public health response to the COVID-19 pandemic. Home specimen collection strategies should be considered to achieve the highest levels of participant engagement and retention, reduce the burden of specimen collection in overloaded health care settings, and reduce potential exposure of research participants to SARS-CoV-2 in research settings.
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Abstract

Background: Student mental health in higher education has been an increasing concern. The COVID-19 pandemic situation has brought this vulnerable population into renewed focus.

Objective: Our study aims to conduct a timely assessment of the effects of the COVID-19 pandemic on the mental health of college students.

Methods: We conducted interview surveys with 195 students at a large public university in the United States to understand the effects of the pandemic on their mental health and well-being. The data were analyzed through quantitative and qualitative methods.

Results: Of the 195 students, 138 (71%) indicated increased stress and anxiety due to the COVID-19 outbreak. Multiple stressors were identified that contributed to the increased levels of stress, anxiety, and depressive thoughts among students. These included fear and worry about their own health and of their loved ones (177/195, 91% reported negative impacts of the pandemic), difficulty in concentrating (173/195, 89%), disruptions to sleeping patterns (168/195, 86%), decreased social interactions due to physical distancing (167/195, 86%), and increased concerns on academic performance (159/195, 82%). To cope with stress and anxiety, participants have sought support from others and helped themselves by adopting either negative or positive coping mechanisms.

Conclusions: Due to the long-lasting pandemic situation and onerous measures such as lockdown and stay-at-home orders, the COVID-19 pandemic brings negative impacts on higher education. The findings of our study highlight the urgent need to develop interventions and preventive strategies to address the mental health of college students.

doi:10.2196/21279

KEYWORDS
COVID-19; pandemic; college student; mental health; stress; anxiety; self-management

Introduction

Mental health issues are the leading impediment to academic success. Mental illness can affect students’ motivation, concentration, and social interactions—crucial factors for students to succeed in higher education [1]. The 2019 Annual Report of the Center for Collegiate Mental Health [2] reported that anxiety continues to be the most common problem (62.7% of 82,685 respondents) among students who completed the Counseling Center Assessment of Psychological Symptoms, with clinicians also reporting that anxiety continues to be the most common diagnosis of the students that seek services at university counseling centers. Consistent with the national trend, Texas A&M University has seen a rise in the number of students seeking services for anxiety disorders over the past 8 years. In 2018, slightly over 50% of students reported anxiety as the main reason for seeking services. Despite the increasing need for mental health care services at postsecondary institutions,
alarmingly, only a small portion of students committing suicide contact their institution counseling centers [3], perhaps due to the stigma associated with mental health. Such negative stigma surrounding mental health diagnosis and care has been found to correlate with a reduction in adherence to treatment and even early termination of treatment [4].

The COVID-19 pandemic has brought into focus the mental health of various affected populations. It is known that the prevalence of epidemics accentuates or creates new stressors including fear and worry for oneself or loved ones, constraints on physical movement and social activities due to quarantine, and sudden and radical lifestyle changes. A recent review of virus outbreaks and pandemics documented stressors such as infection fears, frustration, boredom, inadequate supplies, inadequate information, financial loss, and stigma [5]. Much of the current literature on psychological impacts of COVID-19 has emerged from the earliest hot spots in China. Although several studies have assessed mental health issues during epidemics, most have focused on health workers, patients, children, and the general population [6,7]. For example, a recent poll by The Kaiser Family Foundation showed that 47% of those sheltering in place reported negative mental health effects resulting from worry or stress related to COVID-19 [8]. Nelson et al [9] have found elevated levels of anxiety and depressive symptoms among general population samples in North America and Europe. However, with the exception of a few studies, notably from China [10-12], there is sparse evidence of the psychological or mental health effects of the current pandemic on college students, who are known to be a vulnerable population [13]. Although the findings from these studies thus far converge on the uptick of mental health issues among college students, the contributing factors may not necessarily be generalizable to populations in other countries. As highlighted in multiple recent correspondences, there is an urgent need to assess effects of the current pandemic on the mental health and well-being of college students [14-17].

The aim of this study is to identify major stressors associated with the COVID-19 pandemic and to understand their effects on college students’ mental health. This paper documents the findings from online interview surveys conducted in a large university system in Texas.

Methods

Study Design

A semistructured interview survey guide was designed with the purpose of assessing the mental health status of college students both quantitatively and qualitatively. In addition, the interview aimed to capture the ways that students have been coping with the stress associated with the pandemic situation. First, our study assesses participants’ general stress levels using the Perceived Stress Scale-10 (PSS) [18]. PSS is a widely used instrument to measure overall stress in the past month [19]. Second, participants were asked if their own and peers’ (two separate questions) stress and anxiety increased, decreased, or remained the same because of the COVID-19 pandemic. For those who indicated increased stress and anxiety during the pandemic, we questioned their stress coping strategies and use of available mental health counseling services. We then elicited pandemic-specific stressors and their manifestations across 12 academic-, health-, and lifestyle-related categories of outcomes such as effects on own or loved ones’ health, sleeping habits, eating habits, financial situation, changes to their living environment, academic workload, and social relations. Students were also asked about the impact of COVID-19 on depressive and suicidal thoughts. These constructs were derived from existing literature identifying prominent factors affecting college students’ mental health [20,21]. Feedback on the severity of COVID-19’s impact on these aspects were elicited using a 4-point scale: 0 (none), 1 (mild), 2 (moderate), and 3 (severe).

Participants

Participants were recruited from the student population of a large university system in Texas, United States. This particular university closed all their campuses on March 23, 2020, and held all its classes virtually in response to the COVID-19 pandemic. In addition, the state of Texas issued a stay-at-home order on April 2, 2020. Most interviews were conducted about 1 month after the stay-at-home order in April 2020. Figure 1 illustrates the trend of cumulative confirmed cases and a timeline of major events that took place in the university and the state of Texas. Participants were recruited by undergraduate student researchers through email, text messaging, and snowball sampling. The only inclusion criteria for participation was that participants should have been enrolled as undergraduate students in the university at the time of the interviews.
Procedures

The interviews were conducted by 20 undergraduate researchers trained in qualitative methods and the use of the interview survey guide described above. None of the authors conducted the interviews. All interviews were conducted via Zoom [22] and were audio recorded. The recordings were later transcribed using Otter.ai [23], an artificial intelligence–based transcription service, and verified for accuracy manually. Prior to the interview, participants were provided an information document about the study approved by the university’s Institutional Review Board (No 2019-1341D). Upon verbal consent, participants were asked to respond to a questionnaire about their demographic information such as age, gender, year of college, and program of study before completing the interview. Participation was voluntary and participants were not compensated.

Data Analysis

First, descriptive statistics were compiled to describe participants’ demographics (eg, age, gender, academic year, and major) and the distribution of the ratings on PSS-10 survey items. A total PSS score per participant was calculated by first reversing the scores of the positive items (4-7, 9, and 10) and then adding all the ten scores. A mean (SD) PSS score was computed to evaluate the overall level of stress and anxiety among the participants during the COVID-19 pandemic. Second, participants’ answers to 12 academic-, health-, and lifestyle-related questions were analyzed to understand relative impacts of the pandemic on various aspects of college students’ mental health. Percentages of participants who indicated negative ratings (ie, mild, moderate, or severe influence) on these questions were calculated and ranked in a descending order. Qualitative answers to the 12 stressors and coping strategies were analyzed using thematic analysis [24,25] similar to the deductive coding step in the grounded theory method [26]. A single coder (CS), trained in qualitative analysis methods, analyzed the transcripts and identified themes using an open coding process, which does not use a priori codes or codes created prior to the analysis and places an emphasis on information that can be extracted directly from the data. Following the identification of themes, the coder discussed the codes with two other coders (XW and AS) trained in qualitative analysis and mental health research to resolve discrepancies among related themes and discuss saturation. The coders consisted of two Ph.D. students and one postdoctoral fellow at the same university. MAXQDA (VERBI GmbH) [27] was used as a computer software program to carry out the qualitative analysis.

Results

Participants

Of the 266 university students initially recruited by the undergraduate researchers, 17 retreated and 249 participated in this study. There were 3 graduate students and 51 participants who had missing data points and were excluded, and data from 195 participants were used in the analysis. The average age was 20.7 (SD 1.7) years, and there were more female students (111/195, 57%) than male students (84/195, 43%). Approximately 70% of the participants were junior and senior students. About 60% of the participants were majoring in the college of engineering, which was the largest college in the university population (Table 1). The mean PSS score for the 195 participants was 18.8 (SD 4.9), indicating moderate perceived stress in the month prior to the interview (Table 2).
Table 1. Participants’ demographic characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants (N=195)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.7 (1.7)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>84 (43.1)</td>
</tr>
<tr>
<td>Female</td>
<td>111 (56.9)</td>
</tr>
<tr>
<td><strong>Academic year, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Freshmen</td>
<td>24 (12.3)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>33 (16.9)</td>
</tr>
<tr>
<td>Junior</td>
<td>70 (35.9)</td>
</tr>
<tr>
<td>Senior</td>
<td>68 (34.9)</td>
</tr>
<tr>
<td><strong>Major (college), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Agriculture &amp; life science</td>
<td>10 (5.1)</td>
</tr>
<tr>
<td>Engineering</td>
<td>117 (60.0)</td>
</tr>
<tr>
<td>Liberal arts</td>
<td>20 (10.3)</td>
</tr>
<tr>
<td>Architecture</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Business management</td>
<td>11 (5.6)</td>
</tr>
<tr>
<td>Education and human development</td>
<td>12 (6.1)</td>
</tr>
<tr>
<td>School of public health</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Science</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Veterinary medicine and biomedical sciences</td>
<td>10 (5.1)</td>
</tr>
<tr>
<td>Not specified</td>
<td>4 (2.1)</td>
</tr>
</tbody>
</table>

Table 2. Mean score for each of PSS items.

<table>
<thead>
<tr>
<th>PSS items</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. In the past month, how often have you felt upset because of something that happened unexpectedly?</td>
<td>2.2 (0.9)</td>
</tr>
<tr>
<td>2. In the past month, how often have you felt that you were unable to control the important things in your life?</td>
<td>2.2 (1.0)</td>
</tr>
<tr>
<td>3. In the past month, how often have you felt nervous and “stressed”?</td>
<td>2.8 (0.9)</td>
</tr>
<tr>
<td>4. In the past month, how often have you dealt successfully with irritating life hassles?</td>
<td>1.5 (0.9)</td>
</tr>
<tr>
<td>5. In the past month, how often have you felt that you were effectively coping with important changes that were occurring in your life?</td>
<td>1.5 (0.9)</td>
</tr>
<tr>
<td>6. In the past month, how often have you felt confident about your ability to handle your personal problems?</td>
<td>1.3 (0.9)</td>
</tr>
<tr>
<td>7. In the past month, how often have you felt that things were going your way?</td>
<td>1.9 (0.8)</td>
</tr>
<tr>
<td>8. In the past month, how often have you found that you could not cope with all the things that you needed to do?</td>
<td>1.8 (1.0)</td>
</tr>
<tr>
<td>9. In the past month, how often have you been able to control irritations in your life?</td>
<td>1.5 (0.9)</td>
</tr>
<tr>
<td>10. In the past month, how often have you felt that you were on top of things?</td>
<td>1.9 (1.0)</td>
</tr>
<tr>
<td>Overall PSS scores</td>
<td>18.8 (4.9)</td>
</tr>
</tbody>
</table>

\(^{a}\)PSS: Perceived Stress Scale-10.

Challenges to College Students’ Mental Health During COVID-19

Out of 195 participants, 138 (71%) indicated that their stress and anxiety had increased due to the COVID-19 pandemic, whereas 39 (20%) indicated it remained the same and 18 (9%) mentioned that the stress and anxiety had actually decreased. Among those who perceived increased stress and anxiety, only 10 (5%) used mental health counseling services. A vast majority of the participants (n=189, 97%) presumed that other students were experiencing similar stress and anxiety because of COVID-19. As shown in Figure 2, at least 54% (up to 91% for some categories) of participants indicated negative impacts (either mild, moderate, or severe) of COVID-19 on academic-, health-, and lifestyle-related outcomes. The qualitative analysis yielded two to five themes for each category of outcomes. The
chronic health conditions category was excluded from the qualitative analysis due to insufficient qualitative response. Table 3 presents the description and frequency of the themes and select participant quotes.

**Figure 2.** Participants’ ratings on mental health aspects in an order of negative impacts (mild, moderate, and severe).
Table 3. Categories and themes of college students’ mental health issues and selected participant quotes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Participants^a, n (%)</th>
<th>Example quotes^b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Own health and the health of loved ones (n=177)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worry about families and relatives with higher vulnerabilities</td>
<td>76 (43)</td>
<td>- JPP17: “I have a grandma who is affected more by [the virus] and so I’m just afraid that something could happen to her.” - SAP16: “My sister just had a baby on Friday and so I’ve just been worried that her baby or she wouldn't get anything.”</td>
</tr>
<tr>
<td>Worry about families with more interpersonal contact</td>
<td>26 (15)</td>
<td>- JJP06: “My brother just graduated from a med school and he is doing residency. So, every single patient he sees right now is most likely related to COVID-19.” - DDP01: “My mom is actually an essential worker. She works at [a company] warehouse in [a city in Texas]. So, she's coming into contact with people every day.”</td>
</tr>
<tr>
<td>Worry about themselves being infected</td>
<td>19 (11)</td>
<td>- ACP05: “I always end up having runny nose or just asthma flares up. With this pandemic, the symptoms are very similar to corona so I feel like I would be one of those people who would be highly affected by it.”</td>
</tr>
<tr>
<td><strong>Difficulty in concentration (n=173)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home as a source of distraction</td>
<td>79 (46)</td>
<td>- EGP03: “I'm having difficulty concentrating since I'm home. As I'm around all of my family, it's really hard to focus on what I need to do.”</td>
</tr>
<tr>
<td>Lack of accountability and motivation</td>
<td>21 (12)</td>
<td>- SAP16: “I just want to lay in my bed. Now no one is keeping me accountable. If I'm on my phone, I'm not paying attention to any of these lectures.”</td>
</tr>
<tr>
<td>Distracted by social media, internet, and video games</td>
<td>19 (11)</td>
<td>- DDP01: “My desk is right next to my bed so I could just go take a nap or go watch Netflix. Or I could just be on Twitter the whole time and read all the news stories about how people are dying or how bad this is going to get.”</td>
</tr>
<tr>
<td>Lack of interactive learning environment</td>
<td>18 (10)</td>
<td>- SAP17: “I cannot focus on class when it’s online. Through the classes, I don't think there's a lot of interactiveness to make people engaged.”</td>
</tr>
<tr>
<td>Monotony of life</td>
<td>5 (3)</td>
<td>- DDP07: “Now I'm stuck only doing everything on a computer. So, I'm pretty much on the computer all day.”</td>
</tr>
<tr>
<td><strong>Sleeping habits (n=168)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stay up later or waking up later</td>
<td>84 (50)</td>
<td>- DDP03: “I'll be up until probably four or five in the morning, and sleep through the day usually. Now that most of my classes are online and the lecture isn't mandatory, I sleep through it and I'll watch the lectures later.”</td>
</tr>
<tr>
<td>Irregular sleep patterns</td>
<td>28 (17)</td>
<td>- SAP03: “I had a really weird sleep schedule now. I stay up really late. And then I wake up very early or sometimes I go to sleep early. I wake up really late. It is just weird.”</td>
</tr>
<tr>
<td>Increased hours of sleep</td>
<td>12 (7)</td>
<td>- ACP06: “I'm sleeping a lot more now. I'm living at home. I don’t have to do anything. I just have more time to sleep.”</td>
</tr>
<tr>
<td>Difficulty of going/staying asleep</td>
<td>10 (6)</td>
<td>- DDP07: “Now I wake up constantly. I wake up and go to sleep constantly. I have a hard time staying asleep and going asleep.”</td>
</tr>
<tr>
<td><strong>Social relation/social isolation (n=167)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduced interactions with people</td>
<td>91 (54)</td>
<td>- MBP01: “We’re in quarantine so there is significant social isolation from people and from those that I want to hang out with.”</td>
</tr>
<tr>
<td>Lack of in-person interactions</td>
<td>52 (31)</td>
<td>- JJP02: “I don’t see my friends that much and no face to face interaction but only through text.”</td>
</tr>
<tr>
<td>Restricted outdoor activities</td>
<td>9 (5)</td>
<td>- SNK10: “I also like meeting new people so sometimes I go out climbing or hiking. [COVID-19] has impacted me a lot. I'm not able to do that anymore.”</td>
</tr>
<tr>
<td><strong>Academic performance (n=159)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Challenges of online classes</td>
<td>61 (38)</td>
<td>- RMP10: “It’s so hard to focus on the lecture because everything is online. And I have to make appointments with a professor or a TA. Then they help me through the Zoom which is online. I think it’s hard to have some understanding compared to the face to face meeting.”</td>
</tr>
</tbody>
</table>
### Impacts on academic progress and future career

- ACP07: “The class I wanted to take over the summer has been canceled, which could potentially push me back a semester.”
- RMP17: “I think my internship is going to be shortened or cancelled. I need to get more work experience before graduation.”

### Worry about grades

- ACP12: “Shortly after COVID-19 was declared a pandemic, everything went online. We missed a week of class. So, I had four exams back to back but I didn't transition to online very well. I failed three out of four exams pretty badly. That also got me questioning my entire life and my major.”

### Reduced motivation or procrastination

- RMP12: “I feel like I started slacking. I was trying to avoid this situation by just not doing some of the work. So, it is stressful academically.”

### Eating patterns (n=137)

- **Increased eating/snacking**: 35 (26)
  - SNK08: “I've been munching a lot on snacks recently since I'm at home.”
- **Inconsistent eating**: 27 (20)
  - SAP02: “I'm home all the time. Sometimes I eat twice a day. Sometimes I don't eat at all. Sometimes it's once a day. It's not something I haven't done before.”
- **Decreased appetite**: 16 (12)
  - SAP15: “I'm having trouble eating. I just don't eat when I'm anxious. So, I've had no appetite.”
- **Emotional eating**: 7 (5)
  - SAP04: “I eat so much now just out of boredom because there's nothing to do really.”

### Changes in living environment (n=130)

- **Changes while staying back home**: 89 (68)
  - YJP05: “I moved back home. So, things are different here. I am having to study now in my bedroom rather than in the library or on campus.”
  - JJP07: “By living with family, you don’t have any privacy. You don’t feel very focused because you are distracted.”
- **Reduced personal interactions**: 18 (14)
  - ACP02: “I live in the dorm and everybody is moving out so there’s basically nobody around me anymore.”
- **Staying longer indoor**: 9 (7)
  - RMP19: “Now I'm at home. I'm literally sitting in the same desk for five or six hours a day.”

### Financial difficulties (n=115)

- **Impacts on current or future employment**: 44 (38)
  - SAP13: “I have rent to pay in [a local town] and I am not sure about my internship this summer. So, I'm going to be basically even in more debt and not able to pay my bills and my rent.”
- **Impacts on financial situations of families**: 21 (18)
  - ERP03: “My mom has so much that she needs to pay on her own. And she got deduction on her payment, but she still need to pay the same thing. She needs to pay for housing from both mine and my brothers, which is a lot.”

### Class workload (n=106)

- **Catching up with online courses and class projects**: 51 (48)
  - ERP04: “[Professors] still want me to go to a Zoom class. Some of them still record those Zoom meetings and then you can watch it on your own time. It basically doubles the time I have to dedicate each week for that class.”
- **Increased or more difficult assignments**: 33 (31)
  - ERP02: “Four or five out of my six professors have given more work than I would have had if I was there in person. Some of them have to do with participation, just proving that you actually watch the lecture or take notes for the class.”
- **Difficulty of covering the same coursework in shorter time**: 6 (6)
  - NEP04: “A two-week break because of the pandemic made us compress that lost time into our last time we had scheduled.”

### Depressive thoughts (n=86)
<table>
<thead>
<tr>
<th>Theme</th>
<th>Participants&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>Example quotes&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loneliness</td>
<td>28 (33)</td>
<td>• MBP02: “I actually suffer from chronic depression. [COVID-19] has definitely made it a lot worse, just being in isolation and being home 24/7. It feels like I need to get out but there's nowhere to go.”</td>
</tr>
<tr>
<td>Insecurity or uncertainty</td>
<td>10 (12)</td>
<td>• RMP18: “The first couple of days, it was very scary and I think everybody just felt like the world is ending.”</td>
</tr>
<tr>
<td>Powerlessness or hopelessness</td>
<td>9 (10)</td>
<td>• SNK01: “Maybe [COVID-19] made me really down. Sometimes I feel like I'm incompetent.”</td>
</tr>
<tr>
<td>• SAP20: “It's very easy to fall into a routine of nothingness. And you're seeing no end to this. It's just hopelessness about going back to normal.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerns about academic performance</td>
<td>7 (8)</td>
<td>• ACP07: “A lot of hackathons I wanted to go to and a lot of research conferences I wanted to go to have all been shut down. And now it feels like all the work I have been doing for the last few months has been thrown away into the garbage.”</td>
</tr>
<tr>
<td>Overthinking</td>
<td>4 (5)</td>
<td>• SAP08: “There's just a lot and also you start going crazy in your apartment.”</td>
</tr>
<tr>
<td>Suicidal thoughts (n=16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linking to depressive thoughts</td>
<td>6 (38)</td>
<td>• JJP03: “[Suicidal thoughts] go hand in hand with depressive thoughts. I am just tired of existing because I am just too hard on myself.”</td>
</tr>
<tr>
<td>• ECP02: “It just has to do with the depressive thoughts and just overthinking. You have a lot of time to think about things that happened in the past like high school. But there's no fixing it. Now, I'm stuck.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic issues</td>
<td>1 (6)</td>
<td>• ACP12: “I hate to say it but it comes up on a daily basis. Sometimes as a joke, I want to die. But it's something that I know I have no intention to ever act on and never would like. It's just become incorporated in my life purposely or unconsciously when I do something especially related to academics.”</td>
</tr>
<tr>
<td>Problems with parents</td>
<td>1 (6)</td>
<td>• SNK09: “I have some problems with my family. And now I'm stuck at home with them. I guess it's more often than normal.”</td>
</tr>
<tr>
<td>Fear from insecurity</td>
<td>1 (6)</td>
<td>• JPP18: “The biggest thing has been fear of what's next. I think the worst part is more fear of what is to come and what will be the outcome.”</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not every participant provided sufficient elaboration to allow for identification of themes, so the frequency of individual themes does not add up to the total number of participants who indicated negative impacts of the COVID-19 outbreak.

<sup>b</sup>The five-digit alphanumeric value indicates the participant ID.

<sup>c</sup>TA: teaching assistant.

**Concerns for One’s Own Health and the Health of Loved Ones**

A vast majority of the participants (177/195, 91%) indicated that COVID-19 increased the level of fear and worry about their own health and the health of their loved ones. Over one-third of those who showed concern (76/177, 43%) were worried about their families and relatives who were more vulnerable, such as older adults, those with existing health problems, and those who are pregnant or gave birth to a child recently. Some of the participants (26/177, 15%) expressed their worry about their family members whose occupation increased their risk of exposure to COVID-19 such as essential and health care workers. Some participants (19/177, 11%) specifically mentioned that they were worried about contracting the virus.

**Difficulty With Concentration**

A vast majority of participants (173/195, 89%) indicated difficulty in concentrating on academic work due to various sources of distraction. Nearly half of them (79/173, 46%) mentioned that their home is a distractive environment and a more suitable place to relax rather than to study. Participants mentioned that they were more prone to be interrupted by their family members and household chores at home. Other factors affecting students’ concentration were lack of accountability (21/173, 12%) and social media, internet, and video games (19/173, 11%). Some (18/173, 10%) stated that online classes were subject to distraction due to lack of interactions and prolonged attention to a computer screen. Additionally, monotonous life patterns were mentioned by some to negatively affect concentration on academic work (5/173, 3%).

**Disruption to Sleep Patterns**

A majority of participants (168/195, 86%) reported disruptions to their sleep patterns caused by the COVID-19 pandemic, with over one-third (38%) reporting such disruptions as severe. Half of students who reported some disruption (84/168, 50%) stated that they tended to stay up later or wake up later than they did before the COVID-19 outbreak. Another disruptive impact brought by the pandemic was irregular sleep patterns such as inconsistent time to go to bed and to wake up from day to day.
(28/168, 17%). Some (12/168, 7%) reported increased hours of sleep, while others (10/168, 6%) had poor sleep quality.

**Increased Social Isolation**

A majority of participants answered that the pandemic has increased the level of social isolation (167/195, 86%). Over half of these students (91/167, 54%) indicated that their overall interactions with other people such as friends had decreased significantly. In particular, about one-third (52/167, 31%) shared their worries about a lack of in-person interactions such as face-to-face meetings. Others (9/167, 5%) stated that disruptions to their outdoor activities (eg, jogging, hiking) have affected their mental health.

**Concerns About Academic Performance**

A majority of participants (159/195, 82%) showed concerns about their academic performance being impacted by the pandemic. The biggest perceived challenge was the transition to online classes (61/169, 38%). In particular, participants stated their concerns about sudden changes in the syllabus, the quality of the classes, technical issues with online applications, and the difficulty of learning online. Many participants (36/159, 23%) were worried about progress in research and class projects because of restrictions put in place to keep social distancing and the lack of physical interactions with other students. Some participants (23/159, 14%) mentioned the uncertainty about their grades under the online learning environment to be a major stressor. Others (12/159, 8%) indicated their reduced motivation to learn and tendency to procrastinate.

**Disruptions to Eating Patterns**

COVID-19 has also negatively impacted a large portion of participants’ dietary patterns (137/195, 70%). Many (35/137, 26%) stated that the amount of eating has increased, including having more snacks since healthy dietary options were reduced, and others (27/137, 20%) addressed that their eating patterns have become inconsistent because of COVID-19, for example, irregular times of eating and skipping meals. Some students (16/137, 12%) reported decreased appetite, whereas others (7/137, 5%) were experiencing emotional eating or a tendency to eat when bored. On the other hand, some students (28/169, 14%) reported that they were having healthier diets, as they were cooking at home and not eating out as much as they used to.

**Changes in the Living Environment**

A large portion of the participants (130/195, 67%) described that the pandemic has resulted in significant changes in their living conditions. A majority of these students (89/130, 68%) referred to living with family members as being less independent and the environment to be more distractive. For those who stayed in their residence either on- or off-campus (18/130, 14%), a main change in their living environment was reduced personal interactions with roommates. Some (9/130, 7%) mentioned that staying inside longer due to self-quarantine or shelter-in-place orders was a primary change in their living circumstances.

**Financial Difficulties**

More than half of the participants (115/195, 59%) expressed their concerns about their financial situations being impacted by COVID-19. Many (44/115, 38%) noted that COVID-19 has impacted or is likely to impact their own current and future employment opportunities such as part-time jobs and internships. Some (21/115, 18%) revealed the financial difficulties of their family members, mostly parents, getting laid off or receiving pay cuts in the wake of COVID-19.

**Increased Class Workload**

The effect of COVID-19 on class workload among the college students was not conclusive. Although slightly over half of participants (106/195, 54%) indicated their academic workload has increased due to COVID-19, the rest stated the workload has remained the same (70/195, 36%) or rather decreased (19/195, 10%). For those who were experiencing increased workloads, nearly half (51/106, 48%) thought they needed to increase their own efforts to catch up with online classes and class projects given the lack of in-person support from instructors or teaching assistants. About one-third of the participants (33/106, 31%) perceived that assignments had increased or became harder to do. Some (6/106, 6%) found that covering the remainder of coursework as the classes resumed after the 2-week break to be challenging.

**Depressive Thoughts**

When asked about the impact of the COVID-19 pandemic on depressive thoughts, 44% (86/195) mentioned that they were experiencing some depressive thoughts during the COVID-19 pandemic. Major contributors to such depressive thoughts were loneliness (28/86, 33%), insecurity or uncertainty (10/86, 12%), powerlessness or hopelessness (9/86, 10%), concerns about academic performance (7/86, 8%), and overthinking (4/86, 5%).

**Suicidal Thoughts**

Out of 195 participants, 16 (8%) stated that the pandemic has led to some suicidal thoughts with 5% (10/16) reporting these thoughts as mild and 3% (6/16) as moderate. There were 6 participants (38%) that attributed their suicidal thoughts to the presence of depressive thoughts. Other reasons were related to academic performance (1/16, 6%), problems with family as they returned home (1/16, 6%), and fear from insecurity and uncertainty (1/16, 6%).

**Coping Mechanism During COVID-19**

To cope with stress and anxiety imposed by COVID-19, college students reported seeking support from others but were mainly using various self-management methods.

**Self-Management**

The majority of the participants (105/138, 76%) with increased stress due to the outbreak of COVID-19 explained that they were using various means to help themselves cope with stress and anxiety during the pandemic. Some (24/105, 23%) relied on negative coping methods such as ignoring the news about COVID-19 (10/105), sleeping longer (7/105), distracting themselves by doing other tasks (5/105), and drinking or smoking (2/105). Approximately one-third (30/105, 29%) used positive coping methods such as meditation and breathing exercises (18/105), spiritual measures (7/105), keeping routines (4/105), and positive reframing (2/105). A majority of the participants (73/105, 70%) who used self-management
mentioned doing relaxing hobbies including physical exercise (31/105), enjoying streaming services and social media (22/105), playing with pets (7/105), journaling (5/105), listening to music (4/105), reading (2/105), and drawing (2/105). Finally, some participants (15/105, 14%) stated that they were planning activities (eg, drafting to-do lists) for academic work and personal matters as a self-distraction method.

Seeking Support From Others
Approximately one-third of the participants (47/138, 34%) mentioned that communicating with their families and friends was a primary way to deal with stress and anxiety during COVID-19. Some explicitly stated that they were using a virtual meeting application such as Zoom frequently to connect to friends and family. Only 1 participant claimed to be receiving support from a professional therapist, and another participant was using Sanvello, a mobile mental health service app provided by the university.

Barriers to Seeking Professional Support During COVID-19
Despite the availability of tele-counseling and widespread promotion of such services by the university, a vast majority of participants who indicated an increase in stress and anxiety (128/138, 93%) claimed that they had not used school counseling services during the pandemic. Reasons for such low use included the condition not being perceived as severe enough to seek the services (4/128, 3%), not comfortable interacting with unfamiliar people (1/128, 0.8%), not comfortable talking about mental health issues over the phone (1/128, 0.8%), and lack of trust in the counseling services (1/128, 0.8%).

Discussion
Principal Findings
College students comprise a population that is considered particularly vulnerable to mental health concerns. The findings of this study bring into focus the effects of pandemic-related transitions on the mental health and well-being of this specific population. Our findings suggest a considerable negative impact of the COVID-19 pandemic on a variety of academic-, health-, and lifestyle-related outcomes. By conducting online survey interviews in the midst of the pandemic, we found that a majority of the participants were experiencing increased stress and anxiety due to COVID-19. In addition, results of the PSS showed moderate levels of stress among our participants. This is in line with a recent pre-COVID-19 survey conducted in the United Kingdom (mean PSS score 19.79, SD 6.37) [28]; however, the administration of PSS as interview questions (compared to allowing participants to read and respond to the 10 questions) might have introduced bias and resulted in underreporting.

Among the effects of the pandemic identified, the most prominent was worries about one’s own health and the health of loved ones, followed by difficulty concentrating. These findings are in line with recent studies in China that also found concerns relating to health of oneself and of family members being highly prevalent among the general population during the pandemic. Difficulty in concentrating, frequently expressed by our participants, has previously been shown to adversely affect students’ confidence in themselves [29], which has known correlations to increased stress and mental health [30]. In comparison with stress and anxiety in college students’ general life, it appears that countermeasures put in place against COVID-19, such as shelter-in-place orders and social distancing practices, may have underpinned significant changes in students’ lives. For example, a vast majority of the participants noted changes in social relationships, largely due to limited physical interactions with their families and friends. This is similar to recent findings of deteriorated mental health status among Chinese students [10] and increased internet search queries on negative thoughts in the United States [31]. The findings on the impact of the pandemic on sleeping and eating habits are also a cause for concern, as these variables have known correlations with depressive symptoms and anxiety [20].

Although a majority of participants expressed concerns regarding academic performance, interestingly, almost half of the participants reported lower stress levels related to academic pressure and class workload since the pandemic began. This may be due, in part, to decisions taken by professors and the university to ease the students’ sudden transition to distance learning. For instance, this university allowed students to choose a pass/fail option for each course instead of a regular letter grade. Additionally, actions taken by professors, such as reduced course loads, open book examinations, and other allowances on grading requirements, could also have contributed to alleviating or reducing stress. Although participants who returned to their parental home reported concerns about distractions and independence, students might have benefited from family support and reduced social responsibilities. Therefore, the increased stress due to the pandemic may have been offset, at least to some extent.

Alarming, 44% (86/195) of the participants reported experiencing an increased level of depressive thoughts, and 8% (16/195) reported having suicidal thoughts associated with the COVID-19 pandemic. Previous research [32] reported about 3%-7% of the college student population to have suicidal thoughts outside of the pandemic situation. Furthermore, with the exception of high-burnout categories, depression levels among students, reported in several recent studies [33-35], have varied between 29% and 38%, which may suggest an uptick in pandemic-related depressive symptoms among college students similar to recent studies in China [10,11]. Although our participants specifically mentioned several factors such as feelings of loneliness, powerlessness, as well as financial and academic uncertainties, other outcomes that were perceived to be impacted by the COVID-19 pandemic may also act as contributors to depressive thoughts and suicidal ideation. In particular, both difficulty concentrating and changes in sleeping habits are associated with depression [20,29,36].

Our study also identifies several coping mechanisms varying between adaptive and maladaptive behaviors. The maladaptive coping behaviors such as denial and disengagement have been shown to be significant predictors of depression among young adults [37]. In contrast, adaptive coping such as acceptance and proactive behaviors are known to positively impact mental health. Our findings suggest that the majority of our participants
exhibited maladaptive coping behaviors. Identifying students’ coping behavior is important to inform the planning and design of support systems. In this regard, participatory models of intervention development can be used, in which researchers’ and psychologists’ engagement with the target population to adapt interventional programs to their specific context has shown promise [37,38]. For instance, Nastasi et al [37] used a participatory model to develop culture-specific mental health services for high school students in Sri Lanka. Similar approaches can be adopted to engage college students as well to develop a mental health program that leverages their natural positive coping behaviors and addresses their specific challenges.

Participants described several barriers to seeking help, such as lack of trust in counseling services and low comfort levels in sharing mental health issues with others, which may be indicative of stigma. Perceiving social stigma as a barrier to seeking help and availing counseling services and other support is common among students [29]. One study showed that only a minor fraction of students who screened positive for a mental health problem actually sought help [39]. Although overcoming the stigma associated with mental health has been discussed at length, practical ways of mitigating this societal challenge remains a gap [40,41]. Our findings suggest that self-management is preferred by students and should be supported in future work. Digital technologies and telehealth applications have shown some promise to enable self-management of mental health issues [42]. For instance, Youn et al [43] successfully used social media networks as a means to reach out to college students and screen for depression by administering a standardized scale, the Patient Health Questionnaire-9. Digital web-based platforms have also been proposed to enhance awareness and communication with care providers to reduce stigma related to mental health among children in underserved communities [44]. For instance, one of the online modules suggested by the authors involves providing information on community-identified barriers to communicating with care providers. Technologies such as mobile apps and smart wearable sensors can also be leveraged to enable self-management and communication with caregivers.

In light of the aforementioned projections of continued COVID-19 cases at the time of this writing [45] and our findings, there is a need for immediate attention to and support for students and other vulnerable groups who have mental health issues [17]. As suggested by a recent study [46] based on the Italian experience of this pandemic, it is essential to assess the population’s stress levels and psychosocial adjustment to plan for necessary support mechanisms, especially during the recovery phase, as well as for similar events in the future. Although the COVID-19 pandemic seems to have resulted in a widespread forced adoption of telehealth services to deliver psychiatric and mental health support, more research is needed to investigate use beyond COVID-19 as well as to improve preparedness for rapid virtualization of psychiatric counseling or tele-psychiatry [47-49].

Limitations and Future Work

To our knowledge, this is the first effort in documenting the psychological impacts of the COVID-19 pandemic on a representative sample of college students in the United States via a virtual interview survey method in the middle of the pandemic. However, several limitations should be noted. First, the sample size for our interview survey was relatively small compared to typical survey-only studies; however, the survey interview approach affords the capture of elaboration and additional clarifying details, and therefore complements the survey-based approaches of prior studies focusing on student mental health during this pandemic [10,11,50]. Second, the sample used is from one large university, and findings may not generalize to all college students. However, given the nationwide similarities in universities transitioning to virtual classes and similar stay-at-home orders, we expect reasonable generalizability of these findings. Additionally, a majority of our participants were from engineering majors. Therefore, future work is needed to use a stratified nationwide sample across wider disciplines to verify and amend these findings. Third, although a vast majority of participants answered that they have not used the university counseling service during the pandemic, only a few of them provided reasons. Since finding specific reasons behind the low use is a key to increasing college students’ uptake of available counseling support, future research is warranted to unveil underlying factors that hinder college students’ access to mental health support. Finally, we did not analyze how student mental health problems differ by demographic characteristics (eg, age, gender, academic year, major) or other personal and social contexts (eg, income, religion, use of substances).

Future work could focus on more deeply probing the relationships between various coping mechanisms and stressors. Additionally, further study is needed to determine the effects of the pandemic on students’ mental health and well-being in its later phases beyond the peak period. As seen in the case of health care workers in the aftermath of the severe acute respiratory syndrome outbreak, there is a possibility that the effects of the pandemic on students may linger for a period beyond the peak of the COVID-19 pandemic itself [51].
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Abstract

**Background:** The COVID-19 pandemic has necessitated a rapid increase of space in highly infectious disease intensive care units (ICUs). At Houston Methodist Hospital (HMH), a virtual intensive care unit (vICU) was used amid the COVID-19 outbreak.

**Objective:** The aim of this paper was to detail the novel adaptations and rapid expansion of the vICU that were applied to achieve patient-centric solutions while protecting staff and patients’ families during the pandemic.

**Methods:** The planned vICU implementation was redirected to meet the emerging needs of conversion of COVID-19 ICUs, including alterations to staged rollout timing, virtual and in-person staffing, and scope of application. With the majority of the hospital critical care physician workforce redirected to rapidly expanded COVID-19 ICUs, the non–COVID-19 ICUs were managed by cardiovascular surgeons, cardiologists, neurosurgeons, and acute care surgeons. HMH expanded the vICU program to fill the newly depleted critical care expertise in the non–COVID-19 units to provide urgent, emergent, and code blue support to all ICUs.

**Results:** Virtual family visitation via the Consultant Bridge application, palliative care delivery, and specialist consultation for patients with COVID-19 exemplify the successful adaptation of the vICU implementation. Patients with COVID-19, who were isolated and separated from their families to prevent the spread of infection, were able to virtually see and hear their loved ones, which bolstered the mental and emotional status of those patients. Many families expressed gratitude for the ability to see and speak with their loved ones. The vICU also protected medical staff and specialists assigned to COVID-19 units, reducing exposure and conserving personal protective equipment.

**Conclusions:** Telecritical care has been established as an advantageous mechanism for the delivery of critical care expertise during the expedited rollout of the vICU at Houston Methodist Hospital. Overall responses from patients, families, and physicians are in favor of continued vICU care; however, further research is required to examine the impact of innovative applications of telecritical care in the treatment of critically ill patients.

(J Med Internet Res 2020;22(9):e20143) doi:10.2196/20143
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Introduction

The outbreak of the SARS-CoV-2 pandemic has been widely reported in news articles and journals [1]. Although the initial flow of patients with COVID-19 in Houston, Texas, began slowly compared to that in other large metropolises such as New York City, Houston Methodist Hospital (HMH) began to marshal all its resources to plan for the exponential growth of patients who tested positive for or were suspected of having COVID-19. HMH coordinated responses with other hospitals in the Texas Medical Center (TMC), the largest medical district in the world. As the number of COVID-19 cases increased across the region, the intensive care unit (ICU) beds dedicated to COVID-19 patients in HMH also increased (Figure 1). At the peak of the pandemic, HMH had dedicated 150 ICU beds to patients with COVID-19 (with potential for a two- to four-fold increase) and dedicated bedside critical care physicians to serve these patients.

Figure 1. Number of Houston area COVID-19 cases (dashed line) from March 13-April 21, 2020 compared to the numbers of Houston Methodist cases (solid lines). ICU: intensive care unit; Med/Surg: Medical/Surgical.

In this article, we review how HMH implemented its telecritical care program by focusing on the broader innovative application of this virtual technology to find patient-centric solutions while protecting staff and patient families during an extraordinary pandemic situation. The documented work has been identified as exempt by the institutional review board at HMH.

Background

Telecritical care has revolutionized the delivery of care by enabling remote monitoring and treatment of ICU patients. Since their first pilot implementation in 1997 [2], telecritical care platforms, initially known and trademarked as electronic intensive care units (eICUs), have extended access to resources (eg, critical care physicians, specialized consults, and nurses), provided a wide range of decision-support tools, and enabled monitoring and analysis of a large amount of physiological data [3]. Recent studies show large variability in the mortality impacts of telecritical care platforms; for instance, in a 2016 national effectiveness study by Kahn et al [4], the positive impacts on the length of stay, cost, and quality of care contributed to increased popularity and adoption rates of telecritical care (see also [5,6]). A 2017 survey of 722 hospitals worldwide (672 in the United States) showed that 35% had formal telecritical care programs [6].

The HMH vICU

Before the onset of the COVID-19 pandemic, HMH launched its innovative telecritical care program, branded as the Virtual Intensive Care Unit (vICU), to augment the critical care services being provided in its ICUs. The HMH vICU has three main components: the operations center, the patient room, and the audiovisual (AV) communication infrastructure linking the first two components (Figure 2). The operations center, located at HMH’s main campus at the TMC, provides a central command capability where medical doctors and registered nurses, referred to as Virtual MDs (vMDs) and Virtual RNs (vRNs), connect and monitor the status of patients using the AV equipment installed in the patients’ rooms. The AV communication infrastructure includes a single camera in the patient rooms with 360-degree pan, tilt, and zoom capability that enables the vMDs and vRNs to examine the patient; they can also focus on intravenous fluids, drip rates, monitors, and ventilator settings, and, of course, they can communicate with the patients, their visiting families, and the bedside providers.
**Figure 2.** The three main components of the virtual intensive care unit system. AV: audiovisual; EMR: electronic medical record; ICD: Implantable Cardioverter-Defibrillators.

Our operations center uses a US Food and Drug Administration–cleared software-based monitoring and analytics platform called Sickbay (Medical Informatics Corp). The physiological data from several bedside monitors and devices, including ventilators and hemodynamic monitors, and the static data from the electronic medical record (EMR) interface with this platform. Novel algorithms transform these big data into actionable information in the form of risk scores, which feed into clinical decision support systems. The operations center is also where virtual AV connections are established with the patients’ rooms. For emergent or urgent calls, the bedside teams can access the vICU by pressing a virtual alert button in each room to engage a vMD or vRN from the operations center. The vMDs and the vRNs can connect by camera within seconds to respond. In addition, the operations center can connect a consultant or an expert from any remote location through an application called Consultant Bridge. The operations center staff can send an SMS text message or email a link to the consultant to “bridge” them into the patient’s room. Consultant Bridge enables the vMD, the consultant, and the bedside team to have a three-way video call using the cameras and monitors already installed in the ICU patient rooms (Figure 3).

**Figure 3.** Virtual intensive care unit audio and video equipment installed in an intensive care unit room (left) and caller view (right). For the purposes of illustration, a member of the hospital staff played the role of the patient and one of the authors played the role of the caller.

Initially, the vICU staff, consisting of one vMD and two vRNs, provided nocturnal coverage for HMH’s 36-bed neurology ICU (Neuro-ICU). To ensure a smooth transition and to minimize any disruptions to existing processes, the implementation plan called for a stepwise rollout of vICU to the other three units: the medical ICU (MICU), cardiovascular ICU (CVICU), and cardiac ICU (CICU). The vICU process required that all the staff’s expectations be clearly defined and workflows integrated appropriately while nurturing a robust and productive relationship with the bedside teams. The vICU and the ICU teams initiated a collaborative effort to design the essential workflows almost four months before the actual launch of the vICU.

**Methods**

**ICU Expansions in Response to the COVID-19 Surge**

The expected surge of the COVID-19 pandemic necessitated a sudden change in the rollout plan for the vICU. To fully prepare for the surge, HMH forecasted the number of beds that might be needed during the peak of the outbreak. At the time, the vICU had already started providing coverage to the Neuro-ICU during the night shift. The 24-bed MICU was the next unit scheduled to go live with vICU coverage. Instead, on March 12, 2020, the MICU became the first dedicated COVID-19 ICU at HMH. The novelty of SARS-CoV-2, combined with the complexity of treating COVID-19 patients, forced HMH to redirect all its critical care intensivists to the COVID-19 units, providing 24-hour bedside coverage.
Staffing Changes in Response to the COVID-19 Surge

By March 26, 2020, the first COVID-19 ICU had almost reached capacity; this required the establishment of a second dedicated COVID-19 ICU, which was created by converting the 36-bed Neuro-ICU. By April 8, 2020, the Neuro-ICU had also reached full capacity, and a third COVID-19 ICU was set up by converting a 19-bed step down unit. For all the COVID-19 ICUs, the staffing ratio of intensivists to patients was 1:8 to 1:12 during the day and 1:12 to 1:18 during the night. Because the hospital had redirected the entire critical care physician workforce to the COVID-19 ICUs, the non–COVID-19 ICUs were managed by cardiovascular surgeons, cardiologists, neurosurgeons, and acute care surgeons.

To fill out the newly depleted critical care expertise in the non–COVID-19 ICUs, HMH expanded the night vICU program to provide urgent, emergent, and code blue support for all ICUs, including the COVID-19 ICUs. The bedside teams in the non–COVID-19 ICUs included advanced practice providers (APPs) who reached out to the vMDs for critical care support and admitted medicine overflow patients with the vMDs at night. HMH’s next step in the surge planning was to open the vICU in the daytime, providing critical care support from vMDs and vRNs during the day for the non–COVID-19 ICUs.

In the first week of April 2020, HMH began surveillance testing of its medical staff, and many frontline employees tested positive for COVID-19. All the COVID-19–positive workers, although asymptomatic, were removed from their clinical duties in the ICUs, and the resulting staff shortages expedited the integration of the vICU with the rest of the ICUs. Before the staff shortages, the vICU staff were only providing support for emergent, urgent, and code blue situations. However, the expanded vICU staff began to cover admissions and triage during the night for more comprehensive integration.

Results

ICU Expansions in Response to the COVID-19 Surge

It is well documented that family engagement has an enormous positive impact on ICU patients by decreasing anxiety, confusion, agitation, and delirium [7-9]. Evidence suggests that separating families from the patients can adversely impact the patient’s feelings of security and of ultimate outcome [10].

During the COVID-19 pandemic, nearly all hospitals disallowed visitors for adult inpatients, including all COVID-19 and non–COVID-19 ICU patients. While video chat technology (eg, FaceTime and Skype) is commonly available among patients and their families, in an ICU setting with a highly infectious, critically ill cohort of patients who may be sedated and frequently intubated, the use of this common technology was not feasible because it would require staff to bring in and position the equipment (eg, smartphone or tablet) while using personal protective equipment (PPE).

However, the vICU infrastructure provided a readily available and much more accessible means of connecting the patients with COVID-19 with their families. HMH began to offer this technology to the families for emotional support and improved patient care. Two vRNs (in the operation center) were tasked with reaching out to the bedside teams and collaborating with the bedside nurses, physicians, and unit managers to gain access to the patients’ families. Family members received links on their smartphones that instantly connected them with their loved one’s ICU room using the Consultant Bridge feature. The vICU patients logged approximately 20 to 40 calls per day using the Consultant Bridge during this period. Because restrictions on visitors also applied to non–COVID-19 patients and their families, the Consultant Bridge was used for all ICU patients. The results of a short postcall quality assessment survey showed overwhelming satisfaction with the access to the patient using vICU technology.

Palliative Care for ICU Patients

In standard palliative care situations, family members are involved in the decision-making process at the bedside. However, in a pandemic situation, when the family members cannot be near their terminally ill loved ones, vICU technology may provide a vehicle to perform the critical steps with the full participation of the palliative care team and the family members. Similar to regular visitations, we used the Consultant Bridge feature of vICU to enable palliative care.

Staffing Changes in Response to the COVID-19 Surge

The demands of the COVID-19 pandemic resulted in the establishment of a tiered staffing model, with vICU providing essential support to all the ICUs. This model bears a strong resemblance to the tiered staffing model described by the Society of Critical Care Medicine for surge planning [11]. Prior to the COVID-19 pandemic, HMH had commenced its vICU program, providing nocturnal coverage for the Neuro-ICU combined with full workflow implementation. During this period, HMH used four in-house intensivists and the following staffing ratios: 2:1 for ICU RNs; 1 APP for 24 beds; 1 resident on call in the night; and 1 critical care bedside physician per unit (4 in total) (Figure 4).
Figure 4. Houston Methodist Hospital tiered staffing model for critical care services supported by the virtual intensive care unit prior to the COVID-19 pandemic. APP: advanced practice provider; CCMD: critical care intensivist; CICU: cardiac intensive care unit; CVICU: cardiovascular intensive care unit; ICU: intensive care unit; MICU: medical intensive care unit; NS: neurosurgery; RN: registered nurse; vICU: virtual intensive care unit.

There are many consultants whose presence at the bedside is not absolutely necessary during this pandemic despite their useful contributions to patient care plans. For these cases, vICU was able to bridge these consultants and their expertise to patient rooms without exposing the consultants to a highly infectious disease or requiring the expenditure of scarce PPE. The superior quality of the real-time video feed coupled with advanced zoom capability greatly enhanced the quality of these remote consults. For example, when a patient who tested positive for COVID-19 developed a maculopapular rash, the bedside team was able to perform a skin biopsy with the guidance of a dermatologist connected through the Consultant Bridge. The high quality of video transmission enabled the dermatologist to clearly see the skin lesion and direct the procedure.

To adapt to the needs of patients with COVID-19, HMH expanded its vICU coverage from one unit to all units. HMH assigned all the intensivists to serve patients with COVID-19, with one support intensivist covering both COVID-19 ICUs at night. For the non–COVID-19 ICUs, coverage was provided by non–critical care attending physicians, mostly specialty surgeons, supported by vMDs and vRNs (Figure 5).

Figure 5. Houston Methodist Hospital tiered staffing model for critical care services supported by a virtual intensive care unit during the COVID-19 pandemic. APP: advanced practice provider; CCMD: critical care intensivist; CICU: cardiac intensive care unit; ECMO: extracorporeal membrane oxygenation; ICU: intensive care unit; MD: medical doctor; Med: Medical; MICU: medical intensive care unit; NICU: neurology intensive care unit; RN: registered nurse; vICU: virtual intensive care unit.
Discussion

Principal Findings

The experiences of HMH clinicians show that telecritical care platforms can be an essential part of the critical care services toolkit. While the benefits of having bedside intensivists have long been well known, telecritical care experts can support and augment the work of bedside teams treating critically ill patients, thereby expanding the scope and boundaries of traditional ICUs. Under normal conditions, telecritical care services may help reduce staff burnout in ICUs, lower ICU mortality rates, reduce length of stay in the hospital or ICU, and promote greater adherence to best practices.

During the COVID-19 pandemic, the challenges of treating patients with a highly infectious disease brought several novel applications of HMH’s vICU into sharp relief with positive patient outcomes. While HMH’s response to the COVID-19 pandemic quickly paved the way for the full integration of the vICU with all its ICUs, more work is needed to improve preparedness for and resilience in future pandemics. In particular, frequent drills [12] and simulation training [13] have shown promise in preparing ICU staff for rare but high-consequence pandemic events. These efforts can focus on identifying necessary adjustments to staffing, layout, processes, and new use cases for vICU technology. Participatory ergonomics methods and models such as technology acceptance have shown promise in eliciting ICU staff acceptance and intention to use these technological innovations [14].

One of the most important serendipitous benefits came from connecting patients to their family members through the use of the vICU platform via the Consultant Bridge application. Patients with COVID-19, who were isolated and separated from their families due to their highly infectious disease, were able to virtually see and hear their loved ones, bolstering the mental and emotional status of those patients. Many families expressed gratitude for this ability to see and speak with their loved ones. We observed tremendous potential in the use of this technology, and we believe that even non-ICU units may benefit from some form of telepresence technology to facilitate family engagement. While the Health Insurance Portability and Accountability Act (HIPAA) and consent regulations have been relaxed in light of the current pandemic, our vICU platform, including the Consultant Bridge, has been tailored to be HIPAA-compliant. In addition, the bedside staff ensure that the patient is “camera-ready” before any camera in the room is allowed to go live. Despite challenges related to privacy and security, a recent attitude shift toward viewing family members as partners in shared decision-making [15] has set the stage for a potential “open” vICU.

One of the significant contributors to burnout among HMH ICU providers is the anxiety associated with PPE shortages and exposure [16]. The use of the vICU provided a unique level of protection to the medical staff assigned to COVID-19 units. The ICU staff were given local access to patient rooms by vICU-enabled laptops that allowed the bedside physicians and nurses to connect to the patient’s room by camera without having to don and doff protective gear each time when checking on a patient. Such remote access reduced the usage of PPEs, which were already in short supply. The vICU’s Consultant Bridge also allowed specialty consultants, including extracorporeal membrane oxygenation specialists, cardiologists, and endocrinologists, to examine patients with COVID-19 virtually.

Installation

A financial cost-benefit analysis of the vICU installation is beyond the scope of this paper. However, it should be noted that physical installation of the cameras, the alert buttons, and the rest of the communication infrastructure requires careful planning, including moving current patients while the rooms are being retrofitted with the equipment. Proper planning and advanced notification of the clinical teams are essential to remove any risk of disruption to patient care during the installation process.

Scalability

With the ongoing resurgence of COVID-19 cases, HMH has been able to scale its ICU bed capacity by leveraging its vICU resources. The hospital converted previously mothballed ICU beds or intermediate care units into functioning ICU COVID-19–specific units by rolling out a mobile vICU “cart” that contains the camera and other communication hardware. These carts can be moved into any room or near any bed, providing instantaneous vICU connectivity to the vICU operation center and staff. While they are not a perfect substitute for a fully fitted vICU patient room, these mobile vICU carts provide great flexibility in deploying the vICU resources to newly converted ICU units or emergency rooms where critically ill patients may be waiting for an ICU bed.

More importantly, the structure of the vICU platform enables a high degree of scalability, as each vMD can provide coverage for up to 200 ICU patients. The patient-to-vMD ratio may vary among hospitals and health care systems. Finally, the vICU platform also enables our hospital system to use critical care MDs or APPs who may be high-risk individuals or may have tested positive for COVID-19 without requiring them to enter an ICU or even a hospital.

Effectiveness of Reducing Infection Rate

The effectiveness of a vICU program must be measured in a broader strategic framework that can quantify how the vICU platform has expanded the availability of ICU beds and leveraged the staffing of critical care experts. At HMH, the vICU has allowed the hospital to significantly expand its number of beds without compromising the quality of patient care.

While we did not include empirical data regarding infection control in this study, the inherent structure of delivering critical care remotely protects the vICU providers as well as the consultants and family members, who do not come in contact with the patient with an infectious disease.

Limitations

During the surge period, all the critical care physicians were conscripted to work in the COVID-19 ICUs, leaving the non–COVID-19 patients to be managed by non–critical care physicians and surgeons with support and oversight by critical
care specialists in the vICU. While this adaptive behavior was a good indicator of resilience, the development of protocols informed by simulated and proactive efforts may provide more explicit guidelines for future staffing adjustments. In addition, while the tiered staffing model documented here shows promise for future pandemic surge planning, more work is warranted to improve this model and to develop generalizable guidelines for optimal and flexible allocation of resources during a pandemic.

Conclusions
Telecritical care has been established as an advantageous mechanism for the delivery of critical care expertise. The current COVID-19 pandemic has brought multiple new useful applications to light that could be transformative in how telecritical care is perceived and deployed in the future, especially during highly infectious disease outbreaks. However, further research is required to examine the impact of innovative applications of telecritical care in the treatment of critically ill patients.
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Abstract

Background: The COVID-19 pandemic has recently spread dramatically worldwide, raising considerable concerns and resulting in detrimental effects on the psychological health of people who are vulnerable to the disease. Therefore, assessment of depression in members of the general public and their psychological and behavioral responses is essential for the maintenance of health.

Objective: This study aimed to assess the prevalence of depression and the associated factors among the general public during the early stages of the COVID-19 pandemic in China.

Methods: A cross-sectional survey with convenience sampling was conducted from February 11 to 16, 2020, in the early stages of the COVID-19 outbreak in China. A self-administered smartphone questionnaire based on the Patient Health Questionnaire-9 (PHQ-9) and psychological and behavioral responses was distributed to the general public. Hierarchical multiple regression analysis and multivariate logistic regression analysis were conducted to explore the associated factors of depression.

Results: The prevalence of depression (PHQ-9 score ≥10) among the general public during the COVID-19 pandemic was 182/1342 (13.6%). Regression analysis indicated that feeling stressed, feeling helpless, persistently being worried even with support, never feeling clean after disinfecting, scrubbing hands and items repeatedly, hoarding food, medicine, or daily supplies, and being distracted from work or study were positively associated with depression, while social support and being calm were negatively associated with depression.

Conclusions: The general public suffered from high levels of depression during the early stages of the COVID-19 pandemic. Thus, COVID-19–related mood management and social support should be provided to attenuate depression in the general public.

(J Med Internet Res 2020;22(9):e22227) doi:10.2196/22227
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Introduction

COVID-19 is a highly infectious disease that was identified at the end of 2019 and has been listed as Public Health Emergency of International Concern by the World Health Organization [1,2]. COVID-19 rapidly spread to 31 provinces, municipalities, and autonomous regions in China and then spread worldwide, developing into a serious global pandemic and resulting in harm to public health, the global economy, and social development. As of 4 PM CST, July 2, 2020, 10,726,907 confirmed cases and 514,458 deaths have been reported from 26 countries around the world: 85,264 confirmed cases and 4648 deaths have been reported in China [3,4].

The unexpected outbreak of COVID-19 resulted in adverse impacts on the general public, restricting normal activities and disrupting festive plans. A series of immediate emergency responses were initiated by Chinese government to prevent the spread of COVID-19. The responses included sealing off cities and provinces, restrictions on travel, control of civilian air traffic, self-quarantine, delaying the resumption of work and school, and setting up targeted hospitals to receive and treat patients. The rapid spread of COVID-19 and uncertainty related to the disease have created a great deal of stress and difficult predicaments for the public; this has resulted in the emergence of mental disorders, such as depression and anxiety [5].

Scarcities of medicine and personal protective equipment (eg, antibiotics, masks, alcohol sanitizer) and basic food supplies (eg, cereals and vegetables) during the earliest weeks of the pandemic seriously affected the mental health of the public [6,7]. Recent studies revealed that extensive exposure to COVID-19 pandemic stress can render the public vulnerable to depression [8].

Additionally, it has been observed that during pandemics, people can share negative emotions, including disappointment, anger, stress, fear, and anxiety, in social life; this is also known as emotional contagion [28].

According to the cognitive-behavioral model of health anxiety, people who experience excessively high health anxiety are likely to become highly anxious during a pandemic and engage in maladaptive behaviors, such as excessive hand washing [9,18]. Studies of the concept of the behavioral immune system indicate that people can respond to pandemics excessively (ie, to medically unnecessary levels) and may avoid infection-related contaminants [9,29]. The information-motivation-behavior skill model and the modified behavioral framework mentioned in recent studies indicate that motivation, behavior skills and positive perception of risk have direct effects on health behaviors [30,31]. Conversely, to maintain health and avoid infection, the general public may also behave irrationally (eg, superstitious behaviors, overdose of vitamins, and use of herbal supplements or even folk remedies) when people are excessively worried or anxious during pandemics [32,33]. In a recent study, according to the conceptual model of Stimulus-Organism-Response, governance such as lockdown measures taken to cut off channels of infection decreased psychological distance, leading to a buffer effect on perceived risks and anxiety [34]. Adversity in pandemics, such as economic depression and shortage of supplements, can lead to antisocial behaviors such as violence, rioting, looting, and even civil unrest and mass panic [35]. Scientific prediction and appropriate guidance of public behaviors have important implications for people’s mental health [36,37].

Social support, which is perceived as care or help from others, has a protective effect on depression by regulating stress, as presented in previous studies [38,39], and it is closely associated with the generation, control, and prevention of mental disorders. Adequate social support and appropriate sources of support are beneficial to the public health because they can release stress, maintain individuals’ emotional responses, and prevent mental symptoms [40].

The COVID-19 pandemic has resulted in adverse effects on public mental health, which has recently raised considerable concerns [41,42]. Studies have been conducted to assess and prevent psychological health crises during the outbreak of COVID-19 [43]. As a result of the pandemic, the public has reported discomforts such as heavy mental health burdens, poor sleep quality, and psychological distress [44-48]. Therefore, in our study, we aimed to appraise depression and explore its associated factors, including psychological responses, behavioral responses, and social support, among the general public during the early stages of the COVID-19 pandemic. Our findings can be used to provide evidence-based advice on early psychological and behavioral interventions to reduce depression in the general public.
Methods

Participants, Procedure, and Ethics Statement
A cross-sectional survey with convenience sampling was conducted in mainland China from February 11 to 16, 2020. A web link and quick response code were distributed via WeChat, a widely used social network platform in China, to collect self-administered questionnaires with support from the Environmental Health Institute at China Medical University. Participants anonymously completed a questionnaire in 15 to 20 minutes comprising questions based on the Patient Health Questionnaire-9 (PHQ-9) and concerning psychological and behavioral responses to the COVID-19 pandemic. Participants included in this study met the following inclusion criteria: aged ≥18 years; able to read and write Chinese; able to use WeChat to complete the questionnaire independently; willing to participate and provide signed web-based informed consent. Any participant meeting one or more of the following criteria was excluded: receiving treatment for any psychological illness; having significant visual impairment; having a history of drug dependence; having been diagnosed with a disease that would prevent them from completing the questionnaire independently.

This survey recruited a total of 1675 adults from the general public in 3 municipalities and 22 provinces or autonomous regions in China. Each participant was well informed of the aims, funding, and contents of the questionnaire and the commitment to the privacy of the participants. Questionnaires that were answered completely and logically were regarded as valid. A total of 1342/1675 participants provided valid answers to the questionnaire, resulting in a valid response rate of 80.12%. This study conformed to ethical standards and was conducted in accordance with the Helsinki Declaration as revised in 1989. The Ethics Committee of China Medical University approved the protocols of this study.

Demographic Characteristics of the Participants
The demographic characteristics of the participants that were collected included gender (male, female), age (≤35 years, >35 years), marital status (married, other), occupation, education, and monthly income. Age was categorized according to proportionality, population distribution, and previous studies on the relationship between age and use of WeChat [49,50]. Occupation was categorized as government worker/civil servant/village committee worker/enterprise employee, health care worker, student, teacher/lawyer/journalist, and other. Education was categorized as below junior college, junior college, and bachelor’s degree and above. Monthly income (RMB) was classified as ≤¥5000 (≤US $725.19), ¥5001 to ¥10,000 (US $725.34 to $1,450.39), and >¥10,000 (>US $1,450.39).

Measurement of Depression
Depression was assessed using the 9-item PHQ-9, which is one of the most widely used tools to assess depression [51]. Each item asked about the situation in the past two weeks using a 4-point Likert-type scale with choices of “not at all,” “a few days,” “more than half of the two weeks,” and “nearly every day,” giving a total score between 0 and 21. A score above 10 is regarded to be indicative of depression [52-55]. The Cronbach α coefficient of the PHQ-9 in this study was .91.

Measurement of Psychological Responses
Psychological responses were measured by self-developed questions. Psychological responses included “feeling stressed,” “feeling helpless,” “persistently being worried even with support,” “being calm,” and “being optimistic.” Answers were grouped into three categories of “disagree,” “not sure,” and “agree” to assess the participants’ psychological responses during the past two weeks.

Measurement of Behavioral Responses
Behavioral responses were measured by self-developed questions. Options for reflecting behavioral responses for this study included “never feeling clean after disinfecting; scrubbing hands and items repeatedly” (answers were “no,” “sometimes,” and “always”), “hoarding food, medicine, or daily supplies,” “social avoidance to avoid infection,” and “being distracted from work or study.” Answers were grouped into 3 categories of “disagree,” “not sure,” and “agree” to evaluate the participants’ behavioral responses during the past two weeks.

Measurement of Social Support
Social support was assessed by a “yes or no” question that asked whether people had received social support in the past two weeks.

Statistical Analyses
All analyses were performed using SPSS version 23.0 for Windows (IBM Corporation). A two-tailed probability value <.05 was considered statistically significant. We used t tests and one-way analysis of variance to compare differences in depression among categorical variables. Hierarchical multiple regression (HMR) analysis was conducted to test incremental variance using the following independent variables: Step 1: demographic characteristics of the general public; Step 2: psychological responses to the COVID-19 pandemic; Step 3: behavioral responses to the COVID-19 pandemic; and Step 4: social support. The depression scores were continuous in HMR and used as the dependent variables. Standardized parameter estimates (standardized β) were used to compare the magnitude of associations of the independent variables. The depression scores in the multivariate logistic regression analysis were binary (depression or no depression) with a cutoff score of 10. Multivariate logistic regression analysis was performed to explore risk factors associated with depression using odds ratios (ORs). Among all categorically independent variables, items for which more than 95% of individuals had the same response were not included in the data analysis. A two-tailed P value <.05 was considered to be statistically significant.

Results

Demographic Characteristics and Depression Distribution of the Participants
A total of 1342 subjects participated in this study, giving a valid response rate of 1342/1675 (80.12%). The distribution of the demographic characteristics of the participants, prevalence of
depression, and univariate analysis of depression are listed in Table 1. The prevalence of depression among the general public was 182/1342 (13.60%).

The 1342 participants included 500 men (37.26%) and 842 women (62.74%). Approximately one-third of the participants (467/1342, 35.77%) had a bachelor’s degree or higher degree. Depression scores for the participants who were aged <35 years were significantly higher than those of the other participants ($P=.001$). Participants who were married tended to have lower depression scores than participants who were not ($P<.001$). Government workers, civil servants, village committee workers, enterprise employees, and health care workers had lower depression scores than those engaging in other occupations ($P<.001$).
Table 1. Characteristics of the general public and distribution of depression in China during the early stages of the COVID-19 pandemic (N=1342).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Depression, n (%)</th>
<th>No depression, n (%)</th>
<th>Depression score, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Male</td>
<td>500 (37.26)</td>
<td>66 (13.20)</td>
<td>434 (86.80)</td>
<td>4.04 (5.68)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>842 (62.74)</td>
<td>116 (13.78)</td>
<td>726 (86.22)</td>
<td>4.35 (5.13)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>≤35</td>
<td>597 (44.49)</td>
<td>98 (16.42)</td>
<td>499 (83.58)</td>
<td>4.80 (5.57)(^a)</td>
<td></td>
</tr>
<tr>
<td>&gt;35</td>
<td>745 (55.51)</td>
<td>84 (11.28)</td>
<td>661 (88.72)</td>
<td>3.78 (5.11)</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married</td>
<td>898 (66.92)</td>
<td>107 (11.92)</td>
<td>791 (88.08)</td>
<td>3.85 (5.07)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>444 (33.09)</td>
<td>75 (16.89)</td>
<td>369 (83.11)</td>
<td>5.03 (5.77)(^a)</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Government worker, civil servant,</td>
<td>377 (28.09)</td>
<td>34 (9.02)</td>
<td>343 (90.98)</td>
<td>3.56 (4.99)</td>
<td></td>
</tr>
<tr>
<td>village committee worker, or enter-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>prise employee</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care worker</td>
<td>279 (20.79)</td>
<td>30 (10.75)</td>
<td>249 (89.25)</td>
<td>3.59 (4.71)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>203 (15.13)</td>
<td>37 (18.23)</td>
<td>166 (81.77)</td>
<td>5.00 (5.29)(^a)</td>
<td></td>
</tr>
<tr>
<td>Teacher, lawyer, or journalist</td>
<td>244 (18.18)</td>
<td>37 (15.16)</td>
<td>207 (84.84)</td>
<td>4.48 (5.36)(^b)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>239 (17.81)</td>
<td>44 (18.41)</td>
<td>195 (81.59)</td>
<td>5.19 (6.30)(^a)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Below junior college</td>
<td>166 (12.37)</td>
<td>165 (15.15)</td>
<td>141 (84.85)</td>
<td>4.41 (5.74)</td>
<td></td>
</tr>
<tr>
<td>Junior college</td>
<td>709 (52.83)</td>
<td>107 (15.09)</td>
<td>602 (84.91)</td>
<td>4.49 (5.67)(^b)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree and above</td>
<td>467 (34.80)</td>
<td>50 (10.71)</td>
<td>417 (89.29)</td>
<td>3.80 (4.62)</td>
<td></td>
</tr>
<tr>
<td>Monthly income (¥)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>≤5000</td>
<td>445 (33.16)</td>
<td>77 (17.30)</td>
<td>368 (82.70)</td>
<td>3.72 (4.98)</td>
<td></td>
</tr>
<tr>
<td>5001-10,000</td>
<td>535 (39.87)</td>
<td>53 (9.91)</td>
<td>482 (90.09)</td>
<td>3.21 (4.17)</td>
<td></td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>362 (26.97)</td>
<td>52 (14.36)</td>
<td>310 (85.64)</td>
<td>3.54 (4.44)</td>
<td></td>
</tr>
<tr>
<td>Psychological Responses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling stressed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disagree</td>
<td>370 (27.57)</td>
<td>16 (4.32)</td>
<td>354 (95.68)</td>
<td>1.72 (3.48)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>634 (47.24)</td>
<td>63 (9.94)</td>
<td>571 (90.06)</td>
<td>3.85 (4.48)(^a)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>338 (25.19)</td>
<td>103 (30.47)</td>
<td>235 (69.53)</td>
<td>7.74 (6.60)(^a)</td>
<td></td>
</tr>
<tr>
<td>Feeling helpless</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disagree</td>
<td>554 (41.28)</td>
<td>103 (18.59)</td>
<td>451 (81.41)</td>
<td>2.44 (4.18)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>443 (33.01)</td>
<td>49 (11.06)</td>
<td>394 (88.94)</td>
<td>4.09 (4.61)(^a)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>345 (25.71)</td>
<td>30 (8.70)</td>
<td>315 (91.30)</td>
<td>7.32 (6.41)(^a)</td>
<td></td>
</tr>
<tr>
<td>Persistently being worried even with support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disagree</td>
<td>648 (48.29)</td>
<td>24 (3.70)</td>
<td>624 (96.30)</td>
<td>2.05 (3.46)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>313 (23.32)</td>
<td>37 (11.82)</td>
<td>276 (88.18)</td>
<td>4.30 (4.67)(^a)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>381 (28.39)</td>
<td>121 (31.76)</td>
<td>260 (68.24)</td>
<td>7.91 (6.39)(^a)</td>
<td></td>
</tr>
</tbody>
</table>
The distribution of depression scores according to psychological and behavioral responses to the COVID-19 pandemic are shown in Table 1. The participants who disagreed that they felt stressed or helpless tended to have lower depression scores than those who agreed or were not sure \((P<.001)\). Depression scores were lower among participants who were persistently worried even with support \((P<.001)\). The depression scores for the individuals who agreed that they were calm or optimistic about the COVID-19 pandemic were significantly lower \((P<.001)\). The participants who never felt clean after disinfecting and who scrubbed their hands and items repeatedly had significantly higher depression scores \((P<.001)\). Participants who agreed that they hoarded food, medicine, or daily supplies tended to have significantly higher depression scores \((P<.001)\). Scores were higher for the participants who agreed that they were distracted from work or study \((P<.001)\). The results also showed that participants who reported that they did not receive any support from others when they had difficulties during the COVID-19 pandemic had a significantly higher score of depression than those who received social support \((P<.001)\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Depression, n (%)</th>
<th>No depression, n (%)</th>
<th>Depression score, mean (SD)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Being calm</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agree</td>
<td>521 (38.82)</td>
<td>33 (6.33)</td>
<td>488 (93.67)</td>
<td>2.74 (4.44)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>548 (40.83)</td>
<td>73 (13.32)</td>
<td>475 (86.68)</td>
<td>4.36 (4.94)</td>
<td>( a )</td>
</tr>
<tr>
<td>Disagree</td>
<td>273 (20.35)</td>
<td>76 (27.84)</td>
<td>197 (72.16)</td>
<td>6.86 (6.53)</td>
<td>( a )</td>
</tr>
<tr>
<td><strong>Being optimistic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agree</td>
<td>410 (30.55)</td>
<td>39 (9.51)</td>
<td>371 (90.49)</td>
<td>3.32 (5.10)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>425 (31.67)</td>
<td>42 (9.88)</td>
<td>383 (90.12)</td>
<td>3.63 (4.50)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>507 (37.78)</td>
<td>101 (19.92)</td>
<td>406 (80.08)</td>
<td>5.50 (5.99)</td>
<td>( a )</td>
</tr>
<tr>
<td><strong>Behavioral responses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never feeling clean after disinfecting; scrubbing hands and items repeatedly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( a )</td>
</tr>
<tr>
<td>No</td>
<td>543 (40.46)</td>
<td>35 (6.45)</td>
<td>508 (93.55)</td>
<td>2.73 (4.41)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>402 (29.96)</td>
<td>60 (14.93)</td>
<td>342 (85.07)</td>
<td>4.83 (4.96)</td>
<td>( a )</td>
</tr>
<tr>
<td>Always</td>
<td>397 (29.58)</td>
<td>87 (21.91)</td>
<td>310 (78.09)</td>
<td>5.71 (6.28)</td>
<td>( a )</td>
</tr>
<tr>
<td><strong>Hoarding food, medicine, or daily supplies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disagree</td>
<td>595 (44.34)</td>
<td>55 (9.24)</td>
<td>540 (90.76)</td>
<td>3.07 (4.60)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>492 (36.66)</td>
<td>57 (11.59)</td>
<td>435 (88.41)</td>
<td>4.27 (4.66)</td>
<td>( a )</td>
</tr>
<tr>
<td>Agree</td>
<td>255 (19.00)</td>
<td>70 (27.45)</td>
<td>185 (72.55)</td>
<td>6.89 (7.00)</td>
<td>( a )</td>
</tr>
<tr>
<td><strong>Social avoidance to avoid infection</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.053</td>
</tr>
<tr>
<td>Disagree</td>
<td>275 (20.49)</td>
<td>36 (13.09)</td>
<td>239 (86.91)</td>
<td>3.89 (5.24)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>547 (40.76)</td>
<td>63 (11.52)</td>
<td>484 (88.48)</td>
<td>3.99 (4.76)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>520 (38.75)</td>
<td>83 (15.96)</td>
<td>437 (84.04)</td>
<td>4.68 (5.93)</td>
<td></td>
</tr>
<tr>
<td><strong>Being distracted from work or study</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disagree</td>
<td>443 (33.01)</td>
<td>3 (0.68)</td>
<td>440 (99.32)</td>
<td>1.23 (2.33)</td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>379 (28.24)</td>
<td>32 (8.44)</td>
<td>347 (91.56)</td>
<td>3.27 (3.90)</td>
<td>( a )</td>
</tr>
<tr>
<td>Agree</td>
<td>520 (38.75)</td>
<td>147 (28.27)</td>
<td>373 (71.73)</td>
<td>7.51 (6.24)</td>
<td>( a )</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1198 (89.27)</td>
<td>146 (12.19)</td>
<td>1052 (87.81)</td>
<td>4.00 (5.08)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>144 (10.73)</td>
<td>36 (25.00)</td>
<td>108 (75.00)</td>
<td>6.21 (6.89)</td>
<td>( a )</td>
</tr>
</tbody>
</table>

\( a \) Significant at the 0.01 level (two-tailed).

\( b \) Significant at the 0.05 level (two-tailed).

\( c \) 1 ¥ = US $0.15.
Risk Factors of Depression

Table 2 shows the final results of the HMR models of depression among the general public. A total of 42.1% of the variance was explained by the final model. The $R^2$ changes indicated that the incremental variances explained by each block of variables were 3.1%, 28.6%, 10.1%, and 0.3% for demographic characteristics, psychological responses, behavioral responses, and social support, respectively. In the final model of the HMR and the forest plot (Figure 1), the risk factors of depression included feeling stressed; feeling helpless; persistently being worried, even with support; never feeling clean after disinfecting, and scrubbing hands and items repeatedly; hoarding food, medicine, or daily supplies; and being distracted from work or study (all $P<.01$). However, being calm and social support were negatively associated with depression.
### Table 2: Hierarchical linear regression analysis of depression among the general population in China during the early stages of the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\beta$</th>
<th>Standardized $\beta$</th>
<th>95% CI</th>
<th>$P$ value</th>
<th>Adjusted $R^2$</th>
<th>$\Delta R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male vs female)</td>
<td>-0.429</td>
<td>-0.039</td>
<td>-0.926 to 0.068</td>
<td>.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (&gt;35 years vs ≤35 years)</td>
<td>-0.082</td>
<td>-0.008</td>
<td>-0.675 to 0.511</td>
<td>.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status (married vs other)</td>
<td>-0.669</td>
<td>-0.059</td>
<td></td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care worker</td>
<td>0.407</td>
<td>0.031</td>
<td>-0.259 to 1.073</td>
<td>.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>0.277</td>
<td>0.019</td>
<td>-0.599 to 1.154</td>
<td>.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher, lawyer, or journalist</td>
<td>0.745</td>
<td>0.054</td>
<td>0.066 to 1.425</td>
<td>.03a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.502</td>
<td>0.036</td>
<td>-0.188 to 1.192</td>
<td>.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below junior college vs bachelor’s degree and above</td>
<td>0.437</td>
<td>0.027</td>
<td>-0.299 to 1.174</td>
<td>.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior college vs bachelor’s degree and above</td>
<td>0.433</td>
<td>0.040</td>
<td>-0.053 to 0.919</td>
<td>.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monthly income (¥)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5000 vs &gt;10,000</td>
<td>0.382</td>
<td>0.034</td>
<td>-0.226 to 0.991</td>
<td>.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5001-10,000 vs &gt;10,000</td>
<td>-0.231</td>
<td>-0.021</td>
<td>-0.791 to 0.330</td>
<td>.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Psychological responses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.306</td>
<td>0.286</td>
</tr>
<tr>
<td>Feeling stressed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>-0.161</td>
<td>-0.015</td>
<td>-0.805 to 0.482</td>
<td>.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>1.631</td>
<td>0.133</td>
<td>0.813 to 2.448</td>
<td>&lt;.001c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling helpless</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.665</td>
<td>0.059</td>
<td>0.097 to 1.234</td>
<td>.02a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>1.717</td>
<td>0.141</td>
<td>1.076 to 2.358</td>
<td>&lt;.001c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persistently being worried even with support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.822</td>
<td>0.065</td>
<td>0.156 to 1.488</td>
<td>.016a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>2.016</td>
<td>0.170</td>
<td>1.299 to 2.733</td>
<td>&lt;.001c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being calm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>-1.365</td>
<td>-0.125</td>
<td>-2.081 to -0.649</td>
<td>&lt;.001c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>-0.477</td>
<td>-0.044</td>
<td>-1.115 to 0.160</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being optimistic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>0.318</td>
<td>0.027</td>
<td>-0.296 to 0.933</td>
<td>.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>-0.407</td>
<td>-0.035</td>
<td>-0.968 to 0.153</td>
<td>.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral responses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.404</td>
<td>0.101</td>
</tr>
<tr>
<td>Never feeling clean after disinfecting; scrubbing hands and items repeatedly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes vs no</td>
<td>0.175</td>
<td>0.015</td>
<td>-0.398 to 0.748</td>
<td>.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always vs no</td>
<td>0.803</td>
<td>0.069</td>
<td>0.231 to 1.374</td>
<td>.006c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hoarding food, medicine, or daily supplies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>-0.157</td>
<td>-0.014</td>
<td>-0.683 to 0.369</td>
<td>.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>1.393</td>
<td>0.102</td>
<td>0.686 to 2.099</td>
<td>&lt;.001c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social avoidance to avoid infection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3 presents the results of the multivariate logistic regression analysis. Feeling helpless (OR 2.341, 95% CI 1.367–4.009), persistently being worried even with support (OR 3.315, 95% CI 1.696–6.479), never feeling clean after disinfecting and scrubbing hands and items repeatedly (OR 1.696, 95% CI 1.052–2.726), hoarding food, medicine or daily supplies (OR 1.696, 95% CI 1.052–2.726), social avoidance to avoid from infection (OR 1.696, 95% CI 1.052–2.726), being distracted from work or study (OR 1.696, 95% CI 1.052–2.726), being optimistic (OR 1.696, 95% CI 1.052–2.726), being calm (OR 1.696, 95% CI 1.052–2.726), feeling helpless (OR 1.696, 95% CI 1.052–2.726), feeling stressed (OR 1.696, 95% CI 1.052–2.726), education (junior college vs bachelor’s degree and above, OR 1.696, 95% CI 1.052–2.726), occupation (health care worker vs others, OR 1.696, 95% CI 1.052–2.726), marital status (Married vs other, OR 1.696, 95% CI 1.052–2.726), age (≤35 vs >35 years, OR 1.696, 95% CI 1.052–2.726), and gender (male vs female, OR 1.696, 95% CI 1.052–2.726) were all significant predictors of depression in the multivariate logistic regression analysis.
scrubbing hands and items repeatedly (OR 1.941, 95% CI 1.153-3.267), hoarding food, medicine, or daily supplies (OR 1.822, 95% CI 1.012-3.279), and being distracted from work or study (OR 27.225, 95% CI 8.243-89.918) increased the risk of depression. However, being calm (OR 0.344, 95% CI 0.186-0.635) and social support (OR 0.529, 95% CI 0.308-0.908) decreased the chance of suffering from depression. Additionally, compared with other occupations, teachers, lawyers, and journalists (OR 2.053, 95% CI 1.117-3.776) had higher chances of depression. In the final model of the multivariate logistic regression and the forest plot (Figure 2), the risk factors of depression included occupation of teacher, lawyer, or journalist; junior college education; feeling helpless; persistently being worried, even with support; never feeling clean after disinfecting and scrubbing hands and items repeatedly; hoarding food, medicine, or daily supplies; and being distracted from work or study (all \( P < .01 \)). However, being calm and social support were protective factors of depression.
Table 3. Multivariate logistic regression analysis exploring factors of depression among the general population in China during the early stages of the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male vs female)</td>
<td>0.742</td>
<td>0.478-1.150</td>
</tr>
<tr>
<td>Age (&gt;35 years vs ≤35 years)</td>
<td>0.885</td>
<td>0.532-1.474</td>
</tr>
<tr>
<td>Marital status (married vs other)</td>
<td>0.936</td>
<td>0.531-1.651</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care worker</td>
<td>1.530</td>
<td>0.804-2.914</td>
</tr>
<tr>
<td>Student</td>
<td>1.810</td>
<td>0.872-3.754</td>
</tr>
<tr>
<td>Teacher, lawyer, or journalist</td>
<td>2.049</td>
<td>1.115-3.768</td>
</tr>
<tr>
<td>Other</td>
<td>1.403</td>
<td>0.765-2.573</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below junior college vs bachelor’s degree and above</td>
<td>1.596</td>
<td>0.839-3.035</td>
</tr>
<tr>
<td>Junior college vs bachelor’s degree and above</td>
<td>1.572</td>
<td>1.018-2.428</td>
</tr>
<tr>
<td><strong>Monthly income (¥)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5000 vs &gt;10,000</td>
<td>1.160</td>
<td>0.697-1.931</td>
</tr>
<tr>
<td>5001-10,000 vs &gt;10,000</td>
<td>0.617</td>
<td>0.374-1.018</td>
</tr>
<tr>
<td><strong>Psychological responses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling stressed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.465</td>
<td>0.216-1.003</td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>1.018</td>
<td>0.436-2.376</td>
</tr>
<tr>
<td>Feeling helpless</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>1.455</td>
<td>0.826-2.562</td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>2.348</td>
<td>1.373-4.016</td>
</tr>
<tr>
<td>Persistently being worried even with support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>2.120</td>
<td>1.081-4.160</td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>3.303</td>
<td>1.696-6.433</td>
</tr>
<tr>
<td>Being calm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>0.345</td>
<td>0.188-0.636</td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.876</td>
<td>0.553-1.386</td>
</tr>
<tr>
<td>Being optimistic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>1.262</td>
<td>0.729-2.186</td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.713</td>
<td>0.443-1.149</td>
</tr>
<tr>
<td><strong>Behavioral responses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never feeling clean after disinfecting; scrubbing hands and items repeatedly</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes vs no</td>
<td>1.265</td>
<td>0.746-2.145</td>
</tr>
<tr>
<td>Always vs no</td>
<td>1.942</td>
<td>1.158-3.257</td>
</tr>
<tr>
<td>Hoarding food, medicine, or daily supplies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.655</td>
<td>0.397-1.082</td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>1.862</td>
<td>1.039-3.338</td>
</tr>
<tr>
<td>Social avoidance to avoid infection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure vs disagree</td>
<td>0.619</td>
<td>0.347-1.104</td>
</tr>
<tr>
<td>Agree vs disagree</td>
<td>0.746</td>
<td>0.404-1.379</td>
</tr>
</tbody>
</table>
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Discussion

Principal Findings

This study revealed that 13.6% of the general public suffered from depression during the early stages of the pandemic of COVID-19 in China. The prevalence of depression was slightly lower than the prevalence before the outbreak of COVID-19 from previous studies [56-58] (13.8% vs 18.8%). The results also indicated that the prevalence of depression during the COVID-19 pandemic is almost identical to that during the SARS epidemic (11.9% vs 18.0%) among the general public in China [59,60]. Most of the research on mental disorders during public health emergencies in China focuses on the psychological status of patients or health care workers; depression in the general public is neglected and untreated [61-64]. The general public are extremely vulnerable to symptoms of depression during the COVID-19 pandemic. People with mental symptoms of depression should be identified and managed in a timely manner to improve their psychological health status [65].

Depression is closely associated with the psychological and behavioral responses of the general public during the COVID-19 pandemic. This study found that psychological responses contributed the most (28.6%) to the variance of depression. Feeling stressed, feeling helpless, and feeling persistently worried even with support were positively associated with depression, which is in agreement with previous studies indicating that the increase of perceived susceptibility to the epidemic is associated with the prevalence of mental disorders [66]. Perception of the risks of infection is a possible reason for negative psychological responses to pandemics and is highly
correlated with distress in individuals [67-69]. Additionally, poor self-rated health status can be causative and can result in psychological burdens and excessive worries about the pandemic [70,71]. In addition, individuals who are worried even when they have support may be more prone to behavior problems, which can exacerbate the symptoms of depression [72,73].

Notably, being calm and optimistic are negatively associated with depression. Calmness and optimism can help people cope with problems rationally and may mediate the negative effects of perception of epidemic-related stress and indirectly attenuate the symptoms of depression [74]. On the other hand, positive cognition of public health emergencies has close correlations with stress and social functions [75]. Additionally, positive psychological capabilities such as calmness and optimism can ameliorate depression, in particular for people who experience higher levels of helplessness [76]. Lessened psychological capabilities can result in high susceptibility to anxiety and depression during negative emotional experiences or periods of adversity such as the COVID-19 pandemic. Thus, psychological management and regulation of the responses to a public health emergency may benefit from consciously controlling stress, helplessness, and worry and from maintaining calm and optimism.

This study showed that depression was significantly linked to behavioral responses. More than half of the participants (799/1342, 59.54%) reported that they never felt clean after they disinfected and scrubbed hands and items repeatedly, and 1067/1342 (79.51%) of these members of the general public practiced social avoidance to avoid the infection of COVID-19. Preventive behaviors are key to reducing the spread and impact of a pandemic. However, excessively preventive and avoidant behavioral responses, which possibly resulted from the perceived stress induced by the COVID-19 pandemic, were positively associated with depression. Recent studies have reported that psychological impacts, including depression, anxiety, and stress, are linked with the adoption of precautionary measures to prevent the spread of COVID-19 [16]. For example, using medical preventive equipment and washing after touching contaminated surfaces can provide potential psychological benefits by offering a sense of security and comfort for the general public and can prevent the spread of COVID-19. However, these precautionary measures can also have negative effects on individuals’ mental health when they become excessive [44,77]. People may feel more susceptible to becoming infected during pandemics. Negative psychological impacts revealed by these behaviors can be easily popularized among the general public. This finding is consistent with other studies showing that protective behaviors such as avoiding sharing of utensils during meals and washing hands frequently increase the likelihood of stress, anxiety, and depression [78]. Health professionals should pay more attention to these behaviors, which can have adverse impacts on mental health, with a view to realizing early warning signs and conducting psychological interventions to protect vulnerable groups [79].

Specifically, social support appeared to be a protective factor for depression. Social support can enhance self-esteem and positive adaptation to stress and combat the detrimental effects of stress or worry on the development of depression [44]. Social support such as positive communications and entertainment may help individuals to recover quickly from the COVID-19 outbreak [80]. In contrast, lack of social support can result in hostility and uncertainty in social life, thus increasing susceptibility to serious mental disorders, particularly depression [16]. Therefore, adequate and appropriate social support should be provided to prevent the development of mental disorders in the general public.

Limitations

Several limitations should be acknowledged when presenting our findings. First, this survey was conducted with convenience sampling, which limits our ability to generalize the results of this study to the overall population. Second, this study was based on a self-administrated questionnaire completed via smartphone, which limited the diversity of the sample and the authenticity of the answers. Depression and the associated factors revealed in this study were limited to the early stages of the COVID-19 pandemic.

Conclusion

The general public in China suffered from high levels of depression during the early stages of the COVID-19 pandemic. Being stressed, feeling helpless or worried, and being distracted from work or study increased the risks of depression. People who experience these adverse psychological responses should be provided with psychological interventions to reduce the symptoms of depression. Moreover, positive emotions and psychological responses such as calmness and optimism decreased the risks of depression and should be encouraged by health professionals and educators. Behavioral responses, including repeated cleaning, hoarding supplies, and distraction from work or study, were not only influencing factors of depression but also expressions of depression. Therefore, early detection and psychological and behavioral interventions should be developed to help people cope rationally with pandemic-related stress and improve the mental health of the general public.
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Abstract

Background: The COVID-19 global pandemic has impacted the whole of society, requiring rapid implementation of individual-, population-, and system-level public health responses to contain and reduce the spread of infection. Women in the perinatal period (pregnant, birthing, and postpartum) have unique and timely needs for directives on health, safety, and risk aversion during periods of isolation and physical distancing for themselves, their child or children, and other family members. In addition, they are a vulnerable group at increased risk of psychological distress that may be exacerbated in the context of social support deprivation and a high-risk external environment.

Objective: The aim of this study is to examine the public discourse of a perinatal cohort to understand unmet health information and support needs, and the impacts on mothering identity and social dynamics in the context of COVID-19.

Methods: A leading Australian online support forum for women pre- through to postbirth was used to interrogate all posts related to COVID-19 from January 27 to May 12, 2020, inclusive. Key search terms included “COVID,” “corona,” and “pandemic.” A three-phase analysis was conducted, including thematic analysis, sentiment analysis, and word frequency calculations.

Results: The search yielded 960 posts, of which 831 were included in our analysis. The qualitative thematic analysis demonstrated reasonable understanding, interpretation, and application of relevant restrictions in place, with five emerging themes identified. These were (1) heightened distress related to a high-risk external environment; (2) despair and anticipatory grief due to deprivation of social and family support, and bonding rituals; (3) altered family and support relationships; (4) guilt-tampered happiness; and (5) family future postponed. Sentiment analysis revealed that the content was predominantly negative (very negative: n=537 and moderately negative: n=443 compared to very positive: n=236 and moderately positive: n=340). Negative words were frequently used in the 831 posts with associated derivatives including “worried” (n=165, 19.9%), “risk” (n=143, 17.2%), “anxiety” (n=98, 11.8%), “concerns” (n=74, 8.8%), and “stress” (n=69, 8.3%).

Conclusions: Women in the perinatal period are uniquely impacted by the current pandemic. General information on COVID-19 safe behaviors did not meet the particular needs of this cohort. The lack of nuanced and timely information may exacerbate the risk of psychological and psychosocial distress in this vulnerable, high-risk group. State and federal public health departments need to provide a central repository of information that is targeted, consistent, accessible, timely, and reassuring. Compensatory social and emotional support should be considered, using alternative measures to mitigate the risk of mental health disorders in this cohort.

(J Med Internet Res 2020;22(9):e22002) doi:10.2196/22002

http://www.jmir.org/2020/9/e22002/
Introduction
COVID-19, a novel strain of coronavirus, is an acute, highly infectious virus that has affected tens of millions of people and has caused close to 1 million deaths as of August 2020 [1]. The disease is spread directly through respiratory droplets from the mouth or nose. It is estimated that up to 40% of transmission is asymptomatic, with an average incubation period of 5-6 days [2]. The vast majority of those who are infected with COVID-19 experience mild to moderate illness arising from a cluster of mild symptoms including fever, dry cough, and lethargy [3]. Currently, there is no effective COVID-19 medical prophylaxis and limited treatment, mandating a rigorous individual-, population-, and system-level public health policy and behavioral change response to minimize transmission [4].

COVID-19 originated in Wuhan, China, with the first cases reported in December 2019 [5], and was officially declared as a public health emergency of international concern on January 30, 2020, by the World Health Organization. The first Australian confirmed case of COVID-19 was on January 25, 2020, in Victoria, originating from Wuhan, China, subsequently resulting in the closing of Australian borders to all nonresidents in March [6]. Physical distancing rules were imposed on March 21, 2020, with the associated closure of all nonessential services including retail outlets, cafés, restaurants, schools, recreational facilities, and playgrounds [7]. To assist in physical distancing, additional measures including working, studying, or completing school from home were imposed; social gatherings were banned; and stringent restrictions on individual movement were put in place [7]. These public health policies profoundly impacted individual- and population-level health, disrupted normal social interactions, and contributed to economic insecurity.

As COVID-19 continues to disrupt human interactions, published data on the risk, transmission, and health outcomes of specific populations, including women in the perinatal period and their neonates, are evolving, yet are currently inconclusive [8-10]. Women within the perinatal period are a vulnerable population, both physiologically, with changes during pregnancy that reduce immunity [11], and psychologically, with increased risk of psychological distress including stress, anxiety, and depression [12-15], all of which may increase maternal and neonatal morbidity [16]. Consequently, it is recognized that women during this period require unique and specific health, support, and information needs to avoid stress [17]. Currently, the impact of COVID-19 on such needs and associated levels of distress is poorly understood, yet is critical in ascertaining adverse implications, as well as in identifying strategies to protect and optimize women’s psychosocial health during this time. Therefore, this study aims to understand the sentiment and impacts to emotional well-being as well as the unmet information and support needs arising from changes to social dynamics and support in a perinatal cohort during the COVID-19 pandemic.

Methods
Overview
We conducted an observational, qualitative analysis of online discussions within a leading Australian forum for new or expecting parents. The most popular Australian pre- and postbirth forum was identified by searching the term “new mum forum” in Google. The top 10 (first page) results were assessed, and all websites with publicly available forums (n=7) were analyzed using a website analytics tool (Alexa, Amazon.com). This software was used to determine the global page views, global rank, and Australian rank of the 7 websites with publicly available forums. The highest ranked website for Australian users was identified and used as the sampling platform for this study. To confirm this website’s suitability for this study, member requirements were assessed to ensure forum users were new or expecting mothers.

Within the selected forum, the search function was used to identify user-generated content relating to COVID-19. No date restrictions were applied in the search with posts collected on May 12, 2020. We searched for website content using key search terms including “COVID,” “corona,” or “pandemic.” The search identified articles, comments, and posts, which was then narrowed to posts. All posts were extracted in a unidentified format into a Word (Microsoft Corporation) document, which included the post title, date, and content. The inclusion criteria were posts related to COVID-19 up until May 12, 2020 (inclusive). The exclusion criteria were posts that included a title only (content had been deleted), that did not relate to COVID-19, and that were duplicate posts (original post was collected once).

Analysis
Data was processed using NVivo Pro 12 (QSR International) software [18]. Analysis comprised three phases, including thematic analysis, sentiment analysis, and word frequency calculations of stemmed words. Thematic analysis was undertaken using a modified grounded theory approach that was informed by Braun and Clarke’s [19] six phase approach. A single researcher (BC) became familiar with the data, generated initial codes, and searched for themes. The team then collaborated to discuss themes and a >25% check of themes was conducted by two additional researchers (CH and RG). To support the themes identified, NVivo Pro 12 automatic sentiment analysis and a text frequency search were run to identify emotional indicators. NVivo searched for expressions of sentiment in the source material then used predefined scores for words classified as containing sentiment [20]. Words are considered in isolation, and the program then determines the sentiment of the paragraph as a calculation of each word containing the sentiment. Sentiment results include the number of references (paragraphs with sentiment) that are categorized as very positive (VP), moderately positive (MP), moderately negative (MN), and very negative (VN). A single researcher
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(BC) conducted a >10% cross-check of the sentiment results. Word frequency calculations were used to identify all stemmed words (minimum 3 letters) used 50 times or more. These words were screened by a single researcher (BC) to identify negative words. The frequency of key terms used was divided by the number of total posts to derive an overall percentage, and a weighted percentage on the total word count was calculated by NVivo Pro 12.

Ethics
Ethics approval for this study was granted by the Monash Health (RES-19-0000-291A) and Monash University (Project no 20196) Human Research Ethics Committees. Although ethical oversight of publicly available data is not strictly required, the authors sought approval as per Monash University protocol.

Results

Overview
A total of 960 posts were identified using the search terms (“corona” n=589, “COVID” n=257, and “pandemic” n=114). As per the exclusion criteria, 114 posts were excluded, resulting in a final sample of 831 unique posts. The first relevant post identified was dated January 27, 2020.

Thematic Analysis
We identified five themes from the analyzed content: (1) heightened distress related to a high-risk external environment; (2) despair and anticipatory grief due to deprivation of social and family support, and bonding rituals; (3) altered family and support relationships; (4) guilt-tampered happiness; and (5) family future postponed.

Theme 1: Heighted Distress Related to a High-Risk External Environment
Women expressed concerns and unease due to a range of factors such as the lack of access to particular information on risk (eg, risk during pregnancy, risk to baby in utero, risk to a new born baby, risk from the hospital environment, risk to mental health from reduced social supports). They asked questions within the discussion forum, such as should pregnant women cease working, what is the risk of COVID-19 to unborn or newly born babies, should working partners isolate from their pregnant spouse or from new babies, are pregnant women at increased risk, or should I be leaving the house? Many women were unable to locate information to fully answer these concerns and sought confirmation of both their concerns and their risk reduction actions from their peers within the forum.

Women who stated they were close to giving birth demonstrated significant levels of worry in relation to the safety of antenatal appointments and the hospital environment. Some indicated they were considering a home birth, and others stated they were considering not attending antenatal visits due to fear of contracting COVID-19.

I am due to get my NT scan done...I am getting nervous about having to travel there from a small rural town to have it done. I am considering whether I should get it done or not worry.

One woman stated that, although she did not want to be “alarmist” the lack of information on hospital safety made her feel “vulnerable.” Others stated that “being pregnant during this time is so scary...it’s certainly not how I envisioned it to be going or to end,” and another woman said, “I almost don’t want to give birth right now.”

Women said they found it difficult to disengage with the constant worry and concern about COVID-19 with one woman stating that

...all I’m thinking and dreaming about is COVID-19! I’m super paranoid, I feel like even getting groceries, I have anxiety.

Many women said they had disengaged with mainstream news sources as they found these to be fear inducing. Posts reflected heightened levels of worry and stress in this cohort. One woman stated, “I feel the most anxious, overwhelmed, isolated, out of control as I’ve ever felt before.”

Theme 2: Despair and Anticipatory Grief due to Deprivation of Social and Family Support, and Bonding Rituals
Due to the unforeseen restrictions from the pandemic, usual perinatal social rituals such as baby showers, celebrations, or gender reveals were not possible. In addition, areas where women heavily rely on social support, such as multiple support persons during birth and postbirth, and family or social support providing physical, psychological, and social care, were denied to this group of women. When one woman was told she was not allowed to have her partner with her during a routine scan she said, “I am really sad as it’s our first pregnancy and these scans are small ways where our husbands can take part in our pregnancy.” Many expressed a range of feelings such as sadness, anger, and a sense of loss. One woman stated “the happiest time in our lives is being over shadowed by this virus.” Another said “I’ve played many times over, my siblings and parents coming to hospital to meet my first child and that was a once in a life time moment for me; something I think very special that I won’t get anymore.” Upon reading about the COVID-19–related grief, one woman said:

totally made me realise that I’m grieving the loss of a normal pregnancy...I checked out the five stages of grief, and I’m definitely going through the emotions they list! Anger and bargaining - hopefully I’ll move on to true acceptance soon.

Theme 3: Altered Family and Support Relationships
Customary ways of strengthening relationships with family and social networks during pregnancy and early motherhood were denied to this group of women due to the demands of isolation. Many of the women discussed conflicts with family members over interpretations of physical distancing rules. This conflict was expressed by one woman as:

I don’t understand how they whinge that they can’t see their grandson yet continue to do all the things THAT ARE THE REASON we don’t want our son around them...Has anyone else had to deal with family not taking this virus seriously?
The impact of COVID-19 isolating new mothers from their support and family networks, and the unique need to protect the health of grandparents reduced social support for new mothers and resulted, in some cases, in unanticipated interfamily conflict. This had the effect of dividing some families rather than the bonding experiences that many may have anticipated.

**Theme 4: Guilt-Tampered Happiness**

Many women expressed feelings of guilt due to the contrast between the positivity and happiness they were experiencing at the news of their pregnancy or arrival of their child, and the difficult situation of many others in the community.

"I feel a bit guilty about wanting to share my good news. I...have been looking forward to sharing about our baby especially after I was told I would not be able to have kids at all.

Other women identified guilt relating to their wishes to experience baby showers or events that their peers have formerly enjoyed:

"This might sound a little selfish but it’s our first and I was looking forward to the gifts and games etc. I hope by August maybe we can have a small gathering."

Although another woman stated she was feeling guilty for thinking about her pregnancy plans. “I hope everyone is coping with the current covid crisis - I feel a bit guilty thinking about IVF.”

**Sentiment and Word Frequency Analysis**

There were 1556 references of sentiment. Of these, most were found to be within the negative range, with 980 (63.0%) references classified as negative (VN: n=537 and MN: n=443) compared with 576 positive references (VP: n=236 and MP: n=340). A cross-check of sentiment results found that less than 10% of sentiment references were coded to incorrect categories.

A list of words used 50 times or more (n=189) was examined to screen for negative words. Multiple negative emotive stem words (n=7) were identified (Table 1). Percentages derived from the total number of posts provide an indication of the spread of these words within the data set.

**Table 1. Word frequency in total posts (N=831).**

<table>
<thead>
<tr>
<th>Word</th>
<th>Similar word</th>
<th>Frequency, n (%)</th>
<th>Weighted percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worrying</td>
<td>Worried, worries, worry</td>
<td>165 (19.9)</td>
<td>0.32</td>
</tr>
<tr>
<td>Risk</td>
<td>Risking, risks</td>
<td>143 (17.0)</td>
<td>0.27</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Anxieties, anxious, anxiousness</td>
<td>98 (11.7)</td>
<td>0.19</td>
</tr>
<tr>
<td>Concerns</td>
<td>Concern, concerned, concerning</td>
<td>74 (8.8)</td>
<td>0.14</td>
</tr>
<tr>
<td>Stress</td>
<td>Stressed, stressful, stressing</td>
<td>69 (8.2)</td>
<td>0.13</td>
</tr>
<tr>
<td>Struggling</td>
<td>Struggle, struggled</td>
<td>59 (7.0)</td>
<td>0.11</td>
</tr>
<tr>
<td>Scare</td>
<td>Scares, scared, scaring</td>
<td>55 (6.6)</td>
<td>0.11</td>
</tr>
</tbody>
</table>

*Percentage calculations were derived based on the word count in context of the total posts (identifying an approximate number of posts including these words; however, this cannot account for words used multiple times in one post) and as a weighted percentage of the total word count.

**Discussion**

**Principal Results**

The rapidly evolving COVID-19 pandemic is a global emergency, requiring unprecedented public health policy changes and behavioral adherence to limit viral spread. This vital public health response comes at significant health, societal, and economic cost, and is anticipated to have a profound effect on emotional well-being and mental health. During the perinatal period, women have specific health care and emotional needs, and are vulnerable to mental health challenges. Understanding the unique perinatal information needs and impact of losing support networks is, therefore, critical in informing public health and health care system’s interventions for the well-being of women and their families.

Our results demonstrate a significant response to the pandemic within this cohort, with an average of 275 posts per month directly related to COVID-19 across the evaluation period. Thematic analysis captured five themes: heightened distress related to a high-risk external environment; despair and anticipatory grief due to deprivation of social and family support, and bonding rituals; altered family and support relationships; guilt-tampered happiness; and a family future postponed. Sentiment analysis showed heightened negativity with high frequency use of negative terms including “stress,” “anxious,” “worry,” and “risk,” with emergent qualitative themes identified related to anxiety, grief, guilt, social support, and disrupted family planning.

To enable rapid evaluation and dissemination of findings, we chose to examine a leading online Australian perinatal forum.
accessed broadly by reproductive-aged women across preconception, pregnancy, postpartum, and into early parenting and childhood. Online support groups have previously been shown to be commonly accessed by women during this period. They provide an accessible, peer-to-peer opportunity for information sharing, individualized information seeking, and social and emotional support from women in a comparable life stage [21,22]. Accessibility and anonymity provided by online forums facilitates a disinhibited expression of feelings without concern of consequences or conflict from close connections. Engagement with and preference for interacting with peers in an online forum may reduce engagement with other forms of media. Indeed, this is supported by our thematic analysis showing many women reporting disengagement with mainstream news sources, as they found these to be fear-provoking.

Anticipatory grief for loss of social and family affirming opportunities during the perinatal period was emphasized as a consequence of physical distancing measures in this cohort. Pregnancy and birth are often a celebratory period for women and are associated with joy experienced by both the parents and close family members. Traditional rituals and milestones including the early pregnancy growth and development scans, baby shower celebrations, and hospital visits by family and grandparents were all effectively denied in accordance with physical distancing and personal safety measures. Such milestones present significant opportunities for social support and likely play a role in strengthening family and partner relationships, in turn increasing well-being, self-efficacy, and coping during this time. Disruption or removal of these milestones is, therefore, likely to impact well-being, potentially increasing feelings of isolation and consequently driving conflict due to anger and frustration, exacerbating pre-existing negativity within the wider external environment.

Conversely, many women also expressed guilt as a result of feeling joy and happiness related to their pregnancy or impending birth. This paradox of guilt in the context of COVID-19 is reportedly similar to the phenomenon of survivor’s guilt, an experience of immense guilt toward surviving a traumatic event that others in a given population did not [23]. Here, women felt happiness yet felt exclaiming such feelings were inappropriate in the context of widespread illness, grief, and loss at a population level. Although this may not be directly termed as survivor’s guilt, a correlation is plausible. Women may also be disproportionately affected by feelings of guilt in this context, with research showing increased concern for the health of others including older family members and children, rather than the health and well-being of themselves [24].

Our results show an interruption in family planning as a consequence of COVID-19. This may be due to several factors including economic and employment insecurity or fear of direct health impacts. The sudden closure of many sectors has profoundly impacted the economy, contributing to the largest rise in unemployment rate since the depression, with women disproportionately impacted [25]. Hesitancy related to health outcomes during pregnancy may also impact family planning. Although women are generally more resistant to viral infections than men, physiological changes that occur during pregnancy increase vulnerability to severe infections due to a reduced immune response. A recent systemic review of the first 108 pregnant women infected with COVID-19 found a majority of case reports occurred in the last trimester with associated severe maternal morbidity [8]. This included a cesarean section rate of 91% across cases, predominantly due to fetal distress, with 1 intrauterine and 1 neonatal death recorded. Despite the majority of women recovering without major complication, the authors concluded that mother-to-baby transmission of COVID-19 remains unclear [8], with similar reports published elsewhere [9,10].

Our sentiment analysis revealed increased negativity during the evaluation period, reflected by ~60% of posts related to distress including anxiety, worry, and risk. These results are similar to recent research evaluating user sentiment on Twitter during the COVID-19 pandemic [26]. Following a brief analysis of daily tweets related to four key emotions, the authors concluded fear was most strongly represented, followed by anger; joy; and, lastly, sadness. Increased negativity on social media is likely to be indicative, in part, of the broader population’s overall sentiment. Indeed, this is supported by recent population-based research by the UK Office of National Statistics, reporting a doubling in high levels of anxiety between October 2019 to April 2020, compared with an earlier reference period [27]. Notably, women appear disproportionately affected, with 24% higher frequency of anxiety than men overall. Authors postulated that increased anxiety in women may be related to financial impacts, including a reduced likelihood of employment due to child rearing and gender inequities in salary. Increased anxiety and depressive symptoms in women are also common during pregnancy [15], and recent preliminary research reported a two-fold increase during COVID-19 [28]. The impact of social isolation was reported as a significant predictor of increased depression on a regression analysis [28]. Pregnancy, birth, and the postpartum periods are life stages requiring increased levels of social support, and reduced support at this time has been shown to have detrimental impacts on maternal mental health outcomes [29]. Women in this cohort frequently reported having reduced access to social support networks such as partners (ie, essential workers or those requiring quarantine due to business-related travel), family members, significant others, social networks, mothering groups, and health care professionals. In turn, this may have increased engagement with the forum as a source of like-minded support and comfort.

The women using the discussion forum demonstrated reasonable understanding and knowledge of relevant public health restrictions. This is encouraging with respect to behavior changes in response to the COVID-19 pandemic, as it indicates successful public health communication to the general community. However, women in the perinatal period are highly motivated to seek nuanced information that reduces risk to the mother, unborn child, or new baby. This includes information relating to self-isolation and safety while pregnant, employment implications if unable to work from home, the risks of COVID-19 infection at health facilities during perinatal medical visits, restrictions on birthing supports, and isolation from working partners. Women indicated information was sought from multiple sources but indicated, however, that it did not
meet their current needs and was either general in nature, ambiguous, or inconsistent. It is critical that the information needs of this cohort are understood and met to reduce the risk of mental health disorders in an already high-risk group and to reduce the risk of avoidance of health care monitoring. This is particularly imperative during pregnancy when some women indicating they would postpone or avoid antenatal visits, which may lead to negative health outcomes for both mother and baby. State and federal public health departments need to provide a central repository of information for this cohort that is accessible, timely, and reassuring. It is also important to understand that women are using discussion forums as their primary source of information in lieu of official sources.

Limitations
The following limitations should be considered when interpreting these findings. Anonymized data was interrogated and, therefore, demographical and geographical information about the user could not be obtained that may influence the user’s engagement with the forum, as well as their perception and reaction to the COVID-19 pandemic. However, in accessing real-world nonidentified data, information is less likely to be influenced by social desirability or recall bias. We cannot confirm all posts were written by women in the perinatal period, however, forum users must enter an expected due date, child’s birth date, or declare that they are trying to conceive to become a member of the forum.

Additionally, the real-world implications of users’ online posts are unclear, and detrimental effects may be overemphasized in the absence of sufficient data pertaining to real-world behavior and state of mind. Due to early inconsistency in pandemic-related terminology, users may have used other keywords to describe COVID-19 that were not collected in this study. Finally, due to site management and restrictions relating to the seeking or provision of medical advice via the forum, posts may have been deleted before data was collected. In addition, the limitations of the software used in the sentiment analysis must be acknowledged, such as the inability to recognize sarcasm, double negatives, slang, dialect variations, idioms, and ambiguity. However, to address this limitation, we cross-checked the results and determined less than 10% were incorrectly classified. We believe this to be one of the first evaluations of the social impacts of COVID-19 in mothers or pregnant women in Australia [24,30-33]. This paper provides critical insights into the unanticipated impacts of this pandemic on a high need’s perinatal cohort.

Conclusion
The perinatal period involves a major life transition requiring increased levels of social, emotional, and health professional support. Our results demonstrate pregnant women and new mothers are uniquely impacted by the COVID-19 pandemic. General information on COVID-19 safe behaviors does not appear to meet the needs of this population. The lack of nuanced and timely information appears to have exacerbated the risk of psychological and psychosocial distress in this vulnerable group who demonstrate heightened distress, reduced social and emotional support, anticipatory grief, increasing intrafamily conflicts, and direct impacts on family planning behaviors. These findings suggest the need for targeted, consistent, accessible, and timely information on risk and risk aversion strategies, and adoption of strategies to de-escalate anxiety and concern. It also suggests that support strategies are needed to compensate for the loss of family, social support, and health professional contact, and lastly, that mental health interventions tailored to the unique needs of this cohort are likely important during the pandemic and for related public health policies.
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- **VN**: very negative
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Abstract

Background: Social media is one of the most rapid and impactful ways of obtaining and delivering information in the modern era.

Objective: The aim of this study was to rapidly obtain information on public perceptions, knowledge, and behaviors related to COVID-19 in order to identify deficiencies in key areas of public education.

Methods: Using a cross-sectional study design, a survey web link was posted on the social media and messaging platforms Instagram, Twitter, and WhatsApp by the study investigators. Participants, aged ≥18 years, filled out the survey on a voluntary basis. The main outcomes measured were knowledge of COVID-19 symptoms, protective measures against COVID-19, and source(s) of information about COVID-19. Subgroup analyses were conducted to determine the effects of age, gender, underlying illness, and working or studying in the health care industry on the perceived likelihood of acquiring COVID-19 and getting vaccinated.

Results: A total of 5677 subjects completed the survey over the course of 1 week. “Fever or chills” (n=4973, 87.6%) and “shortness of breath” (n=4695, 82.7%) were identified as the main symptoms of COVID-19. Washing and sanitizing hands (n=4990, 87.9%) and avoiding public places and crowds (n=4865, 85.7%) were identified as the protective measures most frequently used against COVID-19. Social media was the most utilized source for information on the disease (n=4740, 83.5%), followed by the World Health Organization (n=2844, 50.1%). Subgroup analysis revealed that younger subjects (<35 years), males, and those working or studying in health care reported a higher perceived likelihood of acquiring COVID-19, whereas older subjects, females, and those working or studying in non–health care sectors reported a lower perceived likelihood of acquiring COVID-19. Similar trends were observed for vaccination against COVID-19, with older subjects, females, and those working or studying in non–health care sectors reporting a lower likelihood of vaccinating against COVID-19.

Conclusions: Our results are indicative of a relatively well-informed cohort implementing appropriate protective measures. However, key knowledge deficiencies exist with regards to vaccination against COVID-19, which future efforts should aim at correcting.

(J Med Internet Res 2020;22(9):e19913) doi:10.2196/19913
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Introduction

The novel coronavirus SARS-CoV-2 has been at the core of the devastating COVID-19 pandemic. The pandemic, which originated from Hubei Province, China, has spread around the globe, having claimed 512,842 lives as of July 2, 2020 [1,2].

COVID-19 is predominately characterized by systemic symptoms, such as fever and fatigue, and respiratory symptoms, such as cough, expectoration, and a runny nose [3,4]. In a recent analysis examining the relationship between symptoms of COVID-19 and disease severity, fatigue and expectoration were found to be the most critical, positive prognostic symptoms of COVID-19 severity, whereas a runny nose and nausea were favorable prognostic factors [4]. Transmission of SARS-CoV-2 occurs primarily via direct contact with the respiratory droplets of infected individuals, or via indirect contact with virally contaminated objects [5]. Increasing evidence suggests asymptomatic carriers have the ability to transmit the virus, making it ever so critical to identify and isolate these individuals effectively and rapidly [5-7]. Mortality in patients with COVID-19 differs across countries and has been significantly associated with age and comorbidities in subjects, ranging from 1.9% among ambulatory, low-risk patients to 21.7% among hospitalized, higher-risk individuals [8].

To date, despite intensive medical research on the RNA (ribonucleic acid) of the virus, no treatment has been found for COVID-19; only supportive measures are being used for those who need critical care. Public preventative measures remain key for slowing down its spread. One of the most effective methods for slowing or halting the spread of COVID-19 has been social distancing, and in some instances, social isolation [9,10]. Moreover, hygienic practices such as frequent hand washing, hand sanitizing, and wearing face masks, if implemented widely and correctly, can aid in reducing the spread of the virus [10]. Such simple yet effective measures mandate powerful messages, displayed on widely viewed communication platforms, for impactful dissemination. Additionally, with the rapidly evolving situation surrounding COVID-19, the speed of information dissemination is critical.

One of the fastest and most accessible platforms for broadcasting information is social media. Social media represents a conglomerate of electronic platforms utilized for creating and sharing information, ideas, messages, etc. Such platforms include social networking websites such as Twitter, Instagram, and Facebook, and messaging platforms like WhatsApp. These outlets have had a major global impact, with billions of users worldwide. Their use has extended from personal territories to organizational utilization to spread reliable information. Such organizations include the World Health Organization (WHO) and Centers of Disease Control and Prevention (CDC), both posting daily updates about the current pandemic, and each registering hundreds of thousands of followers worldwide.

The COVID-19 pandemic requires not only rapid information spread but also information identification and collation. This is essential for identifying gaps and misconceptions in the public’s knowledge (“fake news”) and behaviors toward the novel coronavirus. Social media offers an outlet to address both. Although the utilization of such platforms as tools to undertake research is in its infancy, their speed and extensive reach adds a unique digital print to the field of cross-sectional research [11,12]. Therefore, the aim of this cross-sectional study is to examine, through several social media platforms, the public’s perceptions, knowledge, and behaviors related to the current COVID-19 pandemic to identify deficiencies in public education.

Methods

Study Population

Users of the social media and messaging platforms Instagram, Twitter, and WhatsApp, who were aged ≥18 years, were recruited to participate in the survey via a web link. The link was posted on the public social media pages of the following authors KFA, MHJ, and MA. Adult users who viewed the authors’ public pages were asked to voluntarily fill out the survey. Resharing of the survey link by users was permitted on all three platforms for snowball sampling. The survey link was active from March 28 to April 4, 2020. Users with the highest visibility of the authors’ accounts resided predominantly in the Arabian Gulf countries: Bahrain, Kuwait, Saudi Arabia, and United Arab Emirates. The survey was administered in both English and Arabic, the two predominantly spoken languages in these countries.

Survey Administration

Our survey was composed of 13 questions (see Multimedia Appendix 1 for questions). The first 7 questions addressed topics such as source(s) of information on COVID-19, viral preventative behavior(s), and knowledge of symptoms of COVID-19. We also asked whether the participant had acquired the infection; if they answered “no,” they were asked to state their perceived likelihood of acquiring it in the next 3 months. Finally, we asked participants whether they would vaccinate against COVID-19. The other 6 questions pertained to subject demographics: age group, gender, educational level, country of current residence, underlying illness(es), and if the participant works or studies in the health care sector. The survey questions were partially adapted from a questionnaire designed and published by the Understanding America Study, which is maintained by the Center for Economic and Social Research at the University of Southern California [13]. The survey was designed on the online platform Zoho Creator (Zoho Corp). Informed consent in the form of agreement to an information leaflet was obtained from all subjects prior to survey initiation. The survey overall took less than 5 minutes to complete. The study was approved by the Research Ethics Committee at the Royal College of Surgeons in Ireland-Medical University of Bahrain.

Data Collection and Analysis

All data on personal demographics (age groups, gender, highest educational level, working or studying in the health care sector, presence of medical comorbidities, country of current residence, and status of COVID-19 infection) were categorically expressed as counts and percentages of total respondents. Data on source(s) of information during COVID-19, viral preventative behavior(s),
and knowledge of symptoms of COVID-19 were also expressed as counts and percentages of total respondents.

Subgroup categorical analyses were conducted to examine the effects of age (≥35 years versus <35 years), gender (female versus male), underlying illness(es) (yes versus no), and status of working or studying in the health care industry (yes versus no) on the perceived likelihood of being infected with COVID-19 in the next 3 months, as well as the likelihood of vaccinating against COVID-19. Results were categorically expressed as counts and percentages of total respondents in each of the subgroups.

Patient and Public Involvement

The development of the research questions and outcomes was primarily executed by the study investigators and guided by current literature. Patients were not involved in the design of this study. The involvement of patients and the public, however, was crucial during the recruitment phase of the study (ie, dissemination of the survey link, via snowballing effect, through users’ social media accounts to others in the digital community). After publication, the results will be disseminated to participants on the same platforms that hosted the survey link, through a short, interactive video recorded and posted by the principle investigator of the study.

Results

A total of 5677 subjects completed the survey. Of the survey respondents, 3945 (69.5%) were female, 3737 (65.9%) were <35 years old, and 4257 participants (75.0%) reported a higher educational level. Amongst respondents, 1250 (22%) reported working or studying in the health care industry and 4003 (70.5%) reported no underlying illness. The majority of respondents resided in Bahrain (3179/5677, 56.0%), Kuwait (784/5677, 13.8%), and Saudi Arabia (693/5677, 12.2%). Only 55 respondents (1%) reported that they had been diagnosed with COVID-19. Other baseline demographics are detailed in Table 1.
Table 1. Baseline characteristics of the study population (N=5677).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>3945 (69.5)</td>
</tr>
<tr>
<td>Age, n (%)</td>
<td></td>
</tr>
<tr>
<td>18-24 years</td>
<td>1712 (30.2)</td>
</tr>
<tr>
<td>25-34 years</td>
<td>2025 (35.7)</td>
</tr>
<tr>
<td>35-44 years</td>
<td>1104 (19.4)</td>
</tr>
<tr>
<td>45-54 years</td>
<td>534 (9.4)</td>
</tr>
<tr>
<td>55-64 years</td>
<td>256 (4.5)</td>
</tr>
<tr>
<td>≥65 years</td>
<td>46 (0.8)</td>
</tr>
<tr>
<td>Educational status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>11 (0.2)</td>
</tr>
<tr>
<td>Intermediate school</td>
<td>68 (1.2)</td>
</tr>
<tr>
<td>High school</td>
<td>1341 (23.6)</td>
</tr>
<tr>
<td>College/higher education</td>
<td>4257 (75.0)</td>
</tr>
<tr>
<td>Work or study in the health care sector, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1250 (22.0)</td>
</tr>
<tr>
<td>No</td>
<td>4427 (78.0)</td>
</tr>
<tr>
<td>Medical problems, n (%)</td>
<td></td>
</tr>
<tr>
<td>I have no medical problems</td>
<td>4003 (70.5)</td>
</tr>
<tr>
<td>I have medical problems</td>
<td>1674 (29.5)</td>
</tr>
<tr>
<td>Type of medical problems², n (%)</td>
<td></td>
</tr>
<tr>
<td>High blood pressure</td>
<td>387 (23.1)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>362 (21.6)</td>
</tr>
<tr>
<td>Heart disease</td>
<td>74 (4.4)</td>
</tr>
<tr>
<td>Lung disease</td>
<td>198 (11.8)</td>
</tr>
<tr>
<td>Cancer</td>
<td>31 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>946 (56.5)</td>
</tr>
<tr>
<td>Country/region of current residence, n (%)</td>
<td></td>
</tr>
<tr>
<td>Bahrain</td>
<td>3179 (56.0)</td>
</tr>
<tr>
<td>Kuwait</td>
<td>784 (13.8)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>693 (12.2)</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>324 (5.7)</td>
</tr>
<tr>
<td>Oman</td>
<td>232 (4.1)</td>
</tr>
<tr>
<td>Qatar</td>
<td>71 (1.3)</td>
</tr>
<tr>
<td>Other Arab countries</td>
<td>166 (2.9)</td>
</tr>
<tr>
<td>Asian countries (excluding Arab countries)</td>
<td>43 (0.8)</td>
</tr>
<tr>
<td>Europe</td>
<td>118 (2.1)</td>
</tr>
<tr>
<td>North America</td>
<td>58 (1.0)</td>
</tr>
<tr>
<td>South America</td>
<td>2 (0)</td>
</tr>
<tr>
<td>Australia and New Zealand</td>
<td>7 (0.1)</td>
</tr>
</tbody>
</table>
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The majority of respondents identified “fever or chills” (4973/5677, 87.6%), “shortness of breath” (4695/5677, 82.7%) and “cough” (4150/5677, 73.1%) as the main symptoms of COVID-19 (Figure 1). Only 165 respondents (2.9%) reported “I do not know” when asked about the main symptoms of COVID-19 (Figure 1). The most reported preventative behaviors were frequent washing and sanitizing hands (4990/5677, 87.9%), avoiding public places and crowds (4865/5677, 85.7%), and canceling or postponing social activities (4371/5677, 77.0%) (Figure 2). Only 74 subjects (1.3%) reported not changing their behavior in response to COVID-19 (Figure 2). The most utilized sources for COVID-19 information were social media platforms (4740/5677, 83.5%), the WHO (2844/5677, 50.1%), and TV (2413/5677, 42.5%) (Figure 3).

Figure 1. Knowledge about main symptoms of COVID-19 infection. Results are expressed as % of respondents. n=5,677.

Figure 2. Behaviour(s) done in past week to prevent COVID-19 infection. Results are expressed as % of respondents. n=5,677.
In a subgroup analysis examining the effects of age, gender, underlying illnesses, and work or study in the health care sector on the perceived likelihood of acquiring COVID-19 in the next 3 months, younger subjects (<35 years), male subjects, and health care workers and students reported a higher likelihood of acquiring COVID-19, expressed as “very likely” and “somewhat likely” (Figure 4). In a secondary subgroup analysis investigating the effects of the latter on the likelihood of vaccinating against COVID-19, younger subjects (<35 years), male subjects, and those working or studying in health care also reported a higher likelihood of vaccinating, expressed as “very likely” and “somewhat likely” (Figure 5).

Figure 4. Perceived likelihood of acquiring COVID-19 infection in the next 3 months. Results are categorized by age group, gender, presence of underlying illness(es), and if the subject works or studies in the health care industry. Results are expressed as % of respondents. *n=5602 in all categories (55 subjects reporting COVID-19 infection were eliminated from this analysis; 20 subjects with no response were also eliminated).
Discussion

Principal Findings

In the midst of an unprecedented global health crisis, it is critical to know if the educational messages for the prevention of COVID-19 are being delivered, understood, and implemented by the public. Our survey, conducted through three social media outlets, facilitated a large and rapid collection of 5677 responses within 7 days and showed that the majority of respondents were well aware of the symptoms of COVID-19 and the measures necessary to prevent it, as per the WHO guidelines [14]. Additionally, a large portion of subjects (around 50%) utilized reliable sources of information such as the WHO. Such collective responses are indicative of a well-informed cohort, which may be explained by the younger, more educated (75% had higher education) users of social media. It is of note that a large number of these responses (56.0%) were from people in Bahrain. The spread of COVID-19 in Bahrain was well contained at the time of survey distribution (998 cases as of April 11, 2020) [2]. The number of fatalities (7 as of April 11, 2020) [2] has been very low considering it is the third most densely populated country in the world. Such statistics can be due to the early and extensive communication with the public, particularly through social media outlets [15,16]; this highlights the importance of conveying general knowledge about the virus to residents to control spread.

Our subgroup analysis examining the effects of age (<35 versus ≥35 years old), gender, presence of underlying illnesses, and work or study in health care revealed some intriguing findings. Younger subjects (<35 years old) reported a higher likelihood of vaccinating against COVID-19 compared to older participants. This may be a reflection of their higher perceived likelihood of acquiring COVID-19 compared to older counterparts. This may be explained by the fact that the survey link was posted on platforms managed by physicians. Such platforms would typically attract users from the same profession. Additionally, the majority of respondents resided in a confined geographical area located within the Arabian Gulf Peninsula. Thus, the data may not be applicable to subjects residing elsewhere. We plan to address such limitations with perceived high-risk groups as mandated by work, social, or study environments. Similarly, male subjects reported a higher likelihood of acquiring the infection and vaccination than their female counterparts. This may have been triggered by late reports from China, Italy, France, Germany, and South Korea indicating higher rates of mortality, as high as 89%, in males compared to females [17]. Infection rates, however, have not widely differed between the sexes [17]. It has been hypothesized that the differences in mortality rate may be due to higher rates of cigarette smoking, alcohol consumption, and the number of pre-existing comorbidities among men compared to women [18]. Lastly, workers or students in the health care sector reported a higher likelihood of acquiring the infection, as well as a higher likelihood of vaccinating, as one might expect. No major differences were noted amongst those with and without underlying illnesses.

Limitations

One major limitation of this study is its sampling technique. Convenience sampling, typically utilized in cross-sectional studies, is a type of nonprobability sampling that allows for data collection from a group of people who are easy to contact or reach [19]. This may have introduced a sampling bias in our subject cohort. For instance, female and younger subjects are more likely to be represented in social media compared to their male and older counterparts [11], as seen in our study population. Another major limitation is the susceptibility of the study to a nonresponse bias. Our sample also had an unusually high prevalence (22%) of subjects either working or studying in the health care sector. This may be explained by the fact that the survey link was posted on platforms managed by physicians. Such platforms would typically attract users from the same profession. Additionally, the majority of respondents resided in a confined geographical area located within the Arabian Gulf Peninsula. Thus, the data may not be applicable to subjects residing elsewhere.
future studies targeting a wider and more diverse sample of the population.

Conclusions

Our results are indicative of a well-informed cohort, implementing appropriate protective measures, with the majority reporting social media as their main source of COVID-19 information. This demonstrates that social media is an impactful way of collecting data and delivering information, even though there may be inherent limitations to this study design. We plan to use this platform again to determine if such changes are maintained with the continuation of the pandemic.
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Abstract

Background: The COVID-19 pandemic has caused major disruptions worldwide since March 2020. The experience of the 1918 influenza pandemic demonstrated that decreases in the infection rates of COVID-19 do not guarantee continuity of the trend.

Objective: The aim of this study was to develop a precise spread model of COVID-19 with time-dependent parameters via deep learning to respond promptly to the dynamic situation of the outbreak and proactively minimize damage.

Methods: In this study, we investigated a mathematical model with time-dependent parameters via deep learning based on forward-inverse problems. We used data from the Korea Centers for Disease Control and Prevention (KCDC) and the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University for Korea and the other countries, respectively. Because the data consist of confirmed, recovered, and deceased cases, we selected the susceptible-infected-recovered (SIR) model and found approximated solutions as well as model parameters. Specifically, we applied fully connected neural networks to the solutions and parameters and designed suitable loss functions.

Results: We developed an entirely new SIR model with time-dependent parameters via deep learning methods. Furthermore, we validated the model with the conventional Runge-Kutta fourth order model to confirm its convergent nature. In addition, we evaluated our model based on the real-world situation reported from the KCDC, the Korean government, and news media. We also crossvalidated our model using data from the CSSE for Italy, Sweden, and the United States.

Conclusions: The methodology and new model of this study could be employed for short-term prediction of COVID-19, which could help the government prepare for a new outbreak. In addition, from the perspective of measuring medical resources, our model has powerful strength because it assumes all the parameters as time-dependent, which reflects the exact status of viral spread.

(J Med Internet Res 2020;22(9):e19907) doi:10.2196/19907
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**Introduction**

Similar to the 1918 influenza pandemic that occurred more than 100 years ago, the COVID-19 pandemic has created major disruptions worldwide. At the end of World War I, the 1918 influenza pandemic wreaked havoc globally; it killed more than 40 million people, more than 2% of the world’s population [1]. During the outbreak, preventive measures such as social distancing and wearing masks were recommended to curb the spread of the virus [2]. Unfortunately, these measures were insufficient. The 1918 influenza pandemic exhibited an unusual bimodal or trimodal peak in the United States, lasting for almost two years [3]. Thus, by analogy, we can infer that decreases in infection rates of COVID-19 do not guarantee continuity of the trend. Therefore, it is necessary to develop a precise spread model of COVID-19 that responds promptly to the dynamic situation of the outbreak. If the model accurately measures the effectiveness of COVID-19–related preventative measures and provides reasonable information about the spreading trend in the next few days, it will be possible to proactively minimize damage by taking effective actions against recurring outbreak situations. Furthermore, we assessed the potential roles of a number of public health measures acting in advance based on the developed model to reduce contact rates and thereby reduce transmission of the virus in the absence of a COVID-19 vaccine [4].

Recently, there have been numerous studies on developing models to find a mathematical description of a system and translate it to the current situation of COVID-19. These studies typically introduce the susceptible-infected-recovered (SIR) model or its derivatives. In some of these studies, the model parameters are considered as constants due to the complexity of modeling. For instance, a previous study proposed a conceptual model that includes individual behavioral reactions and government actions, while another study reviewed the basic reproduction number of COVID-19 with constant parameters [5,6]. However, the reproduction number (R) innately assumes time-dependent variables. R is a function of three primary parameters; two of these are biological constants (the infectiousness of the pathogen and the duration of contagiousness after a person becomes infected), and the other is a sociobehavioral and environmental variable (the contact rate) [7]. The contact rate causes the reproduction number to fluctuate through human-to-vector or human-to-human interactions varying over time or space. Thus, it is more reasonable to define mathematical parameters in a model as time-dependent variables. However, previous representative studies did not use this method. A previous study divided the phase manually and considered the parameters as time-varying piecewise constants [6]. Other studies considered the parameters as partial functions of time and proposed methods to approximate the time-varying parameters [8,9]. More recently, a method to quantify the effects of quarantine control using a neural network was proposed. Although the authors considered the strength of quarantine control as a time-dependent parameter, the other parameters were still considered as constants [10]. Overall, most previous studies partially adopted time-variant parameters due to technical difficulties. In general, parameters of the deterministic SIR model with constant parameters can be estimated after solving the solutions of the model. However, this approach has a limitation when the model has time-dependent parameters. In previous studies related to COVID-19 [11,12], it was already recognized that parameters will change at a specific moment, such as the early phase of the epidemic, enforcement of the quarantine policy, or supply of medical equipment. As a result, piecewise constant parameters emerged depending on the artificially divided time intervals. In contrast, we suggested a new method to calculate the time-varying parameters without any artificial setting. This method enables us to analyze the times when unusual events occur and to evaluate the quarantine policy. This is the starting point of this research. We aimed to develop a model that was more precise and sensitive than previous models by introducing as many time-dependent parameters as possible to reflect that the current situation is changing on a daily basis. We adopted the SIR model with the concept of the forward-inverse problem. Furthermore, we approximated outcome variables and parameters in the model with neural networks to compute the infection rate, recovery rate, and reproduction numbers more accurately.

**Methods**

**Methodological Overview**

Mathematical modeling is a process that aims to find a mathematical description of a system and translate it into a relational expression. When a system (eg, an infectious disease) continuously changes over time, differential equations, which may include parameters, can be used to model it. The process of finding the parameters that best fit the given data from the system is called an inverse problem. In this study, we aimed to analyze COVID-19 spread in South Korea using the SIR model. We approximated each outcome variable (S, I, and R) and parameter (β and γ) in the model using deep learning. Moreover, to address the shortcomings of previous studies, we considered the parameters as functions of time, which allowed us to compute the infection rate, the recovery rate, and the time-dependent reproduction number, R_TD. This approach is more interpretable because β(t), γ(t), and R_TD can be obtained as functions of time, and the overall dynamics of the actual data can also be obtained. We hypothesized that R_TD could be used as a surrogate marker to indicate the pressure on health care resources in a region. This is because the number of available beds for patients with COVID-19 in an area decreases when the infection rate increases or when the recovery rate stagnates or decreases.

Additionally, unlike in other models, such as the growth model, we do not assume any distribution type for the modeling. In the traditional growth model, the growth rate is considered as a piecewise constant function to compute the effective reproduction number. However, this assumption is not realistic in many cases, as the reproduction number can dramatically change. In contrast, our model is an appropriate solution for such problems due to its time-dependent nature. Furthermore, we provide numerical simulation results that guarantee the convergence of our deep learning approach. Finally, our
methodology is applicable to many areas involving differential equations, and it can be easily implemented without a deep understanding of the model.

Terminology
The reproduction number has several variants. The basic reproduction number ($R_0$) is defined as the expected number of cases directly generated by one case in a population, assuming all individuals are susceptible to infection. Compared to $R_0$, the effective reproduction number ($R_t$) does not assume complete susceptibility of the population [7]. Strictly speaking, all reproduction numbers after the first date of introduction of new pathogens should be regarded as $R_t$. In this study, we wanted to develop a time-dependent effective reproduction number that is a variant of $R_t$; we designated this number as $R_{TD}$.

Data
We collected our data from the Korea Centers for Disease Control and Prevention (KCDC) and the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University. The data consisted of the cumulative numbers of tested people ($T$), confirmed cases ($I$ or $I_{pos}$), negative cases ($I_{neg}$), and recovered or deceased cases ($R$) from February 7 to March 30, 2020, for South Korea and from March 5 to March 30, 2020, for the administrative provinces of Seoul, Busan, Daegu, and Gyeonggi. The data are available at the KCDC website [13]. Although data for South Korea are available from January 29, the numbers of negative, recovered, and deceased cases are not available for the first few weeks; therefore, we began our data range on February 7, 2020. The complete data, including numbers of negative, recovered, and deceased cases, for each administrative province are available from March 5; therefore, we used all data up to March 30, 2020. We set $t=0$ as March 5, 2020, when data for each province became available, and February 7, 2020 corresponds to $t=–26.6$ (Figures 1 and 2).

This study received an exemption from informed consent by the institutional review board committee of the Seoul National University Bundang Hospital because we used public data provided by the KCDC.

SIR Model
Infectious disease modeling in mathematics can capture an epidemic of a given infectious disease and aid public health interventions. Modeling usually requires disease-related statistical data, calculation of model parameters, and analysis of the epidemic. We adopted the SIR model, which is suitable for our data (see Figure 3). For a fixed time $t \geq 0$, let $S(t)$, $I(t)$, $R(t)$, and $N(t)$ denote the numbers of susceptible, infected, and recovered (or removed) cases and the sum of these three populations, respectively. Moreover, we applied a scaled SIR model (divided by N for each outcome variable S, I, and R) and time-varying parameters ($\beta$ and $\gamma$) to the final SIR model. We also assumed that the total number of the population is time-invariant, that is, $S(t) + I(t) + R(t) = 1$. The mathematical formula of the SIR model is provided in detail in Multimedia Appendix 1.
Deep Learning

We constructed five neural network models for S, I, R, β, and γ, denoted by $S_{\text{net}}$, $I_{\text{net}}$, $R_{\text{net}}$, $\beta_{\text{net}}$, and $\gamma_{\text{net}}$, respectively. The concrete model structures are presented in Figure 4. We applied similar training methods to solve forward and inverse problems, as introduced in previous studies [14,15]. The detailed deep learning methodology is provided in Multimedia Appendix 1.

Figure 4. Forward-Inverse SIR model networks. Each network contains 1 input node (time t), one output node (value), 4 hidden layers, and 256 nodes in each hidden layer. The hyperbolic tangent tanh(x) is used in the activation functions except for the last layer. The Softplus and Sigmoid functions are used in the last hidden layer to meet the constraints $S$, $I$, $R$, $\beta > 0$, and $0 < \gamma < 1$. I: infected; R: recovered; S: susceptible.

We conducted simulations for four provinces: Seoul, Gyeonggi-do, Busan, and Daegu. We applied five deep neural network (DNN) models to derive the parameters $S_{\text{net}}$, $I_{\text{net}}$, $R_{\text{net}}$, $\beta_{\text{net}}$, and $\gamma_{\text{net}}$. For a more accurate evaluation of the model parameters, we also provided a numerical solution called Runge-Kutta fourth order (RK4) using the estimated parameters. RK4 is one of the most well-known and theoretically proven algorithms that converges to analytic solutions. In contrast, the neural network-based methodology of this study has a weak theoretical background for convergence. Therefore, we aimed to show how close the time-dependent parameters found by DNN are to the actual solution through RK4.

For the RK4 method, we set a step size of $h=10^{-3}$, with 26 observations used for Seoul, Busan, Daegu, and Gyeonggi and
Results

Estimating the Parameters of the SIR model with DNN

We estimated the model parameters ($\beta$ and $\gamma$) and outcome variables (S, I, and R) in the SIR model via DNNs for South Korea, Seoul, Busan, Daegu, and Gyeonggi. The results for South Korea are presented in Figure 5. The results for Seoul, Busan, Daegu, and Gyeonggi are provided in Multimedia Appendix 1 (Figures SM1 to SM4, respectively).

We also estimated $R_{TD}$ for South Korea (Figure 6).

Figure 5. SIR model target values and relative errors from February 7 ($t=-26.6$) to March 30 ($t=25.0$), 2020, in South Korea. The red lines in the top three graphs denote the $S_{net}$, $I_{net}$, and $R_{net}$ values for each graph, the green lines in the top and middle three graphs denote the observations, and the blue lines in the middle three graphs denote the RK4 results with the parameters $\beta_{net}$ and $\gamma_{net}$. The population ratio is the number of people in each group (S, I, and R) divided by the total number of people (N). Relative errors were defined as $\left(\frac{|\text{observed value} - \text{Network [or RK4] value}|}{|\text{observed value}|}\right) \times 100$ and were calculated for each parameter. I: infected; R: recovered; RK4: Runge-Kutta fourth order method; S: susceptible.
We summarized the overall trend by analyzing $R_{TD}(t)$. First, on February 8 ($t=−25.3$) in South Korea, $R_{TD}=1.0610$ implies the spread of COVID-19. Starting from February 18, $R_{TD}(t)$ increased dramatically ($t=−15.6$), and it reached its peak ($R_{TD}(t)=124.8454$) on February 28 ($t=−5.6$). After March 13 ($t=8.0$), $R_{TD}$ decreased below 1 again, signaling a decreasing trend in the spread of COVID-19 from an epidemiological viewpoint. However, $R_{TD}$ began to increase again from March 19 ($t=14.0$). From February 7 to March 30, the average values of $\beta$ and $\gamma$ were 0.1656 and 0.0253, respectively.

In the second case, Seoul, up to March 9 ($t=4$), $\beta$ reached 0.2306 while $\gamma$ only reached 0.0192, resulting in a maximum value of 12.0405 for $R_{TD}$ in this period. After March 16 ($t=11$), $R_{TD}$ decreased to 3.1244 but then increased again, reaching 3.8255 on March 30 ($t=25$). This indicates that effective control of the spread of COVID-19 was not achieved. The average values of $\beta$ and $\gamma$ were 0.0705 and 0.0140, respectively.

In the third case, Busan, on March 5 ($t=0$), at the beginning of the observation, $\beta$ was 0.1300 (Supplementary Table), while $R_{TD}$ was 521.9075. This is because $R(t)$, the recovery group, did not change in the initial stage, whereas $\gamma$ was estimated to be 0.0008 due to the constraint $\gamma>0$. On March 8 ($t=3$), $R_{TD}$ was 0.0908 because of the change in $R(t)$, reaching 0.5401 on March 30 ($t=25$). The average values of $\beta$ and $\gamma$ were 0.0253 and 0.0670, respectively.

In the final case of Daegu, similar to Busan, $R_{TD}$ was 521.9075 at the beginning of the observation on March 5 ($t=0$). After March 11 ($t=6$), the recovery rate $\gamma$ began to increase faster than the infection rate $\beta$, with $R_{TD}$ having its lowest value of 0.1224 on March 24 ($t=19$). After March 24, $R_{TD}$ increased, reaching 0.2409 on March 30 ($t=25$) (see Figure SM3 in Multimedia Appendix 1). The average values of $\beta$ and $\gamma$ were 0.0191 and 0.0387, respectively. The results for other provinces are presented in figures and tables in Multimedia Appendix 1.

### Time-Dependent Effective Reproduction Number (RTD)

Because $R_{TD}$ is the ratio of $\beta(t)$ to $\gamma(t)$, $R_{TD}$ can have a large value when $\gamma$ is small compared to $\beta$. This situation can be observed in the early stage of COVID-19 spread in South Korea, excluding Seoul and Busan (eg, the Shincheonji cult cases). However, following the computation of the basic reproduction number in a previous study, we obtained the effective reproduction number $R_t$ in the usual range found in previous studies [16]. In the SIR model, we approximated $S$ as 1 because $S$ was sufficiently large compared to $I$. The detailed formula is presented in Multimedia Appendix 1. $R_{TD}$ responded more sensitively than $R_t$ to the real-world situation from $t=−26$ to $t=−18$ (right side of Figure 7).
Figure 7. Comparison of $R_{TD}$ and $R_t$ for South Korea. $R_t$ was computed based on the growth model. $R_t$: effective reproduction number; $R_{TD}$: time-dependent effective reproduction number.

Characteristics of RTD

$R_{TD}$ is a more sensitive and responsive marker than $R_t$, and it reflects subtle changes of situations over time. Especially at the starting point of an outbreak, we can detect increasing trends more accurately with $R_{TD}$ (Figure 7). Furthermore, $R_{TD}$ is an indicator that precedes real-world changes. Looking at the real-world data, there is a time delay of 4 days between the peak of $R_{TD}$ and the peak of confirmed cases (Figure 8) [17]. We also observed this pattern of time delay between the peak of $R_{TD}$ and the peak of confirmed cases in other countries (Multimedia Appendix 1, Characteristics of $R_{TD}$).

Figure 8. Comparison of $R_{TD}$ and real-world confirmed cases. $R_{TD}$: time-dependent effective reproduction number.

Real-World Implications of RTD

The $R_{TD}$ we developed has important real-world implications for measuring the current status of the viral spread and the effectiveness of interventions. By setting the infection rate and recovery rate as time-dependent parameters, it is possible to accurately evaluate the pressure of depletion of health resources on the community. Indeed, after March 5, when $R_{TD}$ exceeded 500, Daegu was in danger of total depletion of medical resources [18,19]. Patients who were self-isolating at home while waiting for hospitalization died, and a previously secured negative pressure room became full and could not continuously accept severely ill patients. In response to this situation, the Korean government opened the Community Treatment Center (CTC) to care for patients with mild illness in Daegu in early March [20]. The CTC was staffed with seven physicians, five nurses,
and several paramedic workers who monitored and cared for low-risk patients with COVID-19. The government would have been able to preemptively enact drastic policies if it had observed the changes in $R_{TD}$ that preceded the trend of confirmed cases by approximately 4 days without any sacrifice of patients (Figure 8).

Compared to Daegu, Gyeonggi-do intervened more proactively. The $R_{TD}$ of Daegu at the first opening of the CTC was over 500; however, that of Gyeonggi-do was 2.6. The local government in Gyeonggi-do, which closely monitored the situation in Daegu, prevented the exhaustion of medical resources by providing optimal medical services for each risk group of patients with COVID-19 in cooperation with the central government, along with general policies such as public disclosure of mobile routes of infected people, encouragement of social isolation, and wearing of masks (Figure 9).

**Figure 9.** Comparison of $\beta(t)$, $\gamma(t)$, and $R_{TD}$ in Daegu and Gyeonggi-do. Note the differences in the vertical scales of $R_{TD}$.

## Discussion

### Novelty of the Model

We developed an entirely new SIR model with time-dependent parameters via deep learning methods. Furthermore, we validated the model with the conventional RK4 model to confirm its convergent nature. In addition, we evaluated our model based on real-world data reported by the KCDC, the Korean government, and news media.

Compared to previous studies, this research has the following three technical advantages. First, previous studies only dealt with the infected cases under certain assumptions, such as the cumulative number of infected cases increasing exponentially [21]. In our method, we can compute the effective and
time-dependent reproduction numbers without any assumptions. Moreover, we computed the entire dynamics for S, I, and R simultaneously; therefore, the analysis is more precise. Secondly, in another previous study, the authors manually divided the phase of COVID-19 spread according to the preventative and control measures to overcome the limitation of the constant reproduction number [11]. In our method, however, we did not need to artificially divide the phases because the results including S, I, and R and the parameters are naturally time-dependent. Thirdly, rather than using statistical inference techniques as in previous research, we applied a neural network to solve the forward-inverse problem consisting of the SIR model and its parameters [9]. Therefore, our method gives deterministic and more accurate values without any statistical uncertainty. Furthermore, by leveraging the neural network, our method can capture richer structures in the data and SIR model compared to the filtering techniques used in prior research [8].

**Implications for Real-World Intervention**

In the situation of a novel virus pandemic, it is crucial for every central and local government to maintain appropriate medical resources in readiness for unexpected penetration of the new disease. South Korea saw one of the most disastrous outbreaks of COVID-19 during the first few weeks of March 2020. In Daegu especially, the entire local medical system was on the brink of collapse. However, the Korean government soon developed a preemptive policy for each local government by learning from the situation in Daegu. The government solved its acute hospital bed shortage by revising the triage criteria more than seven times and implementing CTCs all over the country. Since then, lives were saved by reserving beds for the most acutely ill patients with COVID-19 and placing patients with less severe disease in CTCs [22].

In a country such as Korea, where there is no interregional blockade, the spread of the virus can be exacerbated in a few days due to movement of the virus across regions. In fact, the number of COVID-19 cases started increasing again from March 19 (t=14.0), indicating that the containment of COVID-19 cannot be realized without achieving herd immunity or developing therapeutics.

Furthermore, we require a tool that can monitor virus outbreaks simultaneously across regions in the shortest time span. The same principle applies even if we broaden our view from the spread of viruses between regions to the spread among countries. In the current COVID-19 pandemic, the world must work together to prevent the spread of the virus. This is because the entire world is socially, culturally, and economically intertwined through advanced transportation. Therefore, there is an urgent need for a tool that can respond sensitively over time, provide information about the current virus outbreak, and evaluate the effectiveness of interventions. The methodology and new model of this study could be employed for proactive intervention. In addition, from the perspective of measuring medical resources, our model has powerful strength because it assumes all the parameters as time-dependent, which reflects the exact status of viral spread. Furthermore, the methodology and modeling approach are scalable and universal; therefore, they can be applied to other new infectious disease pandemics if real-world data are available.

**Limitations**

This research has several limitations. First, the time-dependent model of this study was validated only with COVID-19 data from South Korea. However, this model can be easily applied to data from another outbreak because the modeling process and methodology are disclosed fully in this article. To crossvalidate our strategies, we provide results of similar analyses of outbreaks in Italy, Sweden, and the United States in Multimedia Appendix 1 (see Figures SM5 to SM10). Secondly, because of the nature of deep learning, the results of the model may have been overfitted to South Korean data. However, with the new approach of this research, it is more feasible and reasonable for every researcher to adopt the modeling methodology and apply the model by training it with local data that reflect local situations. In this case, an overfitted model can be reinterpreted as a model that is appropriately fitted to the local situation or that reflects the characteristics of the region.
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Abstract

Background: New York City was the international epicenter of the COVID-19 pandemic. Health care providers responded by rapidly transitioning from in-person to video consultations. Telemedicine (ie, video visits) is a potentially disruptive innovation; however, little is known about patient satisfaction with this emerging alternative to the traditional clinical encounter.

Objective: This study aimed to determine if patient satisfaction differs between video and in-person visits.

Methods: In this retrospective observational cohort study, we analyzed 38,609 Press Ganey patient satisfaction survey outcomes from clinic encounters (620 video visits vs 37,989 in-person visits) at a single-institution, urban, quaternary academic medical center in New York City for patients aged 18 years, from April 1, 2019, to March 31, 2020. Time was categorized as pre–COVID-19 and COVID-19 (before vs after March 4, 2020). Wilcoxon-Mann-Whitney tests and multivariable linear regression were used for hypothesis testing and statistical modeling, respectively.

Results: We experienced an 8729% increase in video visit utilization during the COVID-19 pandemic compared to the same period last year. Video visit Press Ganey scores were significantly higher than in-person visits (94.9% vs 92.5%; P < .001). In adjusted analyses, video visits (parameter estimate [PE] 2.18; 95% CI 1.20-3.16) and the COVID-19 period (PE 0.55; 95% CI 0.04-1.06) were associated with higher patient satisfaction. Younger age (PE –2.05; 95% CI –2.66 to –1.22), female gender (PE –0.73; 95% CI –0.96 to –0.50), and new visit type (PE –0.75; 95% CI –1.00 to –0.49) were associated with lower patient satisfaction.

Conclusions: Patient satisfaction with video visits is high and is not a barrier toward a paradigm shift away from traditional in-person clinic visits. Future research comparing other clinic visit quality indicators is needed to guide and implement the widespread adoption of telemedicine.

(J Med Internet Res 2020;22(9):e20786) doi:10.2196/20786
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Introduction

New York City was the world’s COVID-19 epicenter in early 2020 [1]. As of May 8, 2020, the five boroughs had 175,997 confirmed cases and 14,381 deaths, comprising 14% of all confirmed cases and 19% of all deaths from COVID-19 in the United States [2]. Health care providers postponed elective surgeries, expanded intensive care unit (ICU) capacity, deployed nursing and physician staff, and rapidly transitioned most clinic encounters to telemedicine (defined here as synchronous video visits) [3].

Historically, telemedicine focused on rural medicine [4] and/or moved forward incrementally through institutional initiatives [5]. The widespread adoption of telemedicine associated with
the COVID-19 pandemic was unprecedented and may have a significant and durable impact on health care delivery. Telemedicine has not commonly been tested in disaster settings [6]. It was an essential component of the medical response to COVID-19 by reducing demand on strained health care infrastructure and enabling health care needs to be met at home while reducing exposure for patients and medical staff [7,8]. Patient demand for telemedicine outstripped the ability of health care providers to supply it [9]. In early March, the Centers for Medicare and Medicaid Services established telemedicine payment parity with in-person visits, suspended licensure and malpractice insurance restrictions, and waived HIPAA (Health Insurance Portability and Accountability Act) regulations regarding video visits [10] to limit barriers to widespread adoption of telemedicine.

We examined patient acceptance of video visits by comparing Press Ganey patient satisfaction scores for video vs in-person visits at an urban, quaternary referral, academic medical center from April 1, 2019, to March 31, 2020. We hypothesized that there would be no difference in Press Ganey patient satisfaction scores between video and in-person visits. We captured one month of clinic visits during the COVID-19 pandemic and sought to determine the factors associated with patient satisfaction during this time frame.

Methods

NewYork-Presbyterian/Weill Cornell Medical Center (NYP/WCM) is a large nonprofit academic medical center located in New York City. As of May 8, 2020, NYP/WCM has admitted a total of 1443 COVID-19 patients. At our institution, inpatient services are provided at NYP, while outpatient services are provided predominantly at WCM facilities; both institutions share the same providers.

Data Source

We used a customized version of the Press Ganey Outpatient Medical Practice Survey to evaluate patient satisfaction following clinic encounters at WCM from April 1, 2019, to March 31, 2020. The Press Ganey survey is used by more than 26,000 health care organizations, including over 60% of all US hospitals. It is the most commonly used, validated tool for assessing patient satisfaction in the outpatient setting [11]. The data contained deidentified patient-level data with the following variables: date of survey, visit type, patient age, gender, first visit (yes vs no), and Press Ganey satisfaction score (0%–100%).

Visit type in Press Ganey is the same as the outpatient visit category coded in the outpatient electronic health record (Epic). There were over 200 visit types and 40 specialties represented. All video visits were synchronous video-based provider-patient visits scheduled and accessed through the outpatient enterprise electronic health record. WCM has been reimbursed with telemedicine payment parity since 2018.

The WCM Press Ganey Medical Practice Survey contains 31 items assessed on a 5-point Likert scale (ie, very poor, poor, fair, good, very good) to evaluate seven domains of patient care: Background Questions (3 items), Access (8 items), Moving Through Your Visit (4 items), Nurse/Assistant (3 items), Care Provider (6 items), Personal Issues (4 items), and Overall Assessment (3 items). WCM surveyed patients with 19 items from the standardized Press Ganey Outpatient Medical Practice Survey; the remaining 12 were by WCM from the Press Ganey item bank. The same survey instrument was used across all specialties and providers without variation for video vs in-person visits. Press Ganey sent the survey instrument 2-3 days after completion of the outpatient visit or video visit. Press Ganey then reported deidentified satisfaction scores to WCM without linkage to the patient’s electronic health record to maintain confidentiality.

Study Population

We performed a retrospective study of patients aged 18 years and older. In order to adjust for the COVID-19 pandemic, we categorized visits after March 3, 2020, as the COVID-19 period. This timing corresponds with a WCM mandate to shift the majority of outpatient care from in-person to video visits.

Our total data included 45,667 outpatient visits across 210 visit categories with 2670 (5.8%) outpatient visits during the COVID-19 period. We defined the study group as consisting of video visits, which were identified if the visit type contained the words “Video Visit.” A total of 7058 outpatient visits were excluded: 4030 outpatient visits involving procedures (eg, surgery, venipuncture) or imaging, 2993 visits comprising pediatric patients <18 years of age, 33 visits that did not have Press Ganey scores, and 2 visits that did not include patient gender. The comparison group consisted of in-person outpatient visits. After applying our exclusion criteria, our final WCM Press Ganey data included 38,609 visits across 88 visit categories; of these, 620 (1.6%) video visits constituted the study population (Figure 1).
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram detailing the inclusion and exclusion criteria for our study.

Statistical Analysis

Independent variables were compared by pre–COVID-19 vs COVID-19 period using the paired *t* test and the chi-squared test. Hypothesis testing was conducted using the nonparametric Wilcoxon-Mann-Whitney test, comparing Press Ganey satisfaction scores between in-person and video visits across the study period. Additionally, we compared in-person and video visits in the pre–COVID-19 period to in-person and video visits during the COVID-19 period, respectively.

The dependent variable in our study was the Press Ganey patient satisfaction score. We fit a multivariable linear regression model with the following covariates: video visit (vs in-person), gender, age (18-25, 26-39, 40-59, 60-79, and 80 years [reference]), COVID-19 period (yes vs no), and new vs established visit.

Significance was established at *P* < .05. Statistical analysis was performed in R (version 4.0.0, The R Project for Statistical Computing) and STATA 14.0 (StataCorp LLC). The study was approved by the WCM Institutional Review Board and patient consent was not required for this study.

Results

NYP/WCM experienced an 8729% increase in video visit use during the COVID-19 period compared to the pre–COVID-19 period.

The mean age of the total study population was 58.8 years (SD 16.5 years). Patients were slightly older in the pre–COVID-19 period than COVID-19 period (59.85 years vs 59.08 years; *P* = .03) (Table 1). There were no differences in gender or other visit characteristics between the two time periods.

In the pre–COVID-19 period, very few outpatient visits types were video visits (0.3%). During the COVID-19 period, video visits comprised 21.9% of outpatient visits. The proportion of all in-person visit types decreased except for postoperative visits. The visit type “follow-up” showed the greatest decline in share of outpatient visits, decreasing from 50.0% to 36.5% over the past year. Internal medicine outpatient visits constituted the greatest proportion of visits in both time periods.
Table 1. Baseline characteristics of clinic visits before and after COVID-19.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Press Ganey score (%)</td>
<td>92.47 (11.25)</td>
<td>93.43 (10.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(SD)</td>
<td>93.01 (8.65)</td>
<td>94.87 (10.22)</td>
<td>.31</td>
</tr>
<tr>
<td>In-person</td>
<td>92.46 (11.26)</td>
<td>93.02 (10.56)</td>
<td>.004</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>63 (48-72)</td>
<td>62 (47-72)</td>
<td>.29</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>59.85 (16.49)</td>
<td>59.08 (16.15)</td>
<td>.03</td>
</tr>
<tr>
<td>Category, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-25</td>
<td>853 (2.35)</td>
<td>46 (1.97)</td>
<td></td>
</tr>
<tr>
<td>26-39</td>
<td>4827 (13.31)</td>
<td>315 (13.48)</td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>9526 (26.26)</td>
<td>713 (30.52)</td>
<td></td>
</tr>
<tr>
<td>60-79</td>
<td>17,911 (49.38)</td>
<td>1089 (46.62)</td>
<td></td>
</tr>
<tr>
<td>≥80</td>
<td>3156 (8.70)</td>
<td>173 (7.41)</td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Male</td>
<td>14,444 (39.82)</td>
<td>904 (38.70)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>21,829 (60.18)</td>
<td>1432 (61.30)</td>
<td></td>
</tr>
<tr>
<td>Type of visit, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Video</td>
<td>109 (0.30)</td>
<td>511 (21.88)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>18,131 (49.98)</td>
<td>852 (36.47)</td>
<td></td>
</tr>
<tr>
<td>New patient</td>
<td>7606 (20.97)</td>
<td>393 (16.82)</td>
<td></td>
</tr>
<tr>
<td>Established well visit</td>
<td>3204 (8.83)</td>
<td>157 (6.72)</td>
<td></td>
</tr>
<tr>
<td>Consultation</td>
<td>1224 (3.37)</td>
<td>74 (3.17)</td>
<td></td>
</tr>
<tr>
<td>New well visit</td>
<td>1215 (3.35)</td>
<td>77 (3.30)</td>
<td></td>
</tr>
<tr>
<td>Follow-up (complex)</td>
<td>1132 (3.12)</td>
<td>55 (2.35)</td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>772 (2.13)</td>
<td>44 (1.88)</td>
<td></td>
</tr>
<tr>
<td>Post-op</td>
<td>390 (1.08)</td>
<td>30 (1.28)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2490 (6.86)</td>
<td>143 (6.12)</td>
<td></td>
</tr>
<tr>
<td>Visit type, n (%)</td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>New</td>
<td>9816 (27.06)</td>
<td>665 (28.47)</td>
<td></td>
</tr>
<tr>
<td>Existing</td>
<td>26,457 (72.94)</td>
<td>1671 (71.53)</td>
<td></td>
</tr>
<tr>
<td>Specialty</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>7427 (20.47)</td>
<td>626 (26.80)</td>
<td></td>
</tr>
<tr>
<td>Obstetrics/gynecology</td>
<td>3287 (9.06)</td>
<td>206 (8.82)</td>
<td></td>
</tr>
<tr>
<td>Cardiology</td>
<td>3015 (8.31)</td>
<td>163 (7.00)</td>
<td></td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>2863 (7.89)</td>
<td>144 (6.16)</td>
<td></td>
</tr>
<tr>
<td>Otolaryngology</td>
<td>2611 (7.20)</td>
<td>133 (5.69)</td>
<td></td>
</tr>
<tr>
<td>Hematology/ oncology</td>
<td>1934 (5.33)</td>
<td>119 (5.09)</td>
<td></td>
</tr>
<tr>
<td>Dermatology</td>
<td>1646 (4.54)</td>
<td>84 (3.60)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>13,491 (37.19)</td>
<td>861 (36.86)</td>
<td></td>
</tr>
</tbody>
</table>

*Not applicable.*
Press Ganey patient satisfaction scores were significantly higher in the COVID-19 period when compared to the pre–COVID-19 period (93.4% vs 92.5%, \(P<.001\)). Notably, across the study period, patient satisfaction with video was significantly higher than in-person visits (94.9% vs 92.5%, \(P<.001\)) (Figure 2); this association was consistent during the pre–COVID-19 (95.0% vs 92.5%, \(P<.001\)) and COVID-19 periods (94.9% vs 93.0%, \(P<.001\)). While Press Ganey scores with video visits did not change across time periods (95.0% vs 94.9%, \(P=.31\)), the scores for in-person visits increased in the COVID-19 period (92.5% vs 93.0%, \(P=.004\)).

Figure 2. Violin and box-and-whiskers plot depicting the unadjusted distribution of in-person vs video visits.

Overall, all of our covariables were statistically significant (Table 2). In adjusted analyses, video visits (parameter estimate [PE] 2.18; 95% CI 1.20-3.16), the COVID-19 period (PE 0.55; 95% CI 0.04-1.06), and the age category 60-79 years (PE 0.70; 95% CI 0.29-1.11) were associated with higher Press Ganey scores. Female gender (PE –0.73; 95% CI –0.96 to –0.50) and new visit type (PE –0.75; 95% CI –1.00 to –0.49) were associated with lower Press Ganey satisfaction scores.

Table 2. Multivariable linear regression for variables predicting Press Ganey scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Press Ganey score</th>
<th>95% CI</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parameter estimate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telemedicine</td>
<td>2.18</td>
<td>1.20 to 3.16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>–0.73</td>
<td>–0.96 to –0.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years) (reference: ≥80 years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>–2.05</td>
<td>–2.88 to –1.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>26-39</td>
<td>–1.95</td>
<td>–2.45 to –1.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40-59</td>
<td>–0.66</td>
<td>–1.10 to –0.22</td>
<td>.003</td>
</tr>
<tr>
<td>60-79</td>
<td>0.70</td>
<td>0.29 to 1.11</td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 period</td>
<td>0.55</td>
<td>0.04 to 1.06</td>
<td>.04</td>
</tr>
<tr>
<td>New visit</td>
<td>–0.75</td>
<td>–1.00 to –0.49</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Discussion

Traditionally, health care encounters between a provider and a patient have occurred face to face in a physical location. Over the past 20 years, the internet and technology have made it possible for health care to be delivered digitally, providing new avenues for medicine to improve the value of care. Bridging gaps in time and distance, video visits have enabled providers to remotely care for patients with acute stroke [5], requiring intensive care [12], and located in rural areas or prison [13]. Half the hospitals in the United States report providing telehealth-based services [14]. Two years ago, the concept of a “medical virtualist” was created to describe a new specialty in which physicians primarily deliver care digitally [15]. The strengths of telemedicine have made it an indispensable tool in the clinical response to the COVID-19 pandemic. With the removal of financial disincentives and privacy barriers that limited widespread adoption, use of telemedicine has grown substantially in the United States during the COVID-19 pandemic. The 8729% increase in video visit utilization at our academic medical center is akin to the 4345% increase at New York University Langone Health [16] and the 4000% increase at Partners Healthcare [17].

Telemedicine is a new, and potentially disruptive, innovation and must be shown to be safe, effective, patient-centered, timely, efficient, and equitable [18]. Clinical consultations conducted through video visits are associated with high patient satisfaction [19,20] and lower costs [21-23] without a difference in clinical outcomes [13,24-27] compared to in-person consultations. However, most of these conclusions are based on evidence from small studies focused on remote telemedicine in sparsely populated locations or highly specific patient populations (eg, stroke care, rural ICUs, prisons) [5,12,13] not relevant to the care delivered during the COVID-19 pandemic [28]. Of all studies evaluating quality in telemedicine, four systematic reviews demonstrate there is limited published evidence to evaluate patient satisfaction as a metric for comparison to in-person visits [29-32]. This is problematic because patient satisfaction has been cited as the most important factor in the success of telemedicine initiatives [33]. Patient satisfaction as a measure of quality of care is a valid outcome [34] and a key component to value-based care [35]. Patient satisfaction is also associated with treatment plan adherence [36], reduced surgical readmissions [37], and patient retention [38].

Using the most current Press Ganey satisfaction scores, we found that video visits were associated with greater patient satisfaction when compared to in-person visits, which was not what we initially hypothesized. However, our results do not justify the use of telemedicine in lieu of in-person visits if both were equally accessible given the limitations outlined below. Furthermore, we observed that overall patient satisfaction is higher in the COVID-19 period, and that younger age, female gender, and new visit type were associated with lower patient satisfaction. To our knowledge, this is the largest study of patient satisfaction comparing video to in-person visits. The results of our study have particular relevance due to the unprecedented public health crisis that has necessitated the widespread adoption of video visits for patient safety and practicality.

Our study must be interpreted in the context of the study design. First, this is a retrospective study that prevents us from establishing causality between video visits and increased patient satisfaction. However, our data captures a rapid transition of outpatient care to video visits associated with the COVID-19 pandemic, and our analysis was adjusted for time. Second, our deidentified data did not capture patient-level variables that may influence Press Ganey scores, such as race, income, education, comorbidities, and other characteristics as they were not reported to WCM by Press Ganey to maintain patient confidentiality. Third, the same Press Ganey survey items were used for both video and in-person visits even though Press Ganey developed a new telemedicine version of the Medical Practice Survey in 2018 that may better characterize unique aspects pertinent to video visits [39]. Fourth, we were unable to assess for nonresponder bias; respondents to Press Ganey surveys have been shown to be more satisfied and more willing to respond than nonrespondents [40]. Fifth, what constitutes a clinically significant difference in patient satisfaction using Press Ganey survey scores is not well established. However, that said, there is mounting evidence in recent years that Press Ganey patient satisfaction score increases of 1%-10% can be viewed as clinically relevant [41-44].

In conclusion, we demonstrate that patient satisfaction with video visits compared favorably with in-person visits over the past year and during the COVID-19 pandemic. Our findings support the use of video visits as a viable alternative to traditional in-person visits. The New York City experience may offer insights into the future use of video visits as a new paradigm for health care delivery generally and in times of public health crisis.
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Abstract

Background: COVID-19 is an infectious disease characterized by various clinical presentations. Knowledge of possible symptoms and their distribution allows for the early identification of infected patients.

Objective: To determine the distribution pattern of COVID-19 symptoms as well as possible unreported symptoms, we created an app-based self-reporting tool.

Methods: The COVID-19 Symptom Tracker is an app-based daily self-reporting tool. Between April 8 and May 15, 2020, a total of 22,327 individuals installed this app on their mobile device. An initial questionnaire asked for demographic information (age, gender, postal code) and past medical history comprising relevant chronic diseases. The participants were reminded daily to report whether they were experiencing any symptoms and if they had been tested for SARS-CoV-2 infection. Participants who sought health care services were asked additional questions regarding diagnostics and treatment. Participation was open to all adults (≥18 years). The study was completely anonymous.

Results: In total, 11,829 (52.98%) participants completed the symptom questionnaire at least once. Of these, 291 (2.46%) participants stated that they had undergone an RT-PCR (reverse transcription-polymerase chain reaction) test for SARS-CoV-2; 65 (0.55%) reported a positive test result and 226 (1.91%) a negative one. The mean number of reported symptoms among untested participants was 0.81 (SD 1.85). Participants with a positive test result had, on average, 5.63 symptoms (SD 2.82). The most significant risk factors were diabetes (odds ratio [OR] 8.95, 95% CI 3.30-22.37) and chronic heart disease (OR 2.85, 95% CI 1.43-5.69). We identified chills, fever, loss of smell, nausea and vomiting, and shortness of breath as the top five strongest predictors for a COVID-19 infection. The odds ratio for loss of smell was 3.13 (95% CI 1.76-5.58). Nausea and vomiting (OR 2.84, 95% CI 1.61-5.00) had been reported as an uncommon symptom previously; however, our data suggest a significant predictive value.

Conclusions: Self-reported symptom tracking helps to identify novel symptoms of COVID-19 and to estimate the predictive value of certain symptoms. This aids in the development of reliable screening tools. Clinical screening with a high pretest probability allows for the rapid identification of infections and the cost-effective use of testing resources. Based on our results, we suggest that loss of smell and taste be considered cardinal symptoms; we also stress that diabetes is a risk factor for a highly symptomatic course of COVID-19 infection.

(J Med Internet Res 2020;22(9):e21956) doi:10.2196/21956
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COVID-19 was initially characterized as an acute respiratory infection with significant virulence and mortality. Following reports of the first cases in Wuhan, China, in December 2019, the virus spread globally with 9,738,374 confirmed cases as of June 26, 2020 [1]. Previous research has revealed that COVID-19, which is caused by the novel coronavirus SARS-CoV-2, is a systemic disease rather than an isolated acute respiratory illness [2,3]. The diversity in symptoms is the result of SARS-CoV-2 attacking various organs.

The aim of this study was to identify further symptoms and to investigate whether certain symptoms may be used as for screening to differentiate COVID-19 infection from other diseases. A powerful and reliable clinical screening tool may help to identify and isolate SARS-CoV-2–infected individuals and slow down disease prevalence.

Methods

Study Setting and Participants
The COVID-19 Symptom Tracker was developed by DESIGN-IT GmbH, in collaboration with the University Medical Center Freiburg and Kliniken Ostallgaeu-Kaufbeuren, Fuessen Hospital (Figure 1). The first version was released for Apple iOS on April 8, 2020, and for Google Android on April 20, 2020. Within 5 weeks, the app was downloaded 22,327 times. The app was released in German, English, French, and Spanish and advertised through public media (TV, radio, newspaper, online), following a nationwide press release. An initial questionnaire asked for demographic information (age, gender, postal code) and past medical history with relevant chronic diseases. The participants are notified daily by push notifications to report whether they were experiencing symptoms and if they had been tested for SARS-CoV-2. In addition to a binary response regarding the prevalence of symptoms, for some items (eg, fever, cough) we collected additional details like temperature range or expectoration. If users sought professional health care advice (eg, visited a hospital, a private practice, etc), additional questions regarding diagnostics and treatment were asked. Participation was open to all adults (≥18 years). The study was anonymous; a formal consent for participation was not required due to this fact but was asked for regardless.

Figure 1. The COVID-19 Symptom Tracker.

Statistical Analysis
Data were downloaded from the database server. Only data sets of individuals who live in Germany and had completed the entire symptom questionnaire at least once were included in further analysis. Participants were presented as counts, age as mean and standard deviation derived from an age span, and questionnaire items as counts and percentages. For each risk factor and symptom, odds ratios were calculated using binary
logistic regression. Data from untested participants were not included in this analysis.

**Ethics**

Approval of the study design was obtained by the Ethics Committee at the University Medical Center Freiburg (EK 337/20). The committee was very supportive of the project.

**Data and Code Availability**

The anonymous data collected by the COVID-19 Symptom Tracker app can be shared with researchers upon request with a research protocol or due to a question of public interest, if permitted by the ethics committee. The app code is also available upon request. Requests can be sent to the corresponding author. The Laravel PHP script for SQL data extraction is publicly available [4].

**Results**

Between April 8 and May 15, 2020, 22,327 individuals installed the COVID-19 Symptom Tracker on their mobile device. In total, 11,829 (52.98%) participants completed the symptom questionnaire at least once. Of these, 291 (2.46%) stated that they had undergone an RT-PCR (reverse transcription-polymerase chain reaction) test for SARS-CoV-2; 65 (0.55%) reported a positive test result and 226 (1.91%) a negative one. The mean number of reported symptoms in the group of untested participants was 0.81 (SD 1.85). On average, individuals with a negative result reported 4.26 symptoms (SD 2.52) and those with a positive result reported 5.63 symptoms (SD 2.82). All participants were asked to fill out an initial questionnaire on intrinsic risk and demographic data. The self-reported prevalence of risk factors (eg, diabetes: 917/11,538, 7.95%; hypertension: 3268/11,538, 25.19%; and smoking: 3679/11,538, 31.89%) showed a significant correlation with the data provided regularly by the German Federal Office of Statistics [5] and the Ministry of Health [6] (eg, diabetes: 7.2%; hypertension: 24.6%), which suggests that the study cohort is representative of the German population (age group: 18-65 years). Elderly individuals are underrepresented due to the methodology used in this study.

The daily symptom questionnaire requested information on known or suggested symptoms as of April 1, 2020 [7-10] and permitted users to enter additional symptoms as free text. Odds ratios (OR) were calculated for all risk factors and reported symptoms. According to our data, the most significant risk factors are diabetes (OR 8.95, 95% CI 3.30-22.37) and chronic heart disease (OR 2.85, 95% CI 1.43-5.69) (Figure 2). We identified chills, fever, loss of smell, nausea and vomiting, and shortness of breath as the top five strongest predictors for a COVID-19 infection (Figure 2). The OR for loss of smell was 3.13 (95% CI 1.76-5.58); of comparable significance were chills (OR 4.48, 95% CI 2.51-8.01) and fever (OR 4.37, 95% CI 2.44-7.81). Chills, fever, and shortness of breath have been identified and communicated as common symptoms in the mainstream media. Nausea and vomiting (OR 2.84, 95% CI 1.61-5.00) has been reported as an uncommon symptom; however, our data suggest a significant predictive value. The characteristics of the entire cohort are displayed in Table 1.
Table 1. Characteristics of participants (N=11,829).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Tested for SARS-CoV-2</th>
<th>Not tested for SARS-CoV-2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive test result</td>
<td>Negative test result</td>
</tr>
<tr>
<td>Participants, n (%)</td>
<td>65 (0.55)</td>
<td>226 (1.91)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>33 (50.77)</td>
<td>109 (48.23)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.65 (13.33)</td>
<td>41.04 (12.88)</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td>33 (50.77)</td>
<td>74 (32.74)</td>
</tr>
<tr>
<td>Influenza vaccine, n (%)</td>
<td>21 (32.31)</td>
<td>69 (30.53)</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>14 (21.54)</td>
<td>7 (3.10)</td>
</tr>
<tr>
<td>Arterial hypertension</td>
<td>26 (40.00)</td>
<td>54 (23.89)</td>
</tr>
<tr>
<td>Chronic lung disease</td>
<td>22 (33.85)</td>
<td>51 (22.57)</td>
</tr>
<tr>
<td>Chronic heart disease</td>
<td>17 (26.15)</td>
<td>25 (11.06)</td>
</tr>
<tr>
<td><strong>Symptoms, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss of smell</td>
<td>31 (47.69)</td>
<td>51 (22.57)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>60 (92.31)</td>
<td>189 (83.63)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>40 (61.54)</td>
<td>84 (37.17)</td>
</tr>
<tr>
<td>Fever</td>
<td>36 (55.38)</td>
<td>50 (22.12)</td>
</tr>
<tr>
<td>Persistent cough</td>
<td>55 (84.62)</td>
<td>164 (72.57)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>34 (52.31)</td>
<td>92 (40.71)</td>
</tr>
<tr>
<td>Chills</td>
<td>38 (58.46)</td>
<td>54 (23.89)</td>
</tr>
<tr>
<td>Headache</td>
<td>50 (76.92)</td>
<td>162 (71.68)</td>
</tr>
<tr>
<td>Sniffling and snorting</td>
<td>43 (66.15)</td>
<td>129 (57.08)</td>
</tr>
<tr>
<td>Nausea and vomiting</td>
<td>34 (52.31)</td>
<td>63 (27.88)</td>
</tr>
<tr>
<td>Body aches</td>
<td>45 (69.23)</td>
<td>112 (49.56)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>48 (73.85)</td>
<td>148 (65.49)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The COVID-19 pandemic has triggered numerous research endeavors that have focused on procuring a better understanding of the disease caused by the novel SARS-CoV-2. Agile and dynamic projects led to contemporaneous approaches with similar and comparable study designs. Menni et al [11] report of real-time symptom tracking tool to predict COVID-19 infections. The approach is based on a smartphone app available in the United Kingdom and United States; 2,618,862 participants were included and analyzed in order to design a prediction model. Simultaneously, a total of 22,327 participants reported potential COVID-19 symptoms on a smartphone-based app in Germany. However, unlike the cohort discussed in this work, the British cohort did not represent the general population (eg, overrepresentation of female participants).

Menni et al [11] suggested that loss of smell and taste should be included in routine screening for COVID-19. We strongly agree with this opinion as our data also suggest a strong predictive value. Although chills and fever are found in COVID-19 patients with a higher probability, in a clinical setting a loss of smell and taste is unique and allows a better differentiation from other infectious diseases since many are accompanied by chills and fever. In the present situation, we suggest that loss of smell and taste, especially in combination with other symptoms, ought to be considered a red flag and should result in immediate testing for SARS-CoV-2 as well as isolation of the patient until the test result is obtained.

Furthermore, our work suggests that an increased awareness of gastrointestinal symptoms, namely nausea and vomiting, is needed as these have a stronger predictive value for a COVID-19 infection than symptoms such as sore throat or persistent cough, which are commonly considered as typical.

Apart from that, a significant association was seen between every symptom mentioned in this paper and a positive test result for SARS-CoV-2. This finding is explained by the preselection of symptoms that were reported to be associated with COVID-19 in prior publications.

Manual screening of the answers to the open question which asked for additional symptoms revealed an accumulation of the following symptoms: vertigo, painful ears or eyes, burning...
sensation of the tongue, and thoracic pain. A static analysis of these reported symptoms is not yet possible due to insufficient data but corresponding questions have been added to the questionnaire in an updated version of the smartphone app.

Diabetes was identified as a major risk factor for a symptomatic course of COVID-19 infection. Other studies reported an increased risk, rapid progression, and a worse prognosis in patients with diabetes mellitus [12,13]. The mechanism remains unclear and requires further investigation.

**Limitations**

The limitations of this study are mainly due to the self-reporting nature of our methodology for data retrieval. The design does not allow for the verification of the reported symptoms or test results. Apart from that, the participants are not invited or preselected and may not represent the general population. The use of a smartphone device may have resulted in an underrepresentation of older adults. Another possible limitation is the small number of participants that had been tested for SARS-CoV-2 infection. A possible correlation between age, gender, and postal code (demographic information) and individual symptoms was not considered in the univariate analysis of symptoms.

**Conclusions**

Self-reported symptom tracking may help to identify novel symptoms of COVID-19 and estimate the predictive value of certain symptoms [14]. This may aid in the development of reliable screening tools. Clinical screening with a high pretest probability allows for the rapid identification of infections and serves as a cost-effective use of testing resources. Our data stress the necessity for an awareness of loss of smell and taste as cardinal symptoms.
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Abstract

Background: Spain has been one of the countries most impacted by the COVID-19 pandemic. Since the first confirmed case was reported on January 31, 2020, there have been over 405,000 cases and 28,000 deaths in Spain. The economic and social impact is without precedent. Thus, it is important to quickly assess the situation and perception of the population. Large-scale online surveys have been shown to be an effective tool for this purpose.

Objective: We aim to assess the situation and perception of the Spanish population in four key areas related to the COVID-19 pandemic: social contact behavior during confinement, personal economic impact, labor situation, and health status.

Methods: We obtained a large sample using an online survey with 24 questions related to COVID-19 in the week of March 28-April 2, 2020, during the peak of the first wave of COVID-19 in Spain. The self-selection online survey method of nonprobability sampling was used to recruit 156,614 participants via social media posts that targeted the general adult population (age >18 years). Given such a large sample, the 95% CI was ±0.843 for all reported proportions.

Results: Regarding social behavior during confinement, participants mainly left their homes to satisfy basic needs. We found several statistically significant differences in social behavior across genders and age groups. The population’s willingness to comply with the confinement measures is evident. From the survey answers, we identified a significant adverse economic impact of the pandemic on those working in small businesses and a negative correlation between economic damage and willingness to stay in confinement. The survey revealed that close contacts play an important role in the transmission of the disease, and 28% of the participants lacked the necessary resources to properly isolate themselves. We also identified a significant lack of testing, with only 1% of the population tested and 6% of respondents unable to be tested despite their doctor’s recommendation. We developed a generalized linear model to identify the variables that were correlated with a positive SARS-CoV-2 test result. Using this model, we estimated an average of 5% for SARS-CoV-2 prevalence in the Spanish population during the time of the study. A seroprevalence study carried out later by the Spanish Ministry of Health reported a similar level of disease prevalence (5%).

Conclusions: Large-scale online population surveys, distributed via social media and online messaging platforms, can be an effective, cheap, and fast tool to assess the impact and prevalence of infectious disease in the context of a pandemic, particularly when there is a scarcity of official data and limited testing capacity.

(J Med Internet Res 2020;22(9):e21319) doi:10.2196/21319

KEYWORDS
COVID-19; SARS-CoV-2; public health authorities; large-scale online surveys; infectious disease; outbreak; public engagement; disease prevalence; impact; survey; spain; public health; perception
Introduction

Background
The first cases of COVID-19 were reported in Wuhan, China in December 2019. Since then, the SARS-CoV-2 virus has spread worldwide, infecting over 24 million people and causing over 825,000 deaths worldwide as of August 27, 2020 [1]. This virus has caused significantly more infections and deaths, compared with previous outbreaks of other coronaviruses causing severe acute respiratory syndrome and Middle East respiratory syndrome. The World Health Organization declared a global COVID-19 pandemic on March 11, 2020, and to date has been unable to predict the duration of the pandemic [2].

The first confirmed case of COVID-19 in Spain was reported on January 31, 2020, when a German tourist tested positive in the Spanish Canary Islands. However, this was an isolated imported case. It was not until February 24 when Spain confirmed several new COVID-19 cases related to a recent SARS-CoV-2 outbreak in the north of Italy. Since that date, the number of COVID-19 cases grew exponentially in Spain so that by March 30, 2020, there were over 85,199 confirmed cases, 16,780 recoveries, and the staggering figure of 7424 deaths, according to the official numbers. On March 25, 2020, the death toll attributed to COVID-19 in Spain surpassed that of mainland China, and it was only surpassed by the death toll in Italy. The economic and social impact of the COVID-19 pandemic in Spain is without precedent.

To combat the pandemic, the Spanish Government implemented a series of social distancing and mobility restriction measures. First, all classes at all educational levels were cancelled in the main hot spots of the disease on March 10, in the Basque Country and on March 11, 2020, in the Madrid and La Rioja regions. All direct flights from Italy to Spain were cancelled on March 10. On March 12, the Catalan Government quarantined four municipalities that were particularly affected by the virus. On March 13, the Government of Spain declared a state of emergency for 2 weeks across the entire country. Since the state of emergency was established, all schools and university classes were cancelled, large-scale events and nonessential travel were forbidden, and workers were encouraged to tele-work. Despite these efforts, the daily growth rate in the number of confirmed COVID-19 cases continued to grow. Thus, on March 30, new mobility restriction and social distancing measures were implemented; all nonessential labor activity was to be interrupted for a 2-week period. Moreover, the Spanish Government extended the state of emergency first until April 11 and then renewed on a biweekly basis until June 21. Although these interventions put a halt to the normal daily lives of most people in Spain, their impact on people’s economic, physical, and mental well-being were unknown at the time, as was the actual prevalence of the disease.

Given the growth rate in the number of confirmed COVID-19 cases, rapid assessments of the population's situation and perceptions of the infection are of paramount importance. Traditional methods, such as population-representative household surveys are slow to design and deploy [3]. Phone surveys are generally faster to conduct, yet they are labor intensive and often yield low response rates (as low as 10% or less [4]). Moreover, the resulting sample might be biased and difficult to reweight [5]. Given the limitations of these traditional methods and given the need for rapid data collection, large-scale online surveys can be a valuable method to quickly assess and longitudinally monitor the situation and perceptions of the population in the context of a pandemic [6]. Thus, to shed light on important, yet unknown, questions related to COVID-19, we designed a 24-question online survey, called the Covid19Impact survey, to be targeted to the Spanish population. The survey became viral 12 hours after its publication, yielding over 140,000 answers. It is one of the largest surveys in the world carried out in the context of the COVID-19 pandemic [7].

Population Surveys During the COVID-19 Pandemic
Other efforts to collect data from the population regarding the COVID-19 pandemic have been deployed in multiple countries. The largest study to date involved the Methods smartphone app, with 2,618,862 participants who self-reported symptoms in the United States and the United Kingdom [8]. The study asked questions focused on risk factors and symptoms, and described a predictive model of COVID-19 based on these variables. In Canada, FLATTEN [9] has gathered data from respondents and asks simple health and demographic-related questions to help monitor the spread of the virus in an anonymous manner. The International Survey on Coronavirus asks questions focusing on the psychological impact of the crisis [10]. There were three main findings from the analysis of this survey’s answers: many respondents found that both the population and their governments’ response to the COVID-19 pandemic was insufficient, this insufficient response was associated with lower mental well-being, and a strong government response was associated with an improvement in respondents’ views of other people and their government together with better mental well-being. The COVID-19:CH Survey in Switzerland aims to collect personal data related to COVID-19 testing with additional health- and potential exposure–related information [11]. The data collected is presented to the public in a visual format, giving information on, among other things, demographics, comorbidities, and symptoms. In Israel, the Weizmann Institute and the Ministry of Health are collecting data on basic demographics, health, and potential exposure [12]. The project aims to predict the location of COVID-19 outbreaks by analyzing information collected about the virus symptoms and public behavior in real time [6,13,14].

Numerous efforts with smaller numbers of respondents have also taken place or are ongoing. In China, an early study was conducted between January 27 and February 1, 2020, which relied on the Chinese social media and traditional media outlets asking about knowledge, attitudes, and practices toward COVID-19 [15]. Among its many findings, the authors reported that most respondents felt that China could win the battle against the virus. An early international project was run from February 23 to March 2, 2020, collected data from the United Kingdom and the United States using an online platform managed by Prolific Academic Ltd, and asked about knowledge and perceptions of COVID-19 [16,17]. The survey provided potential information to guide public health. In mid-March and over 48
hours, responses were collected in the United States; the survey had been posted on 3 social media platforms (Twitter, Facebook, and Nextdoor) and collected data on symptoms, concerns, and individual actions [18]. They showed that 95.7% of respondents made lifestyle changes, including handwashing, avoiding social gatherings, social distancing, etc. In the United Kingdom, data was collected attempting to identify sociodemographic adoption of social-distancing measures, ability to work from home, and both the willingness and ability to self-isolate [19], providing potential information to policy makers. An online survey (FEEL-COVID) used the snowball sampling method to collect data in India and found that almost one-third of respondents were negatively psychologically impacted by the pandemic [20].

Our work complements these previous related efforts by focusing on Spain (one of the most affected countries by the COVID-19 pandemic) and by addressing four areas of people’s experiences during the confinement: their social contact behavior, economic impact, labor situation, and health status.

This Study

Despite the availability of data regarding the number of confirmed COVID-19 cases, hospitalized and intensive care patients, and deaths in the early stages of the COVID-19 pandemic, there was a scarcity of high-quality data about important questions related to the population’s experience.

First, there is the issue of underreporting confirmed cases and COVID-19–related deaths. Work by the Imperial College COVID-19 Response Team [21] estimated that 15% of the Spanish population could be infected by SARS-CoV-2. However, this figure was estimated to be much lower at around 5.3% by the preliminary results of a seroprevalence study carried out by the Spanish Ministry of Health [22,23]. Assessing the percentage of infected individuals is of utmost importance to build accurate epidemiological models and to assist policy makers in their decisions.

Second, there are unknowns regarding the sources of infection. Are people being infected by friends, family members, relatives, and coworkers, or are they being infected when shopping in supermarkets or at the bakery? The effectiveness of different government interventions will depend on the answers to these questions.

Third, the economic impact that the COVID-19 crisis will have on people’s lives is yet to be quantified. According to the latest figures from the Spanish Industry, Commerce and Tourism Ministry, only 0.2% of Spanish companies have 250 or more employees, 44.6% of companies are micro (1-9 employees) or small (10-49 employees), and 54.4% of companies consist of the self-employed [24]. Small businesses are generally unprepared to confront such a crisis. Moreover, tourism represents 14.6% of Spanish gross domestic product (GDP) and 2.8 million jobs, and these are threatened by the COVID-19 pandemic [24]. Measuring the impact that the pandemic is having on people’s finances is of great value to policy makers. Finally, there is the personal experience related to having to be confined in the home for weeks. How much longer will the population be able to sustain this situation?

In this paper, we describe the Covid19Impact survey, which was designed to answer these questions. We present the methodology that we followed to gather a large-scale sample via an online survey, followed by the analysis of the resulting answers and the main insights derived from them. Finally, we describe our conclusions and lines of future work.

Methods

Sampling and Data Collection

To answer the previously formulated questions, we designed a 24-question anonymous online survey that we refer to as the Covid19Impact survey (Multimedia Appendix 1). The survey is divided in 4 sections that address four different dimensions related to the population’s experience during the COVID-19 crisis: their social contact in the last 2 weeks, the economic impact of the pandemic, their workplace and labor situation, and their health status. Moreover, the survey collects basic demographic (age range, gender, postal code) and home (type of home and number and ages of people in the home) data.

We used the self-selection online survey method of nonprobability sampling to recruit participants via social network posts (mainly Twitter and WhatsApp), asking the Spanish population (18 years or older) to answer the survey. This sampling method is particularly suitable during a confinement situation where the mobility and social contact of the population is greatly reduced. Thus, the online distribution of the survey enabled fast access to it by large numbers of people.

In addition to distributing the survey on Twitter and WhatsApp, we used snowball sampling [25]. The goal was to collect as large of a sample as possible in a short amount of time, as the COVID-19 situation was rapidly evolving, and new government measures might be required. The objective is to gather a snapshot of people’s experiences regarding the four sections previously described.

Anticipating the start of new mobility restriction and social distancing measures on Monday, March 30, 2020, we deployed the survey on Saturday, March 28 at 8 PM. Via social media (Twitter and WhatsApp) and snowball sampling, we distributed the survey to a wide set of highly connected users who, in turn, distributed it to their contacts. The survey was also distributed by professional organizations, town halls, civil groups, and associations. In the 12 hours that followed, the survey went viral in Spain, and by the afternoon of Monday, March 30, we had collected over 140,000 answers. Figure 1 illustrates the growth in the number of answers over time, and the peak was reached in the time frame between 4 PM and 5 PM on Saturday, March 29, with more than 15,000 answers in 1 hour.

To answer the previously formulated questions, we designed a 24-question anonymous online survey that we refer to as the Covid19Impact survey (Multimedia Appendix 1). The survey is divided in 4 sections that address four different dimensions related to the population’s experience during the COVID-19 crisis: their social contact in the last 2 weeks, the economic impact of the pandemic, their workplace and labor situation, and their health status. Moreover, the survey collects basic demographic (age range, gender, postal code) and home (type of home and number and ages of people in the home) data.

We used the self-selection online survey method of nonprobability sampling to recruit participants via social network posts (mainly Twitter and WhatsApp), asking the Spanish population (18 years or older) to answer the survey. This sampling method is particularly suitable during a confinement situation where the mobility and social contact of the population is greatly reduced. Thus, the online distribution of the survey enabled fast access to it by large numbers of people.

In addition to distributing the survey on Twitter and WhatsApp, we used snowball sampling [25]. The goal was to collect as large of a sample as possible in a short amount of time, as the COVID-19 situation was rapidly evolving, and new government measures might be required. The objective is to gather a snapshot of people’s experiences regarding the four sections previously described.

Anticipating the start of new mobility restriction and social distancing measures on Monday, March 30, 2020, we deployed the survey on Saturday, March 28 at 8 PM. Via social media (Twitter and WhatsApp) and snowball sampling, we distributed the survey to a wide set of highly connected users who, in turn, distributed it to their contacts. The survey was also distributed by professional organizations, town halls, civil groups, and associations. In the 12 hours that followed, the survey went viral in Spain, and by the afternoon of Monday, March 30, we had collected over 140,000 answers. Figure 1 illustrates the growth in the number of answers over time, and the peak was reached in the time frame between 4 PM and 5 PM on Saturday, March 29, with more than 15,000 answers in 1 hour.
The initial version of the survey was delivered via Google Forms, which allowed us to write and deploy the survey in an anonymous, scalable, and free manner within hours. The URL to the Google Forms was shared via bit.ly, such that we could estimate how many times the link had been shared. After reaching 140,000 answers, we began to hit scale limitations in Google Forms, so on March 30, 2020, we moved the survey to Survey123 [26] for future editions of the data collection.

**Questionnaire Structure**

All questions were anonymized to preserve privacy and no personal information was collected. In addition, the snowball sampling methodology enabled the anonymous distribution of the survey. The survey can be found online [27].

First, the survey obtained explicit consent from the users. Only when consent was granted and respondents confirmed they were adults could respondents continue to the rest of the questions.

The first section (question Q1-Q4) gathers basic demographics: country, age range, gender, and postal code. Next, there are 3 questions (Q5-Q7) related to the home situation: type of home, number of people in the home, and their ages. The following 7 questions (Q8-Q14) address the social contact behavior of the respondents during the last 2 weeks. This is an important section of the survey as we aim to understand the level of social interaction that people had despite the confinement and social distancing measures. The questions asked about having had contact with infected individuals, whether children were taken care of outside the home (eg, house cleaner), for what types of activities had they left their home, and what transportation means had they used. The last two questions intend to capture people’s perceptions of the confinement measures: if they thought the measures were enough to contain the pandemic and for how long they would be able to tolerate the containment situation.

Personal economic impact is assessed with questions Q15 and Q16, followed by three questions (Q17-Q19) related to their workplace situation. Finally, the last 5 questions (Q20-Q24) address their health state to assess how many people might be infected by the virus, determine the ability of participants to self-isolate, and collect feedback regarding testing availability and testing results.

None of the questions, except for the consent question, were compulsory, and all the health-related questions included “I prefer not to answer” as a choice.

**Credibility and Validity**

Before widely deploying the survey, we carried out a pilot study to validate its content and proper anonymization with a small sample of participants. The questions were written in Spanish and English. Once all the bugs were fixed and minor feedback about the wording of the questions was addressed, we proceeded to widely deploy the survey.

**Ethical Approval of the Research Protocol and Instruments**

Before its deployment, the research protocol and instrument were reviewed and approved by the cabinet of the President of the Valencian Region of Spain. The findings of this survey have been regularly used and shared by the Valencian Government to assist their policy making during the COVID-19 pandemic [28].

**Data Exclusion, Cleansing, and Reweighting**

From a total of 156,614 answers, we eliminated all answers with blank or invalid postal codes. Moreover, we only analyzed responses with nonblank answers related to age, gender, province, and profession (including those who reported not working), yielding a final data set of 141,865 answers.
Thus, we report the results of analyzing these 141,865 answers collected between 8 PM GMT of March 28 and 11:59 PM GMT on April 2, 2020. With such a large sample, this survey is one of the largest population surveys on COVID-19 and the largest in Spain published to date [7].

All questions were binary or categorical. Thus, we report the percentage of participants who selected each response. Because our gender, age, geographic location, and profession distributions were not proportional to those of the general population of Spain, we computed a weighting factor, such that the resulting sample had similar demographic, geographic, and profession distributions as those of Spain, reported by the Spanish National Institute of Statistics (INE). To reduce biases, we used the reweighted data for all statistical inferences. The user and home situation statistics presented in the next section correspond to the raw data without reweighting. However, the rest of the sections regarding the statistical analysis of questions Q8 to Q24 correspond to analyzing the reweighted data. Multimedia Appendix 2 contains both the raw answers and the reweighted values of the univariate tables for each of the questions. Multimedia Appendix 3 contains the 141,865 responses as a text file, with zip code and time stamp information removed to protect the anonymity of the participants.

### Statistical Analyses

The sampling error, after reweighting the samples, was 0.43. This small sampling error, due to the large sample, yields a narrow 95% CI of ±0.8428 for all proportions reported.

We use the Z test to compare two proportions, considering that the data comes from a survey and as such, the variance of each proportion is different to that of an infinite population test. We use a chi-square test to compare the independence between two questions [29]. Differences between answers greater than 0.85 were statistically significant with \( P < .001 \).

We measured the association between nominal variables using Cramér’s V for RxC tables and Pearson phi for 2x2 tables [30]. We used weighted logistic regression to compute the odds ratio for a multivariate model using a quasi-binomial distribution family [31].

### Results

#### User Statistics and Home Situation (Q1-Q7)

Geographically, most respondents were from the Valencian Region (102,021/141,865, 71.9%). However, there were also many answers from other regions of Spain including 10,365 answers from Madrid and 5691 from Catalonia, as shown in Table 1. Multimedia Appendix 2 contains the univariate tables corresponding to all the questions in the survey, including information about the participants’ type of home and the number of people and ages of those living in their home.

#### Table 1. Age, gender, and geographical distribution of survey respondents (raw, unweighted data).

<table>
<thead>
<tr>
<th>Sex, Autonomous community</th>
<th>Age ranges (years), n</th>
<th>Total (n=141,865)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18-20 (n=3324)</td>
<td>21-29 (n=14,128)</td>
</tr>
<tr>
<td>Female</td>
<td>1687 6455 11,433 17,002 15,109 7697 1681 193 61,257</td>
<td></td>
</tr>
<tr>
<td>Valencia</td>
<td>1687 6455 11,433 17,002 15,109 7697 1681 193 61,257</td>
<td></td>
</tr>
<tr>
<td>Madrid</td>
<td>75 563 1235 1739 1482 702 193 26 6015</td>
<td></td>
</tr>
<tr>
<td>Andalusia</td>
<td>105 411 700 883 746 335 61 4 3245</td>
<td></td>
</tr>
<tr>
<td>Catalonia</td>
<td>48 344 593 757 726 437 107 15 3027</td>
<td></td>
</tr>
<tr>
<td>Rest of Spain</td>
<td>322 1346 2474 3157 2512 1196 238 30 11,275</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2237 9119 16,435 23,538 20,575 10,367 2280 268 84,819</td>
<td></td>
</tr>
</tbody>
</table>

|                           | 50-59 (n=34,762) | 60-69 (n=19,551) | 70-79 (n=5093) | ≥80 (n=562) |
|                           | 18-20 (n=3324)        | 21-29 (n=14,128) |
| Female                    | 1687 6455 11,433 17,002 15,109 7697 1681 193 61,257 |
| Valencia                  | 1687 6455 11,433 17,002 15,109 7697 1681 193 61,257 |
| Madrid                    | 75 563 1235 1739 1482 702 193 26 6015 |
| Andalusia                 | 105 411 700 883 746 335 61 4 3245 |
| Catalonia                 | 48 344 593 757 726 437 107 15 3027 |
| Rest of Spain             | 322 1346 2474 3157 2512 1196 238 30 11,275 |
| Total                     | 2237 9119 16,435 23,538 20,575 10,367 2280 268 84,819 |

Given the gender, age and location biases in the raw data, we reweighted the data to match the distribution of the Spanish population according to the latest census [32], as reflected in Multimedia Appendix 2.

Almost all of the 141,865 respondents (n=141,807, 98.8%) lived in an apartment (n=93,060, 65.6%) or a single-family home (n=46,975, 33.1%). Most of the participants lived in a home
with 2 (n=42,513, 30.0%), 3 (n=36,879, 26.0%), or 4 (n=38,265, 27.0%) people, which is consistent with Spain’s demography.

The rest of the reported statistics in this paper correspond to analyzing the reweighted sample to match in gender, age, province, and profession the distribution in Spain according to the latest data published by the Spanish INE.

Given that COVID-19’s fatality rates are largest for older adults [33], we analyzed the age distribution of the homes with older adults: 11.8% of respondents older than 50 years lived with an older adult (age>60 years) and 19.9% of respondents lived in homes inhabited only by older adults. Intergenerational homes are particularly important for the transmission of SARS-CoV-2 [34].

Social Contact Behavior (Q8-Q14)

With respect to social contact behavior with individuals with a confirmed SARS-CoV-2 infection (Q8), 17.3% of respondents reported having had close contact with a person who was infected with COVID-19 (n=140,008). The most common social context was a coworker (6.2%), a household member (6.1%), or a friend or relative (5.4%). In the case of having been in close contact with a confirmed infected person who was a patient of the participant, a gender-centric analysis revealed a significant ($P<.001$) difference between male and female respondents: 60.7% of the respondents were female vs 39.3% male. This large difference is partially due to the larger percentage of women (72.5%) who work in the health care sector vs men (27.5%) in Spain [32].

When asked if an outside person regularly visited the home (Q10), we identified a significant difference ($P<.001$) between older adults (age >70 years) and younger respondents (n=141,365): 21.2% of older respondents regularly had a person coming to their home versus only 13.6% in the case of younger adults (age <60 years). This is an important finding as special measures might need to be taken to protect the 21.2% of older adults who regularly receive external people in their homes.

Respondents (n=140,686) left their homes during the social distancing period for a variety of purposes (Q11), as shown in Figure 2: covering basic needs (supermarkets, bakery, and pharmacy) was the most common reason, reported by 47.8% of respondents, followed by going to work (31.3% of respondents). We identified statistically significant differences ($P<.001$) regarding age and gender. Older respondents (age >60 years) were more likely than younger participants (age <60 years) to stay entirely at home (14.9% older vs 7.6% for younger), and to leave their home to go to the pharmacy (11.5% vs 10.8%) and newspaper stand (9.7% vs 3.9%).

Conversely, younger respondents (age<60 years) were more likely to leave their home to help others than older respondents (age >60 years; 81.0% vs 71.8%). Interestingly, the youngest respondents (aged 18-29 years, n=17,416) were also more likely to stay entirely at home versus respondents 30 years or older (23.1% vs 8.2%).

Regarding gender, among all female respondents, 14.8% reported not leaving the home versus 6.5% among male respondents. This difference was statistically significant ($P<.001$). The same pattern is found with respect to leaving the home to go to work, where 26.0% of all female participants versus 36.7% of all male respondents selected this option.

The main means of transportation (Q12) used by respondents was individual (84.5%; by foot, individual car, motorcycle, scooter) versus shared (5.9%; public transport, shared car, taxi). In this question, we observed the same gender patterns as in Q11 (n=140,308): among female respondents, 13.0% reported not leaving the home versus 6.2% among male respondents.
The last two questions in this section (Q13 and Q14) concerned the personal experience of respondents regarding the containment measures; 50.4% of participants (n=141,481) believed that the government should implement more measures to contain the pandemic, and only 2.2% thought that the measures were too severe. There was a significant difference (\(P<.001\)) in the support of the measures by age group. Despite being at a lower risk of death, 50.0% of younger people (age <60 years) believed measures should be stronger versus 37.1% of older people (age >59 years).

Q14 (n=138,155) explored how sustainable participants consider the social distancing measures to be. The most popular answer by respondents was that they could continue in this confined state for 1 additional month (44.1%), and a nonnegligible 32.4% reported being able to continue in confinement for 3-6 months. An interesting gender difference was found for those who responded that they could stay in confinement for 6 months: among female participants, 8.0% reported this to be the case versus 12.9% among male participants (\(P<.001\)). This might be due to the fact that women in Spain see their workload increased during the weeks of social distancing and mobility restriction, as reported in [35].

### Personal Economic Impact and Workplace Situation (Q15-Q19)

An inevitable consequence of the COVID-19 pandemic is its economic and labor impact. Spain is a country with mostly small businesses, many of which are family owned. Q15-Q19 aim to shed light on the individual experiences and fears of people regarding their financial and employment situation.

When asked about the economic impact that the COVID-19 crisis is having on respondents’ lives (Q15, n=139,008), 43.0% felt that the crisis had not yet significantly affected them economically. Moreover, 29.1% reported that their employer or company was undergoing financial problems, and 7.7% reported having lost a significant part of their savings or their job. These results need to be taken with great caution, as the sample was collected at the end of March and early April, when the devastating economic impact of the pandemic was not yet evident.

Among the respondents who had worked in the last month, there were significant differences in the distribution of work activities, as shown in Table 2. The most affected professions included hospitality and construction. The least affected were education and public administration.

### Table 2. Distribution of jobs between respondents who had or were in danger of losing their job/business vs those who were not (Cramèr’s V=0.252).

<table>
<thead>
<tr>
<th>Job categories(^a)</th>
<th>Lost job or business, %(^b)</th>
<th>Not lost job or business, %(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative services</td>
<td>6.0</td>
<td>7.8</td>
</tr>
<tr>
<td>Retail</td>
<td>9.3</td>
<td>5.3</td>
</tr>
<tr>
<td>Communications</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>Construction</td>
<td>18.7</td>
<td>7.3</td>
</tr>
<tr>
<td>Domestic services</td>
<td>0.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Education</td>
<td>3.1</td>
<td>14.2</td>
</tr>
<tr>
<td>Entertainment/arts</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Essential services</td>
<td>2.2</td>
<td>9.7</td>
</tr>
<tr>
<td>Finance</td>
<td>1.3</td>
<td>4.8</td>
</tr>
<tr>
<td>Food production</td>
<td>3.2</td>
<td>3.8</td>
</tr>
<tr>
<td>Health and social services</td>
<td>1.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Hospitality</td>
<td>29.3</td>
<td>13.8</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>6.2</td>
<td>4.2</td>
</tr>
<tr>
<td>Other</td>
<td>8.8</td>
<td>7.4</td>
</tr>
<tr>
<td>Professional/technical/science</td>
<td>1.5</td>
<td>2.2</td>
</tr>
<tr>
<td>Public administration</td>
<td>0.3</td>
<td>5.3</td>
</tr>
<tr>
<td>Sanitation</td>
<td>2.7</td>
<td>4.4</td>
</tr>
<tr>
<td>Transportation</td>
<td>3.2</td>
<td>2.8</td>
</tr>
</tbody>
</table>

\(^a\)The job categories are defined by the Spanish labor department (for the survey we only included categories with more than 1% representation in the population).  
\(^b\)Percentages are based off the weighted sample.

Small businesses have so far borne the brunt of the economic impact. For respondents (n=24,386) working in larger companies (\(\geq\)100 employees), 80.1% reported that they had not yet been significantly affected versus only 42.7% of workers (n=39,052) at the smallest companies (1-9 workers) being unaffected. Among those working in small companies, 19.4% reported their companies were facing bankruptcy even at this early stage of the pandemic.

http://www.jmir.org/2020/9/e21319/
Again, there is a gender-based statistically significant difference ($P<.001$, $n=139,008$). In terms of having lost their jobs or savings, this option was selected by $8.3\%$ among female participants versus $5.9\%$ among male respondents.

With respect to the labor situation of our respondents (Q16, $n=141,865$), the majority ($71.2\%$) reported working in the last month. A small fraction ($5.9\%$) of respondents were students.

Q17 ($n=98,740$) focused on whether respondents had gone to work in the last week. The answers were split between the three available options: $38.3\%$ did not go to work, $28.7\%$ tele-worked, and $33.0\%$ went to work.

Statistically significant gender differences ($P<0.001$, $n=98,740$) were observed regarding working participants who did not go to work ($42.0\%$ among female participants vs $34.9\%$ among male participants) and those who did go to work ($29.1\%$ among female participants vs $36.6\%$ among male participants). No significant gender difference was found for those who tele-worked ($28.9\%$ among female participants vs $28.5\%$ among male participants). In sum, female workers were significantly more likely to stay home than male workers.

Moreover, we found that the economic impact was a key factor in determining how much longer participants believed that they could continue in confinement. To explore the relationship between economic impact, age, and the willingness to stay in confinement, we built a multivariate weighted logistic regression model with willingness and ability to stay in confinement as a dependent variable (answers from Q14, divided into two values: 0, corresponding to answering that “at most I could continue in confinement for one week,” and 1, corresponding to answering that “I could continue in confinement for longer than one week”). As covariate variables, we used sex, age, and the answers to question Q15 (economic impact). The logistic regression model revealed a clear impact of severe economic damage on willingness to stay in confinement; those who reported not having enough money to buy food had on average more than twice the probability of reporting not willing to continue in confinement for longer than 1 week (OR $2.23$, 95\% CI $1.81$-$2.77$), and those who report being unable to pay their mortgage were on average $1.54$ times more likely to also report not willing to continue in confinement for longer than 1 week (OR $1.54$, 95\% CI $1.29$-$1.83$). Age also mattered; according to the model, respondents younger than 21 years had on average over twice the probability to report not willing to continue in confinement for longer than 2 weeks than those 21 years and older (OR $2.06$, 95\% CI $1.73$-$2.45$).

**Health State (Q20-Q24)**

In the last section, Q20-Q24 asked respondents about their health. Regarding risk factors (Q20, $n=135,583$), we obtained a similar split between those who reported having at least one risk factor ($48.3\%$) versus none of the listed risk factors ($46.9\%$).

In addition, $4.9\%$ of respondents were health care workers. The risk factors that we asked participants about were hypertension, diabetes, cardiovascular disease, respiratory illness, immunosuppression, cancer, smoker (former), smoker (current), pregnancy, and health care worker.

Q21 ($n=141,313$) aimed to evaluate the ability of respondents to isolate themselves were they to be diagnosed with COVID-19. This is an important question given the relevance of implementing effective quarantine measures. Whereas $72.3\%$ of respondents reported having the ability to properly isolate themselves, a nonnegligible $27.7\%$ of respondents acknowledged not having the necessary resources to implement a proper quarantine.

In terms of age, $34.9\%$ of respondents younger than 50 years reported not having the appropriate quarantine resources versus $21.0\%$ of those older than 50 years. This might be due to the presence of other adults or children in the home. Indeed, $96.7\%$ of respondents living alone ($n=13,820$) reported being able to self-isolate versus $68.6\%$ of those living with other people ($n=127,493$), and only $5.7\%$ of respondents younger than 50 years reported living alone when compared to $18.3\%$ of adults 50 years and older. Moreover, when we looked at the impact of having children in the home, we observed that $41.1\%$ of adults with children in the home ($n=28,139$) responded not being able to properly isolate versus $28.0\%$ of adults without children in the home ($n=67,659$, $P<.001$). Among those living with older adults ($n=15,124$), $10.8\%$ reported not having appropriate quarantine infrastructure at home.

To shed light on the percentage of the population that might currently be infected by SARS-CoV-2, Q22 asked respondents if they currently had any of the following symptoms that were unusual for them: difficulty breathing, dry cough, fever, headache, productive cough, anosmia, muscle pain, and sore throat; $16.8\%$ of respondents ($n=136,386$) responded having at least one of the symptoms. Regarding gender, a larger percentage of women ($19.0\%$) versus men ($14.5\%$) reported having symptoms. This difference is statistically significant ($P<.001$). The age group who most reported having symptoms was the 30-39 years age group ($n=24,839$, $20.9\%$).

Finally, when asked whether respondents had been tested for COVID-19 ($n=138,023$), $87.4\%$ felt they did not need to be tested; $6.1\%$ were told by their doctor they should be tested, but no tests were available; $0.7\%$ had tested negative; $0.3\%$ had tested positive; and $0.2\%$ were waiting for their outcomes, resulting in an overall test rate of $1.2\%$. We found statistically significant ($P<.001$) differences between those who exhibited any of the three symptoms (difficulty breathing, dry cough, and fever) and those who did not, and their answers regarding testing: $93.1\%$ of those who did not have symptoms considered testing not necessary versus only $58.1\%$ for those who had such symptoms. Table 3 depicts the responses from these two groups.
Table 3. Testing needs, depending on the presence of symptoms.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Testing</th>
<th>Difficulty breathing, dry cough, or fever, \textsuperscript{b}</th>
<th>Other or no symptoms, \textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative</td>
<td>2.3</td>
<td>0.6</td>
</tr>
<tr>
<td>No need</td>
<td>58.1</td>
<td>93.1</td>
</tr>
<tr>
<td>No test available</td>
<td>32.5</td>
<td>4.9</td>
</tr>
<tr>
<td>Positive</td>
<td>3.9</td>
<td>0.2</td>
</tr>
<tr>
<td>Waiting for results</td>
<td>1.2</td>
<td>0.1</td>
</tr>
<tr>
<td>No, but need one due to being caretaker of person at risk</td>
<td>2.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

\textsuperscript{a}All differences between the symptoms/no symptoms groups were statistically significant (\(P<.001\)), and Cramér’s \(V=0.327\).

\textsuperscript{b}Percentages are based off the weighted sample.

When looking at Q8 (whether respondents had close contact with an infected individual) together with Q23 (whether they had been tested for coronavirus and the results of the test), we identified an interesting pattern. Among those who had tested positive and answered Q8 (\(n=414\)), 80.9\% had close contact with a known infected individual; of these, 32.4\% had been through a member of the household, friend, or relative, 26.6\% through a patient (health care workers), 11.1\% at work, and only 1.7\% through a client. Thus, over 80\% of respondents with COVID-19 knew their likely source of infection. This finding is partly explained by the fact that the survey was answered during a period of confinement with reduced mobility and social contact.

Finally, we observed in the data a nonlinear relationship between testing positive and age, gender, and the ability to self-isolate (Q21). Thus, we carried out a multivariate weighted logistic regression analysis to study the relationship between these variables and found a three-way interaction between them. Females 70 years or older who reported not being able to properly isolate had on average almost twice the probability of testing positive than otherwise (OR 1.91, 95\% CI 1.18-3.073).

Prevalence

One of the goals of the survey was to make a rapid estimate of the COVID-19 prevalence in the Spanish population. The rapid rise in deaths from mid-March onward made it clear that there were far more infections than what the official case numbers reported. Model-based prevalence estimates, such as the report from Imperial College on March 30, 2020, estimated that 15\% of the population had been infected to that date in Spain [21]. Large-scale, online surveys have been shown to be a useful tool to quickly estimate the percentage of currently infected individuals in the population and identify risk factors to help design measures to contain the epidemic [8,13,14]. The goal is not to replace the golden standard of seroprevalence surveys but to assess the value of a cheap and fast large-scale online survey to infer COVID-19 prevalence at a time when there was data scarcity and limited testing capacity.

Q24 asked respondents about their coronavirus test result, which provided the ground truth for building a model to predict prevalence. Among respondents reporting confirmed test results, 426 of 1345 reported testing positive, which after reweighing would translate to 235,000 positive tests in Spain’s population of 47 million. The official number of reported positive cases on April 2, 2020, was 181,859. This difference of 30\% could be due to several factors, including selection bias, underreporting, or delays in the release of official test statistics [36-38].

Since at the time it was not clear which symptoms or other factors were most indicative of COVID-19 (anosmia was reported as an important symptom by March 20 [39]), we created a generalized linear model to infer the likelihood of testing positive for SARS-CoV-2 from the survey answers. In addition to symptoms, we included as independent variables gender, age, and the presence of a person with a positive coronavirus test result in the home. Our target variable was given by Q24; we selected those answers corresponding to participants who reported having tested positive (coded as 1) and those who reported having tested negative (coded as 0) for coronavirus (\(n=1345\)).

Moreover, we performed feature selection to select the features that yielded the best performing model. The selected independent variables are depicted in Table 4: a subset of the reported symptoms (Q22), whether the household already had an infected member (Q8), gender, and whether the participant’s age was older than 70 years.
Table 4. Selected variables and coefficients of the generalized linear model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE</th>
<th>T value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.12510</td>
<td>0.01636</td>
<td>7.647</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Member of home infected</td>
<td>0.28555</td>
<td>0.03137</td>
<td>9.103</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever</td>
<td>0.18569</td>
<td>0.03724</td>
<td>4.986</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dry cough</td>
<td>0.05834</td>
<td>0.02808</td>
<td>2.078</td>
<td>.04</td>
</tr>
<tr>
<td>Productive cough</td>
<td>-0.09785</td>
<td>0.03676</td>
<td>-2.662</td>
<td>.008</td>
</tr>
<tr>
<td>Muscle pain</td>
<td>0.07208</td>
<td>0.03603</td>
<td>2.000</td>
<td>.046</td>
</tr>
<tr>
<td>Loss of sense of smell</td>
<td>0.45410</td>
<td>0.03409</td>
<td>13.319</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age &gt;70 years</td>
<td>0.17487</td>
<td>0.06785</td>
<td>2.577</td>
<td>.01</td>
</tr>
<tr>
<td>Male</td>
<td>0.08038</td>
<td>0.02306</td>
<td>3.485</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

The obtained values from the generalized linear model were converted into probabilities by means of the logistic function \( \frac{\exp(x)}{1+\exp(x)} \). The variables and parameters of the model are shown in Table 4. The final model had a sensitivity of 0.77 and a specificity of 0.80. Figure 3 (right) shows the receiver operating characteristic of this model. Although we experimented with more sophisticated machine learning models, for the purpose of this paper, we wanted to show that we could arrive at a reasonable estimate using a simple and easily reproducible method. A similar approach has been described in [6] for US and UK data.

Figure 3. Receiver operating characteristic of the symptom-only model (left) and full model (symptom, sex, age >70 years, and household infected member model; right). AUC: area under the curve.

Based on the model with the coefficients below, we estimated the number of SARS-CoV-2 positive individuals among all the respondents to the survey. Geographically, we aggregated the results by the 17 autonomous communities in Spain, making it easier to compare with official data, since each autonomous community has its own health care system, and official figures are always reported by autonomous community.

According to this model, 5798 of the respondents had likely SARS-CoV-2 infections (of which 40% were asymptomatic), which would lead to a prevalence of 5.0% (95% CI ±1.1; after rebalancing by region), suggesting that official tests were only identifying 10% of the infected individuals.

On May 13, 2020, more than a month after we had carried out our analysis, the Spanish INE published the initial results of a nationwide seroprevalence study performed between April 27 and May 11 [22,23]. This study provides ground truth data to assess the estimates of our study, both for the countrywide estimate and at a regional level.

To be able to compare our prevalence estimates with the seroprevalence study, we needed to estimate the proportion of infected individuals at the time of our survey in relation to those detected by the seroprevalence study, since the latter would capture the infected to date and, thus, would include many more individuals than those infected at the time of our survey. We performed this estimation using two different approaches, illustrated in Figure 4.
Figure 4. Two methods for estimating the proportion of active coronavirus infections during the time of our study in relation to those identified by the seroprevalence study. Red dotted line based on the Mortality Monitoring System deaths, assuming infection started 2 weeks prior to death. Blue dotted line based on reported positive cases, assuming infection ended 2 weeks after the case was reported. Cases and deaths from the Carlos III Health Institute in Spain.

In our first estimate of the proportion, we used the excess mortality estimates provided by the Spanish Mortality Monitoring System known as MoMo [40] and made two assumptions: the number of deaths was proportional to the overall number of infected individuals and all infected individuals would have been infected for at least 2 weeks prior to death [41].

Our second estimate used the number of officially reported positive cases and assumed that individuals were infected for at least 2 weeks after their diagnosis.

As shown in Figure 4, both estimates gave similar results; according to the former, 47% (red dotted line) and, according to the latter, 45% (blue dotted line) of individuals that were detected by the seroprevalence study would have had an active SARS-CoV-2 infection during the time of our study. Note that our survey responses have a significant skew toward the beginning of our study, as 73% of the responses of our survey were collected between March 28 and 29, 2020.

In addition, we created a second model based only on symptoms. Although it had a lower area under the curve (see Figure 3, left), this model had a better defined time frame, since it only captured the people who had symptoms during the time of our study—as opposed to also capturing as-of-yet uninfected members of the household who might be infected in the future. Thus, the proportions computed previously would apply better to the symptom-only model.

Table 5 shows the prevalence estimations of each of the models based on our survey answers (symptom-only model and full model) and of the seroprevalence study for each of the 17 autonomous communities in Spain. The symptom-only model estimated a prevalence 40% lower than that of the seroprevalence study.
The prevalence estimates by the full model are closer to the estimates provided by the seroprevalence study. This finding might be explained by the fact that 40% of the identified likely infections by the full model were not based on symptoms, but instead based on the variable that captures if the respondents shared their home with an infected individual. Due to the harsh nature of the lockdown in Spain at that time, including the banning of all mobility except essential labor and basic needs between March 30 and April 9, 2020 (both included) [42], many of the new infections in the period between the end of our study and the end of the seroprevalence survey (ie, between April 4 and May 17) may have been household members captured by our model.

Discussion

Principal Findings

Through the survey answers, we identified several patterns and implications for the design of public policies in the context of the COVID-19 pandemic.

First, our work highlights the value of involving the population and carrying out large-scale online surveys for a quick assessment of the situation and perceptions during a pandemic. We were overwhelmed by the response to the survey. Mayors in large and small towns got involved and shared it with their employees and residents, professional and civic associations disseminated it among their members, individuals advertised it among their contacts, and a few media organizations gave it visibility via articles and posts. This outstanding response by people might reflect a societal need to have more information about the impact of the COVID-19 pandemic in our lives and is an example of citizen’s science and people’s willingness to help by contributing with their answers to achieve more data-driven decision-making processes. Although the sample has some biases, we used reweighting to mitigate them.

Second, we empirically corroborate the impact that close contacts play in the transmission of the disease. Over 16% of respondents reported having had close contact with someone who was infected by SARS-CoV-2. This percentage was much higher (80.9%) among those who had tested positive for coronavirus. According to this finding, those testing positive were likely infected by someone they knew and had close contact with, rather than, for example, an unknown infected stranger in a supermarket. This finding could have implications for contact tracing strategies.

Third, gender matters. Several statistically significant differences were found between male and female respondents, with a pattern of placing women in situations of higher vulnerability or exposure when compared to men. As in other aspects of society, gender-based differences exist in the context of a pandemic. It is a socially important factor that needs to be considered.

Fourth, age also matters. We identified statistically significant differences in the social contact behavior questions between older participants (age >60 years) and younger participants (age <60 years). Older respondents were almost twice as likely to stay entirely at home than younger participants. There were also different aged-based attitudes toward the containment measures; younger participants were significantly more supportive of stronger measures than older participants, while they were more likely to report not being able to stand the confinement any more (4.9%) versus older adults (0.8%). We also found

<table>
<thead>
<tr>
<th>Autonomous community</th>
<th>Participants, n</th>
<th>Symptom-only model, % (95% CI)</th>
<th>Full model, % (95% CI)</th>
<th>Seroprevalence survey, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andalucía</td>
<td>5691</td>
<td>2.2 (±0.3)</td>
<td>4.4 (±0.5)</td>
<td>2.7 (2.2-3.2)</td>
</tr>
<tr>
<td>Aragón</td>
<td>1463</td>
<td>2.0 (±0.3)</td>
<td>3.1 (±0.9)</td>
<td>4.9 (3.8-6.3)</td>
</tr>
<tr>
<td>Asturias</td>
<td>655</td>
<td>1.5 (±0.3)</td>
<td>4.0 (±1.5)</td>
<td>1.8 (1.3-2.5)</td>
</tr>
<tr>
<td>Balearic Islands</td>
<td>1222</td>
<td>1.9 (±0.3)</td>
<td>4.2 (±1.1)</td>
<td>2.4 (1.6-3.5)</td>
</tr>
<tr>
<td>Canarias</td>
<td>1052</td>
<td>1.4 (±0.2)</td>
<td>3.0 (±1.0)</td>
<td>1.8 (1.1-2.8)</td>
</tr>
<tr>
<td>Cantabria</td>
<td>497</td>
<td>2.8 (±0.3)</td>
<td>4.6 (±1.8)</td>
<td>3.2 (2.1-5.0)</td>
</tr>
<tr>
<td>Castilla y León</td>
<td>1994</td>
<td>3.7 (±0.4)</td>
<td>6.1 (±1.0)</td>
<td>7.2 (6.3-8.1)</td>
</tr>
<tr>
<td>Castilla-La Mancha</td>
<td>3469</td>
<td>8.0 (±0.3)</td>
<td>10.4 (±1.0)</td>
<td>10.8 (9.3-12.4)</td>
</tr>
<tr>
<td>Cataluña</td>
<td>5088</td>
<td>2.8 (±0.3)</td>
<td>4.8 (±0.6)</td>
<td>5.9 (4.9-6.9)</td>
</tr>
<tr>
<td>Valencia</td>
<td>102,021</td>
<td>1.6 (±0.3)</td>
<td>3.4 (±0.1)</td>
<td>2.5 (1.9-3.2)</td>
</tr>
<tr>
<td>Extremadura</td>
<td>656</td>
<td>2.3 (±0.4)</td>
<td>4.4 (±1.6)</td>
<td>3.0 (2.2-4.1)</td>
</tr>
<tr>
<td>Galicia</td>
<td>2257</td>
<td>1.3 (±0.3)</td>
<td>2.6 (±0.7)</td>
<td>2.1 (1.7-2.6)</td>
</tr>
<tr>
<td>Madrid</td>
<td>10,365</td>
<td>6.1 (±0.4)</td>
<td>8.8 (±0.5)</td>
<td>11.3 (9.8-13.0)</td>
</tr>
<tr>
<td>Murcia</td>
<td>3566</td>
<td>1.5 (±0.3)</td>
<td>3.2 (±0.6)</td>
<td>1.4 (0.8-2.4)</td>
</tr>
<tr>
<td>Navarra</td>
<td>580</td>
<td>3.6 (±0.4)</td>
<td>5.5 (±1.9)</td>
<td>5.8 (4.3-7.6)</td>
</tr>
<tr>
<td>País Vasco</td>
<td>1007</td>
<td>1.9 (±0.4)</td>
<td>3.9 (±1.2)</td>
<td>4.0 (3.1-5.2)</td>
</tr>
<tr>
<td>Rioja, La</td>
<td>220</td>
<td>1.8 (±0.4)</td>
<td>5.0 (±2.9)</td>
<td>3.3 (2.4-4.4)</td>
</tr>
<tr>
<td>National</td>
<td>141,803</td>
<td>3.0 (±0.3)</td>
<td>5.0 (±1.1)</td>
<td>5.0 (4.7-5.4)</td>
</tr>
</tbody>
</table>
associations between age, gender, the ability to self-isolate, and the probability of testing positive; older females without the capacity to isolate themselves were almost twice as likely to test positive than otherwise.

Participants demanded more measures, as 50.4% of respondents were supportive of implementing additional social distancing measures. This result might reflect the worry in people’s minds regarding the exponential progression of the pandemic and the lack of clear signs of flattening the curve at the time of answering the survey.

Moreover, the majority of respondents (76.5%) were willing to remain in confinement for a month or more, and 32.4% of respondents reported being able to do so for 3-6 additional months.

Even at the end of March, the economic impact of the pandemic was evident, particularly for those working in small companies, 19.4% of which reported to be facing bankruptcy. Moreover, over 47.3% of participants who worked in small companies reported having been impacted by the pandemic. In terms of professions, hospitality, construction, and retail were the most affected. Hospitality represents 6.2% of the Spanish GDP [43] and construction 5.6% [44]. We expect the economic impact to be significantly larger as the pandemic progresses.

Among those who were working, 28.7% of respondents reported tele-working and one-third leaving the home to go to work. The tele-work figure is lower than in other countries. For example, in the United States, it is estimated that 56%-62% of the workforce could work remotely. Moreover, on March 31, 2020, the government established labor mobility restrictions for all nonessential professions. Given that 71.2% of respondents (n=141,865) reported having worked in the last month, our expectation is that about 23% of the population would have been impacted by such measures. Regarding workplace infections, we found that 11.1% of those who tested positive (and did not work in the health care sector) had close contact with someone at work who had tested positive for coronavirus.

Close, known contacts seem to play a large role on infections, as 80.9% of those who had tested positive responded having had close contact with a known infected individual. This finding is relevant in the design of contact tracing, testing, and isolation strategies.

Quarantine infrastructure might be needed, as over 27.7% of respondents reported not having the appropriate infrastructure to isolate themselves at home. Effective quarantine measures for asymptomatic or lightly symptomatic patients are key to control the spread of the pandemic. Thus, developing the needed infrastructure might be key to slowdown the transmission of the disease.

The number of SARS-CoV-2 infected individuals in Spain in March and April was certainly larger than what has been officially reported. In our survey, over 16.8% of respondents reported having at least one possibly COVID-19–related symptom. We show how the prevalence of a rapidly spreading disease such as COVID-19 can be estimated using a large-scale population survey. From the answers to two of the questions (Q22: symptoms and Q8: contact with coronavirus-infected individual in the household) plus demographic information, we built a generalized linear model and reported SARS-CoV-2 prevalence estimations that are on par with those carried out by a seroprevalence study in Spain. As shown in related studies [6], when public policy decisions need to be made rapidly in a situation of data scarcity and limited testing capacity, a large-scale population survey might be of great value to make fast assessments of prevalence, as it can be deployed rapidly and enable the collection of results within hours.

Finally, in the context of Spain, our survey revealed a lack of tests; over 61.9% of respondents reported not being able to do the test despite their doctor’s recommendation. Moreover, a significant difference was found between those who had at least one of three COVID-19 symptoms, namely, dry cough, fever, and difficulty breathing, and those who did not regarding the impact of testing unavailability; 32.5% of the symptomatic individuals reported that tests were not available despite their doctor’s recommendation. Thus, we found that there was a need for more tests.

Limitations
Although the sample size in our study is large, our methodology is not exempt of limitations. First, there are several sources of bias in our study: selection bias, given that all participants volunteered to fill out the survey without any incentive; self-reported bias; and sampling bias as we used a nonprobability sampling technique. Geographically, we lacked representation of several geographic regions in Spain and particularly rural areas. In our analysis, we tried to mitigate some of these biases by correcting for gender, age, location, and profession via reweighting using the Spanish INE census data. However, reweighting does not eliminate the risk of selection bias. Second, this is an in-the-wild study, and thus, people could have provided untruthful answers. We addressed this limitation by filtering entries without proper zip codes and entries that had inconsistencies in them. In addition, our study provides a snapshot over a 5-day time period, such that the results are only representative of this time period. We have addressed this limitation by deploying the study on a weekly basis since its first deployment at the end of March [28].

Finally, our prevalence estimates have several limitations, including overestimation of symptoms due to the existence of other flu-like illnesses at the time, and selection bias for symptomatic individuals who might have been more motivated to respond or forward the survey. We also lacked detail regarding which SARS-CoV-2 test respondents had taken, the reliability of these tests, and the relative timeframe of when the tests were taken versus symptoms. However, as noted in the manuscript, our goal is to show the value of large-scale, online, self-reported population studies to quickly and cheaply approximate the prevalence of COVID-19 when testing capacity is limited and data is scarce, as was the case in Spain at the time of the study and as might be the case in other countries in the future.

Conclusions
The COVID-19 pandemic is undoubtedly having a major impact on the lives of people worldwide. Although there is data
regarding the number of reported cases, hospitalizations and intensive care patients, and deaths, there is a scarcity of data about the individual experiences of people; their personal, financial and labor situations; their health state; and their attitudes toward the confinement measures. This paper reports the first results of analyzing a large-scale, rich data set of self-reported information regarding the social contact, economic impact, working situation, and health status of over 140,000 individuals in Spain. It is the largest population survey carried out in Spain in the context of an infectious disease pandemic.

The data is extremely rich and multifaceted. Thus, it offers numerous avenues of future work and deeper analysis according to different dimensions, including location (at a zip code level), which we have not covered in this paper.

We have launched successive versions of the Covid19Impact survey [27] in consecutive weeks throughout the COVID-19 pandemic to assess the COVID-19 situation from the perspective of the population in Spain over time and identify changes in people’s situations and perceptions regarding the pandemic.
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Abstract

Background: Evidence from past pandemics suggests that fear, uncertainty, and loss of control during large-scale public health crises may lead to increased pandemic-related information seeking, particularly among persons predisposed to high anxiety. In such groups, a greater consumption of information pertaining to the COVID-19 pandemic may increase anxiety.

Objective: In this study, we examine the association between online activity and Generalized Anxiety Disorder 7 (GAD-7) scores in the United States.

Methods: We recruited participants for an online survey through advertisements on various platforms such as Google, Facebook, and Reddit. A total of 406 adult US participants with moderate to severe (≥10) GAD-7 scores met the inclusion criteria and completed the survey. Anxiety levels measured using the GAD-7 scale formed our primary outcome. Our key independent variables were average daily time spent online and average daily time spent online searching about COVID-19 within the past 14 days. We used as controls potential confounders of the relation between our key independent variables and GAD-7 scores, namely, sleep quality, the COVID-19 Fear Inventory scale, binge drinking, substance use, prescription drug abuse, and sociodemographic attributes.

Results: Linear multivariate regression analyses showed that GAD-7 scores were higher among those who spent >4 hours online (per day) searching for information about COVID-19 (coefficient 1.29, P=.002), controlling for all other covariates. The total time spent online was not statistically associated with GAD-7 scores.

Conclusions: Results from this study indicate that limiting pandemic-related online information seeking may aid anxiety management in our study population.

(J Med Internet Res 2020;22(9):e21490) doi:10.2196/21490
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Introduction

The COVID-19 pandemic has impacted multiple aspects of everyday life across the world. Social distancing measures mandated by state governments in the United States, including stay-at-home orders and closure of nonessential businesses, have preceded record-breaking unemployment rates and an unprecedented US $3 trillion relief and economic stimulus package from Congress [1-3]. These sweeping changes have altered daily routines of the US population and may correspond...
with marked changes in mental and behavioral health, exacerbated by social isolation, fear, uncertainty, and financial strain during this pandemic [4].

The convergence of social isolation, heightened ambient stress, and potential loss of resources including access to health care has elicited calls for research on correlates of mental health outcomes amid the current pandemic [5]. Understandably, COVID-19 has spurred a substantial amount of research on mental health in the present times. According to a recent meta-analytic review, populations across multiple geographies worldwide have experienced an approximately 30% increase in anxiety, depression, and stress [6]. These reports cohere with mental distress observed in the United States [7]. About one-third of the adult population in the United States has reported increased anxiety, trauma, depression, and substance use in the months following the COVID-19 pandemic [7]. Approximately 1 in 10 US adults have also reported having seriously contemplated suicide [7].

The initial stages of pandemics invariably correspond with widespread anxiety [8]. Scholars examining past pandemics report overconsumption of information (and misinformation) from 24-hour news cycles and social media as potential coping mechanisms among populations faced with fear and uncertainty [8]. Individual-level psychological responses to pandemics may vary by personal intolerance to uncertainty thresholds [8,9]. For instance, during the 2014 swine flu epidemic, people with high intolerance to uncertainty were also more likely to report fear and anxiety about getting infected with the virus, relative to those with lower intolerance [9]. Anxiety correlates positively with intolerance to uncertainty that in turn, may lead to reassurance-seeking behaviors such as frequently checking the internet for medical information or pandemic-related news updates [8]. This maladaptive coping behavior may turn into a self-perpetuating negative feedback cycle. Among persons vulnerable to emotional distress, repeat consumption of information online may thus lead to overestimation of the pandemic threat and exacerbation of anxiety [8].

Research on the mental health impacts of the COVID-19 pandemic in China, which was the first country affected by this pandemic, finds a positive correlation between anxiety and exposure to news and information about COVID-19 online [10]. In one study, a cross-sectional sample of about 4800 online survey participants reported 72% higher odds of anxiety symptoms (but not depression) with frequent exposure to news and information about COVID-19, relative to those with infrequent or low exposure [10]. Another web-based cross-sectional survey of over 7000 people in China also reported an increase in Generalized Anxiety Disorder 7 (GAD-7) scores with more than 3 hours per day spent discussing or searching about COVID-19 [11]. Huang and Zhao [11] observed poorer sleep quality- a strong correlate of anxiety and depression- among health care workers, in alignment with contemporaneous reports of adverse mental health outcomes in this occupational group [12]. Research examining trends in mental health–related search terms on Google across multiple countries also reported an increase in search volume for “insomnia” immediately following the current pandemic in those regions [13].

Online studies are increasingly becoming a popular means of conducting health research during the COVID-19 pandemic [14-16]. Online surveys have wide reach, as a large majority of the population has rapidly gained access to the internet over the past decade with over 80% of households in the United States reporting having an internet-connected computer or smartphone [17]. Quarantine and social distancing measures currently in effect owing to the COVID-19 pandemic make online surveys particularly lucrative for data collection and research [15,16].

This study examines the relation between GAD-7 scores and time spent online searching for information about COVID-19 in a cross-section of 406 online survey participants with moderate to severe anxiety in the United States. To our knowledge, this is the first study to examine the relation between online activity pertaining to COVID-19 and GAD-7 scores in a US sample, and may help augment our understanding of the mental health consequences of the current pandemic.

**Methods**

**Participant Recruitment**

We recruited study participants through online advertisements on Facebook, Google ads, and online forums such as Reddit. Potential participants who clicked on the online ads were routed to a Qualtrics survey where they were screened for eligibility using the GAD-7 screening tool, which we modified in relation to COVID-19 (for the detailed modified GAD-7 instrument, please see the first table in Multimedia Appendix 1). To be eligible for participation, participants needed to meet the following inclusion criteria: adults 18 years or older who were competent enough to give informed consent, English speakers, moderate to severe GAD-7 scores (≥10) in relation to COVID-19, not currently taking anxiety medication, uses social media or online communities greater than twice per week, willing and capable of understanding and assenting to an online informed consent form, has or is willing to accept a group invitation from our Facebook social media page, and has completed the survey.

Those who did not meet all items on the inclusion list were ineligible for the study. After eligible participants provided their consent online and liked or messaged our study’s Facebook page, they were invited to complete our survey study, for which they received US $15 Amazon gift cards post survey completion. Given that persons with pre-existing anxiety appear differentially exposed and vulnerable to online information seeking during pandemics, we selected persons who have moderate to severe anxiety (ie, ≥10 GAD-7 score) [18] to have a sufficiently large sample size of persons with high anxiety for our study.

The survey was conducted from March 15, 2020, to April 8, 2020. University of California, Irvine’s Institutional Review Board (IRB) deemed this study as IRB exempt. Our analytic sample comprised of 406 respondents who met the inclusion criteria and responded to all items on the survey.

**Variables**

For the dependent variable, we measured anxiety levels using the GAD-7 scale [18]. Scores on the GAD-7 scale are determined through participant responses to a 7-item anxiety
questionnaire. The resulting (additive) GAD-7 score was defined as the outcome of interest.

The key independent variables included time spent online (6 categories: none, 1 minute to 2 hours, 2-4 hours, 4-6 hours, 6-8 hours, >8 hours) and time spent online searching about COVID-19 (6 categories: none, 1 minute to 2 hours, 2-4 hours, 4-6 hours, 6-8 hours, >8 hours). We converted time spent online searching about COVID-19 from categorical to binary (≤4 hours per day or >4 hours per day) for clarity of interpretation (very few participants reported spending <2 hours searching about COVID-19 per day).

As described previously, pandemics correspond with a decline in quality of sleep, increased pandemic fear, and increased substance use [7,8]. These factors may drive greater online information seeking or serve as mediators of the relation between time spent online and increased anxiety. To that end, we included as our control variables binge drinking (binary: <5 or ≥5 alcoholic drinks in any day for males, ≥4 alcoholic drinks in any day for females, in the past 14 days), drug use (eg, marijuana, cocaine, heroin), and prescription drug abuse (eg, opioids, Adderall) in the past 14 days (binary: yes or no). We also derived a sleep scale using responses to items adapted from the Medical Outcomes Study (MOS) scale through Cronbach alpha and used this continuous variable as an exposure ($\alpha = .78$; second table in Multimedia Appendix 1) [19]. In addition, we used a validated pandemic fear inventory scale and defined a COVID-19 Fear Inventory scale using Cronbach alpha estimates from 10 item responses ($\alpha = .76$; third table in Multimedia Appendix 1) [20]. Inclusion of these covariates allows us to estimate the relation between our dependent and key independent variables “net of” plausible and measurable confounding factors. Other control variables included education (binary: <high school or 2high school), sex (male, female), race (non-Hispanic White, non-Hispanic Black, Hispanic, Asian, others), and age (in years).

Statistical Analysis
We used ordinary least squares multivariate regression analysis to examine the relation between GAD-7 scores and the independent, control variables. We specified robust standard errors to account for heteroskedasticity. Regression coefficients with $P<.05$ were deemed statistically significant. All analyses were performed in Stata SE version 14.2 (StataCorp) [21]. There were no missing data in our analytic data set, as all 406 participants completed the survey in entirety.

Results

Table 1 shows the descriptive statistics of the variables included in this study. The average GAD-7 score among the study participants was 17.2, and mean scores on the MOS sleep scale and COVID-19 Fear Inventory scale were 2.2 and 5, respectively. About 83% (336/406) of the participants reported greater than 4 hours spent searching for information about COVID-19 online per day in the past 14 days. The mean age of study participants was approximately 39 years, with 82% (332/406) females and 18% (74/406) males. Approximately 75% (307/406) were non-Hispanic White, 7% (28/406) non-Hispanic Black, and 10% (41/406) Hispanic. Most participants reported having a high school or General Educational Development (GED), or higher educational attainment (394/406, 97%).
Table 1. Descriptive statistics of variables included in study (N=406).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAD-7(^a) score, mean (SD)</td>
<td>17.2 (3.2)</td>
</tr>
<tr>
<td>MOS(^b) Sleep Scale score, mean (SD)</td>
<td>2.2 (0.9)</td>
</tr>
<tr>
<td>COVID-19 Fear Inventory score, mean (SD)</td>
<td>4.2 (0.5)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.9 (12.7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time spent online per day in the past 14 days, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>1 minute to 2 hours</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>2-4 hours</td>
<td>62 (15.27)</td>
</tr>
<tr>
<td>4-6 hours</td>
<td>103 (25.37)</td>
</tr>
<tr>
<td>6-8 hours</td>
<td>107 (26.35)</td>
</tr>
<tr>
<td>&gt;8 hours</td>
<td>128 (31.53)</td>
</tr>
</tbody>
</table>

Greater than 4 hours daily spent online searching for/reading information/watching videos about COVID-19 (eg, causes of it, symptoms, effects of COVID-19 on society/the stock market/employment issues, news reports about it) in the past 14 days, n (%) 336 (82.8)

Binge drinking on any day within the past 14 days, n (%) 98 (24.1)

Used any drugs including marijuana, cocaine or crack, heroin, methamphetamine (crystal meth), hallucinogens, ecstasy/MDMA in the past 14 days, n (%) 69 (17)

Used any prescription medications just for the feeling, more than prescribed, or that were not prescribed (eg, OxyContin, Vicodin, Percocet, Methadone, Xanax, Ativan, Klonopin, Adderall, or Ritalin), n (%) 20 (4.9)

<table>
<thead>
<tr>
<th>Race/ethnicity, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Hispanic White</td>
<td>307 (75.6)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>28 (6.9)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>41 (10.1)</td>
</tr>
<tr>
<td>Asian</td>
<td>14 (3.45)</td>
</tr>
<tr>
<td>Other</td>
<td>16 (3.94)</td>
</tr>
</tbody>
</table>

Greater than or equal to high school/GED\(^c\) education, n (%) 394 (97)

<table>
<thead>
<tr>
<th>Sex, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>332 (81.8)</td>
</tr>
<tr>
<td>Male</td>
<td>74 (18.2)</td>
</tr>
</tbody>
</table>

\(^a\)GAD-7: Generalized Anxiety Disorder 7.
\(^b\)MOS: Medical Outcomes Study.
\(^c\)GED: General Educational Development.

Table 2 shows the results from the linear regression analysis predicting GAD-7 scores as a function of covariates included in the study. The time spent in daily online activity was not statistically associated with GAD-7 scores. However, more than 4 hours of daily online activity was associated with higher GAD-7 scores (coefficient 1.29, \(P=.002\)). This relation remained robust when using the 6-category (none, 1 minute to 2 hours, 2-4 hours, 4-6 hours, 6-8 hours, >8 hours) version of daily online activity searching for information about COVID-19 as well (results available upon request). The sleep scale scores varied inversely (coefficient \(-1.02, P<.001\)), and the COVID-19 Fear Inventory scale scores varied positively and significantly (coefficient 1.46, \(P<.001\)) with GAD-7 scores. Misuse or abuse of prescription drugs in the past 14 days was associated with higher GAD-7 scores (coefficient 1.12, \(P=.007\)). Participants with high school or GED, or higher education showed lower GAD-7 scores relative to those without high school education (coefficient \(-2.77, P<.001\)). Relative to non-Hispanic Whites, GAD-7 scores did not vary across non-Hispanic Blacks, Hispanics, Asians, and other races or ethnicities. We also observed no relation between GAD-7 scores and age, sex, alcohol use, and use of nonprescription drugs such as marijuana, cocaine, or heroin.
Table 2. Multivariate linear regression results predicting Generalized Anxiety Disorder 7 score as a function of key covariates.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time spent online per day in the past 14 days (reference: 1 minute to 2 hours)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 hours</td>
<td>−0.59 (−2.54 to 1.36)</td>
<td>.55</td>
</tr>
<tr>
<td>4-6 hours</td>
<td>−0.05 (−1.95 to 1.85)</td>
<td>.96</td>
</tr>
<tr>
<td>6-8 hours</td>
<td>−0.55 (−2.45 to 1.35)</td>
<td>.57</td>
</tr>
<tr>
<td>&gt;8 hours</td>
<td>−0.03 (−1.92 to 1.87)</td>
<td>.98</td>
</tr>
<tr>
<td>Greater than 4 hours online activity searching for/reading information/watching videos about COVID-19 per day</td>
<td>1.29 (0.47 to 2.11)</td>
<td>.002</td>
</tr>
<tr>
<td>Consumed more than 5 alcoholic drinks a day (in the past 14 days)</td>
<td>0.31 (−0.32 to 0.93)</td>
<td>.34</td>
</tr>
<tr>
<td>Used any drugs including marijuana, cocaine or crack, heroin, methamphetamine (crystal meth), hallucinogens, ecstasy/MDMA in the past 14 days</td>
<td>−0.18 (−0.94 to 0.57)</td>
<td>.64</td>
</tr>
<tr>
<td>Used prescription medications just for the feeling, more than prescribed, or that were not prescribed (eg, opiates, medications for anxiety, sleep, ADHD^a) in the past 14 days</td>
<td>1.12 (0.30 to 1.93)</td>
<td>.007</td>
</tr>
<tr>
<td>MOS^b Sleep Scale score</td>
<td>−1.02 (−1.35 to −0.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 Fear Inventory Scale score</td>
<td>1.47 (0.76 to 2.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.00 (−0.03 to 0.02)</td>
<td>.91</td>
</tr>
<tr>
<td>Female (reference: male)</td>
<td>0.66 (−0.12 to 1.45)</td>
<td>.10</td>
</tr>
<tr>
<td>Greater than or equal to high school/GED^c education</td>
<td>−2.77 (−4.10 to −1.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Race/ethnicity (reference: non-Hispanic White)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.24 (−0.89 to 1.12)</td>
<td>.82</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.43 (−0.72 to 1.22)</td>
<td>.61</td>
</tr>
<tr>
<td>Asian</td>
<td>1.49 (−0.33 to 2.60)</td>
<td>.13</td>
</tr>
<tr>
<td>Other</td>
<td>−1.25 (−2.55 to 0.05)</td>
<td>.06</td>
</tr>
<tr>
<td>Sample size (N)</td>
<td>406 N/A^d</td>
<td></td>
</tr>
<tr>
<td>Adjusted R^2</td>
<td>0.221 N/A</td>
<td></td>
</tr>
</tbody>
</table>

^aADHD: attention-deficit/hyperactivity disorder.
^bMOS: Medical Outcomes Study.
^cGED: General Educational Development.
^dN/A: not applicable.

Discussion

Principal Results

We found that spending an average of 4 or more hours per day searching online about COVID-19 was associated with greater anxiety (measured using GAD-7 scores) in our cross-sectional sample of 406 US adults with moderate to severe anxiety. Relative to those who spent less than 4 hours on pandemic-related online searches, those who exceeded 4 hours of COVID-19–related online activity had GAD-7 scores that were 1.3 units higher. Our analyses controlled for individual sociodemographic attributes, time spent online overall, substance use, binge drinking, sleep quality, and the COVID-19 Fear Inventory. Our findings align with those from prior research and highlight the relation between online information seeking and worsened anxiety symptoms in the context of the COVID-19 pandemic [8,10,11].

Limitations

Limitations include the cross-sectional nature of our study design that restricts causal inference and generalizability. We also note that, although GAD-7 scores may be used to assist with a psychiatric diagnosis of generalized anxiety disorder, this study uses them to approximate anxiety levels (over the past 2 weeks preceding the survey only) and not as a clinical diagnosis. Clinical diagnosis of generalized anxiety disorder, per the Diagnostic and Statistical Manual of Mental Disorders, 5th Edition criteria, typically requires continued observation over a period of 6 months [18]. For the purposes of this study, GAD-7 scores are well suited to capture proximate responses to a sudden, exogenous, and acute stressor (ie, the COVID-19 pandemic).

Implications for Future Research

We encourage future research to examine whether (as indicated by our findings) relatively simple measures such as limiting exposure to COVID-19–related information may help in
managing anxiety during pandemics. Our study may aid future research in examining the effect of misinformation during pandemics because persons exposed to a higher volume of COVID-19–related information may also, statistically speaking, be exposed to greater misinformation (owing to the sheer volume of exposure). People with high anxiety and high intolerance to uncertainty, when exposed to quack cures and misinformation, may be more likely to act on potentially fatal “preventive” measures [8,22]. Curation of accurate information available online (eg, fact-checking by scientific organizations) may serve as an effective tool in preventing adverse outcomes [23].

It is plausible that persons with high anxiety select into greater pandemic-related information seeking online. In such cases, the propensity of persons with high anxiety to spend substantial amounts of time online may be used in targeted internet-based mental health service delivery. High frequency internet and social media users with pre-existing mental health conditions may serve as an accessible group for telepsychiatry, telemedicine, and social media–based interventions [5]. Such interventions and services offer the dual benefit of reaching target (ie, high anxiety) populations while adhering to pandemic prevention guidelines (eg, lower interpersonal contact, social distancing) [5].

Conclusion
In this cross-sectional study, we observed a positive relation between time spent online searching for information about COVID-19 and GAD-7 scores. Our analyses may assist in understanding correlates of mental health outcomes during the ongoing COVID-19 pandemic.
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Abstract

Background: Accurately assessing the regional activity of diseases such as COVID-19 is important in guiding public health interventions. Leveraging electronic health records (EHRs) to monitor outpatient clinical encounters may lead to the identification of emerging outbreaks.

Objective: The aim of this study is to investigate whether excess visits where the word “cough” was present in the EHR reason for visit, and hospitalizations with acute respiratory failure were more frequent from December 2019 to February 2020 compared with the preceding 5 years.

Methods: A retrospective observational cohort was identified from a large US health system with 3 hospitals, over 180 clinics, and 2.5 million patient encounters annually. Data from patient encounters from July 1, 2014, to February 29, 2020, were included. Seasonal autoregressive integrated moving average (SARIMA) time-series models were used to evaluate if the observed winter 2019/2020 rates were higher than the forecast 95% prediction intervals. The estimated excess number of visits and hospitalizations in winter 2019/2020 were calculated compared to previous seasons.

Results: The percentage of patients presenting with an EHR reason for visit containing the word “cough” to clinics exceeded the 95% prediction interval the week of December 22, 2019, and was consistently above the 95% prediction interval all 10 weeks through the end of February 2020. Similar trends were noted for emergency department visits and hospitalizations starting December 22, 2019, where observed data exceeded the 95% prediction interval in 6 and 7 of the 10 weeks, respectively. The estimated excess over the 3-month 2019/2020 winter season, obtained by either subtracting the maximum or subtracting the average of the five previous seasons from the current season, was 1.6 or 2.0 excess visits for cough per 1000 outpatient visits, 11.0 or 19.2 excess visits for cough per 1000 emergency department visits, and 21.4 or 39.1 excess visits per 1000 hospitalizations with acute respiratory failure, respectively. The total numbers of excess cases above the 95% predicted forecast interval were 168 cases in the outpatient clinics, 56 cases for the emergency department, and 18 hospitalized with acute respiratory failure.

Conclusions: A significantly higher number of patients with respiratory complaints and diseases starting in late December 2019 and continuing through February 2020 suggests community spread of SARS-CoV-2 prior to established clinical awareness and
testing capabilities. This provides a case example of how health system analytics combined with EHR data can provide powerful and agile tools for identifying when future trends in patient populations are outside of the expected ranges.

(J Med Internet Res 2020;22(9):e21562) doi:10.2196/21562
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Introduction

Health systems, medical providers, bioinformaticians, and researchers worldwide are working tirelessly to understand, contain, and ameliorate the COVID-19 pandemic. During this health emergency, clinicians have anecdotally noted an unusual number of patients with respiratory complaints at the end of 2019 and early 2020, well before COVID-19 was officially categorized by the World Health Organization (WHO) as a pandemic [1]. It is unclear whether such anecdotal reports are correct or the result of hindsight bias. If correct, the excess could represent typical variation in disease patterns. Alternatively, the excess, especially if it is significantly above prediction intervals based on historical data, could represent undetected and early COVID-19 cases prior to established clinical awareness and testing capabilities for the virus.

In the past decade, there has been widespread adoption of electronic health records (EHRs) in the United States. However, there have been limited efforts to date to leverage EHRs to support the delivery of high-value medical care or otherwise improve the delivery of health care services [2]. Using EHR data to model and forecast trends has the potential to improve resource management and the preparedness of health systems [3-7], which in turn could improve the quality of medical care. In particular, EHR data paired with analytical tools can potentially identify unusual trends in health care delivery that can alert clinicians and public health experts to critical changes in disease patterns.

The purpose of this paper is to use discrete raw EHR data to evaluate whether there was an excess of patients presenting with symptoms and diseases suggestive of COVID-19 in the months prior to the first known COVID-19 cases in the US health system in March 2020, using words found in chief complaint fields and International Classification of Diseases (ICD) codes from hospital discharge diagnoses. We analyzed 5 years of data from a large Los Angeles–area health system using time-series methods to address whether there was an excess number of patients presenting for complaints of cough, or hospitalizations for respiratory ailments. These methods highlight how health care analytics coupled with EHR data can be harnessed for disease surveillance. In particular, surveillance starting from the larger outpatient setting, which is often the tip of the iceberg, can provide an early warning of a public health emergency before patients fill hospital intensive care units and deaths accumulate.

Methods

The study included data from July 1, 2014, to February 29, 2020, from UCLA Health, a large health system with over 2.5 million total outpatient visits and 3 hospitals (UCLA Medical Center Santa Monica, Resnick Neuropsychiatric Hospital at UCLA, and Ronald Reagan UCLA Medical Center). Health system utilization data during the winter season, from December 1, 2019, to February 29, 2020, the months prior to increased public awareness of COVID-19 in the United States, were evaluated using the previous 5 years as the comparison period in a time-series analysis. Data were collected using SQL reports from Epic Clarity production databases supporting the EHRs used throughout UCLA Health.

Analyses included three different care settings: outpatient clinics, emergency departments, and hospital. All primary, specialty, and urgent care outpatient visits were considered and searched for the word “cough” within the reason for visit, further examining the percentages of patients presenting with cough in the current winter season with forecast predictions based on data for the preceding 5 years. All patient visits to emergency departments for cough and data on patients hospitalized with acute respiratory failure for the current winter season were separately examined with the corresponding data for recent years in the same manner (see Table 7 in Multimedia Appendix 1 for a list of ICD codes).

Seasonal autoregressive integrated moving average (SARIMA) models were applied on weekly data in SAS (SAS Institute) from July 1, 2014, through November 30, 2019, to forecast data for December 2019 through February 2020 (Tables 1-6 and Figures 1-3 in Multimedia Appendix 1). These models take into account seasonal effects [8,9] and use maximum likelihood to estimate model parameters based on historical data from July 1, 2014, to November 30, 2019. A winter season is defined as the time period from December 1 to the last day of February of the subsequent year. Using the SARIMA model, a forecast of the 2019/2020 winter season was provided. Specifically, a $\text{SARIMA}(1,0,1) \times (1,0,1)_2^5$ model was used to analyze the outpatient time series, a $\text{SARIMA}(1,0,3) \times (1,0,1)_2^5$ model was used to analyze the emergency department data, and a $\text{SARIMA}(1,0,1) \times (1,0,1)_2^5$ model was used to analyze the inpatient data for patients with acute respiratory failure. The autoregressive and moving-average orders were identified by both SCAN and extended sample autocorrelation function (ESACF) methods [10].

The 95% prediction intervals for the forecast allowed an assessment of whether the observed data at weekly intervals for the 2019/2020 winter season were outside of the time-series prediction interval.

For example, for the outpatient clinic visit data, the following $\text{SARIMA}(1,0,1) \times (1,0,1)_2^5$ model was used (model parameter estimates are shown in Table 1 in Multimedia Appendix 1):
Where $X_t$ is the percentage of visits in week for which cough was a recorded symptom; $B$ is the backshift operator, $BX_t = X_{t-1}$; $\xi$ is a white noise process of uncorrelated random variables with mean 0 and variance $\sigma^2$; and $Z_t$ is an indicator variable for the months of December to February.

Excess cases per 1000 visits for the 2019/2020 winter season compared to previous seasons were estimated using three methods (Tables 8-11 in Multimedia Appendix 1). First, for a conservative estimate of excess cases, the maximum of the five previous seasons was subtracted from the current season. Second, the average of the five previous seasons was subtracted from the current season. For both methods, the excess percentage was multiplied by the total number of patient visits in the current season. For the third method, the upper limit of the time-series 95% prediction interval was subtracted from the observed rate for each of the 13 weeks in the 2019/2020 season to estimate the weekly excess percentages. The weekly excess percentage was multiplied by the weekly patient visits and aggregated to estimate the excess cases.

To visualize the data, the local regression (LOESS) technique was used to smooth daily data with a smoothing span of 20% (see Figure 4 in Multimedia Appendix 1 for scatter plots of daily data) [11], with analyses performed in R (R Foundation for Statistical Computing) [12] and figures generated in Microsoft Excel (Microsoft Corp).

Two sensitivity analyses were performed. First, patient insurance status was considered to see if variation in insurance could explain trends over time in the outpatient and emergency department data; the analysis was repeated using only those outpatient clinics that existed for all years of the study period to ensure that changing case mix did not confound our results. Second, patients hospitalized with a broader set of respiratory illnesses were investigated; patients hospitalized with ICD codes used in a study of respiratory tract illnesses associated with influenza [13], and those with any pneumonia (see Table 7 in Multimedia Appendix 1 for a list of ICD codes). A SARIMA$(2,0,2) \times (1,0,1)_{52}$ model was used to analyze the inpatient data for “any respiratory tract disease,” and a SARIMA$(2,0,1) \times (1,0,1)_{52}$ model was used to analyze the inpatient data for “pneumonia.” Institutional Review Board approval was obtained (UCLA number 20-000528).

Results

Outpatient Clinic Data

The data encompass 9,501,091 outpatient clinic visits, with the average number of clinic visits increasing over time (eg, there were 314,832 visits from December 1, 2014, to February 28, 2015, and 511,687 visits during the 2019/2020 winter season). The expected cyclical increase in patients presenting with reports of cough each winter is observed for all 6 years studied (Figure 1A; Table 1; Figure 1A in Multimedia Appendix 1). The percentage of patients presenting for complaint of a cough was within the prediction intervals in early and mid-December 2019. Starting the week of December 22, 2019, the data exceeded the 95% prediction interval and consistently exceeded the 95% prediction interval each week through the end of February 2020 (Figure 2).

The estimated number of total excess visits for cough over the three winter months of 2019-2020 was 739 (1.6/1000 visits) when compared with the highest historical monthly value and 1047 (2.0/1000 visits) when compared with the average monthly value for all 5 years of historical controls. There were 168 excess visits above the 95% prediction interval forecast according to the time-series analysis (Table 2; Table 8 in Multimedia Appendix 1).
Figure 1. Percentage of outpatient and emergency department visits for cough and hospitalizations for acute respiratory failure from July 1, 2014, to February 29, 2020. Vertical reference lines align to the first day of each month. (A) Outpatient clinic visits for complaints of cough. (B) Emergency department visits for cough. (C) Hospitalizations for acute respiratory failure.

Table 1. Outpatient and emergency department visits for cough and hospitalizations for acute respiratory failure by years of winter season (December to February).

<table>
<thead>
<tr>
<th>Calendar year</th>
<th>Total Outpatient visits</th>
<th>Cough Number of patients (%)</th>
<th>Cough Cases per 1000</th>
<th>Total Emergency department ED visits</th>
<th>Cough Number of patients (%)</th>
<th>Cough Cases per 1000</th>
<th>Total Hospitalizations</th>
<th>Acute respiratory failure Number of patients (%)</th>
<th>Cases per 1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014-2015</td>
<td>314,832</td>
<td>929 (0.30)</td>
<td>3.0</td>
<td>24,127</td>
<td>853 (3.54)</td>
<td>35.4</td>
<td>11,016</td>
<td>680 (6.17)</td>
<td>61.7</td>
</tr>
<tr>
<td>2015-2016</td>
<td>391,089</td>
<td>1499 (0.38)</td>
<td>3.8</td>
<td>25,977</td>
<td>1134 (4.37)</td>
<td>43.7</td>
<td>10,925</td>
<td>760 (6.96)</td>
<td>69.6</td>
</tr>
<tr>
<td>2016-2017</td>
<td>405,620</td>
<td>1671 (0.41)</td>
<td>4.1</td>
<td>25,505</td>
<td>1072 (4.20)</td>
<td>42.0</td>
<td>10,831</td>
<td>827 (7.64)</td>
<td>76.4</td>
</tr>
<tr>
<td>2017-2018</td>
<td>425,686</td>
<td>1670 (0.39)</td>
<td>3.9</td>
<td>27,022</td>
<td>1429 (5.29)</td>
<td>52.9</td>
<td>10,640</td>
<td>830 (7.80)</td>
<td>78.0</td>
</tr>
<tr>
<td>2018-2019</td>
<td>446,673</td>
<td>1635 (0.37)</td>
<td>3.7</td>
<td>25,555</td>
<td>1263 (4.94)</td>
<td>49.4</td>
<td>10,646</td>
<td>996 (9.36)</td>
<td>93.6</td>
</tr>
<tr>
<td>2019-2020</td>
<td>511,687</td>
<td>2938 (0.57)</td>
<td>5.7</td>
<td>26,748</td>
<td>1708 (6.39)</td>
<td>63.9</td>
<td>9903</td>
<td>1138 (11.49)</td>
<td>114.9</td>
</tr>
</tbody>
</table>

ED: emergency department.
Figure 2. Time series analysis of outpatient data. (A) Forecast, with 95% prediction intervals, of expected rates of outpatient presentations for cough (based on time-series analyses of the previous 5 years), with observed data for each week shown for December 1, 2019, to February 29, 2020. (B) Time-series analysis of outpatient data.

Table 2. Estimated excess cases during the 2019/2020 winter season via different methods.

<table>
<thead>
<tr>
<th>Estimated excesses</th>
<th>Outpatient (cough)</th>
<th>Emergency department (cough)</th>
<th>Hospitalization (acute respiratory failure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated excess cases per 1000 visits(^a)</td>
<td>1.6, 2.0</td>
<td>11.0, 19.2</td>
<td>21.4, 39.1</td>
</tr>
<tr>
<td>Estimated excess cases(^a)</td>
<td>739, 1047</td>
<td>229, 514</td>
<td>210, 387</td>
</tr>
<tr>
<td>Total number of weeks the observed data was above the 95% prediction interval</td>
<td>10/13 (100% of weeks after December 22, 2019)</td>
<td>6/13 (60% of weeks after December 22, 2019)</td>
<td>7/13 (70% of weeks after December 22, 2019)</td>
</tr>
<tr>
<td>Excess cases above the 95% prediction interval(^b)</td>
<td>168</td>
<td>56</td>
<td>18</td>
</tr>
</tbody>
</table>

\(^a\)Two methods were used to estimate the excess cases per 1000 visits and excess cases in the 2019/2020 winter season (December 2019, January 2020, and February 2020) compared to previous seasons. First, for a conservative estimate of excess cases per 1000 visits, using percentages we subtracted the maximum of the five previous seasons with the current season. Second, we subtracted the average of the five previous seasons from the current season. For both methods, we multiplied the excess percentage by the total number of patient visits in the current season to estimate the excess cases.

\(^b\)For the third method, we subtracted the upper limit of the time-series 95% prediction interval from the observed rate for each of the 13 weeks in the current season to estimate the weekly excess percentages (data not shown in table). We multiplied the weekly excess percentage by the weekly patient visits and aggregated these numbers to estimate the excess cases.

Emergency Department Visits

The emergency department data encompass 574,813 visits from July 1, 2014, to February 29, 2020, with an average of 25,822 visits per winter season. Similar to outpatient visits for cough, seasonal variation in the proportion of emergency department visits for cough was observed (Figure 1B, Table 1). An excess above the time-series 95% prediction interval was noted starting December 22, 2019; in total, 6 of the 10 weeks exceeded the 95% prediction interval (Figure 3). The estimated number of total excess in patient visits to the emergency departments for cough over the 2019/2020 winter season using the three methods was 229 (11.0/1000 visits), 514 (19.2/1000 visits), and 56, respectively (Table 2; Table 9 in Multimedia Appendix 1).
Figure 3. Time-series analysis of emergency department visits for cough. (A) Forecast, with 95% prediction intervals, of expected rates of emergency department presentations for cough (based on time-series analyses of the previous 5 years), with observed data for each week shown for December 1, 2019, to February 29, 2020. (B) Time-series analysis of emergency department data.

Hospitalized Patients
There were 247,774 patients admitted to the three hospitals included in this study from July 1, 2014, to February 29, 2020, with an average of 10,660 admissions each winter season. The percentage of patients with a discharge diagnosis of acute respiratory failure were higher in December 2019, January 2020, and February 2020 when compared with all 5 historical control years (Figure 1C, Table 1). The observed percentage of patients who had acute respiratory failure during the subsequent hospitalization exceeded the time-series 95% prediction interval for patients admitted starting the week of December 22, 2019; in total, 7 of the 10 weeks of observed data were above the 95% prediction interval (Figure 4). Using the three prediction methods, the estimated excess numbers of patients hospitalized with acute respiratory failure were 210 (21.4/1000 visits), 387 (39.1/1000 visits), and 18, respectively (Table 2; Table 10 in Multimedia Appendix 1).
Sensitivity Analyses

The above findings were qualitatively unchanged when clinic and emergency department visits were analyzed by insurance class and clinic visits were restricted to clinics that treated patients in all years of the study period (Figures 5-7 in Multimedia Appendix 1). The percentage of patients with a discharge diagnosis of any respiratory tract disease or of any pneumonia were also higher in December 2019, January 2020, and February 2020 when compared with prior years (Table 11 in Multimedia Appendix 1).

Discussion

A significantly higher number of patients presented to outpatient clinics and emergency departments in this health system with a complaint of cough starting the last week of December 2019 and continuing through January and February 2020. These findings translate into hundreds of additional patients seeking outpatient medical attention in this health system for the respiratory symptom of cough during the 2019/2020 winter season. A significant excess in the number of patients hospitalized with acute respiratory failure during this same time period was also noted. It is possible that some of this excess represents early COVID-19 disease before clinical recognition and testing, information that may help epidemiologists better understand the spread of this pandemic. If only some of these excess visits are due to COVID-19, this could still represent community spread of SARS-CoV-2 during that time because a substantial proportion of individuals infected have no symptoms or mild symptoms and do not seek medical care [14,15], making cryptic spread of the disease within a community likely.

EHRs are widely adopted but have not been used to their fullest potential to deliver high-value care [16-18]. This work demonstrates the potential of using EHR data for symptom or disease surveillance. A strength of this study is the use of raw EHR data that are already collected in most health care systems to determine whether patients were presenting with reports of “cough” at excess numbers in the months before the first known case of COVID-19 in this health system. In addition, this study considers data from three separate locations of patient care contained in the EHR: the outpatient setting, the emergency department, and the hospital. For many diseases, data from the outpatient setting can provide an early warning to emergency departments and hospital intensive care units of what is to come. By leveraging time-series analysis to calculate prediction intervals of expected patients, outlier numbers of patient visits can be quickly identified.

While asymptomatic transmission and community spread of COVID-19 are possible explanations for the observed excess...
patient encounters, other reasons and limitations need to be considered. The study was performed in a single health system and we only searched for the word “cough.” Although the term “cough” is possibly more specific to COVID-19 than other symptoms such as “fever” or “aches,” this search method has imperfect specificity and sensitivity as it does not include the full spectrum of COVID-19 symptoms [19-25]. The health system patient mix could have changed over the study period, but sensitivity analyses did not find evidence that this affected the findings. It is possible that the findings are due to lung injury from e-cigarettes (vaping), but this explanation is doubtful because the Centers for Disease Control and Prevention reported a continued decline after September 2019 [26].

Another limitation is not knowing for certain whether and what percentage of excess patient visits were due to influenza. An increase in influenza-positive test results and emergency department visits for influenza-like illnesses was noted in Los Angeles County and the United States during the 2019/2020 winter season when compared with prior years [27,28]. The incidence of influenza-like symptoms in the United States peaked earlier in 2019 when compared with previous years [28], with the 2019/2020 season peak at a similar level as the 2017/2018 season peak. This suggests that some of the observed incidence was due to influenza rather than COVID-19. However, the analysis shows an excess of patients above the forecast 95% prediction interval based on five previous seasons.

It is plausible that some of the excess visits might be due to SARS-CoV-2 as studies of rapid sentinel surveillance and genome sequencing suggest community transmission of SARS-CoV-2 much earlier than initially thought. Studies in the United States and France found evidence for cryptic spread of the virus as early as December 2019 or January 2020, before community surveillance was actively implemented [29-32]. Especially early in outbreaks, existing methods for case identification may not capture incident infections; thus, novel and complementary methods using EHR data such as those reported here may play an important role.

Heightened media attention regarding the coronavirus pandemic could influence patients to seek medical care for cough-related concerns and should be considered [33]. Such data can complement these EHR data approaches. Using data from Google Trends [34], the popularity of “cough” as a search term in the United States was slightly higher from late December 2019 through January 2020 when compared with the average national popularity in the previous 4 years (Figure 8 in Multimedia Appendix 1). Popularity of searches for “cough” increased substantially in mid-March, corresponding to the sharp increase in “coronavirus” Google news searches. Although there was almost no mention of a COVID-19–type illness by United States media in December 2019 and little mention in January 2020, substantial media attention was present in February 2020. Therefore, this limitation is pronounced for February 2020, but less concerning for the earlier months.

In summary, health system analytics combined with EHR data can be harnessed to quickly identify changes in underlying patient populations. This study identified a significant excess of patients with COVID-19—like presentations starting the last week of December 2019 and continuing through February 2020, a time period before the availability of testing or providers considered clinical diagnoses of COVID-19. A unique feature of this study is the evaluation of three different stages of health care settings, which expands surveillance beyond just reporting the number of patients in emergency departments or hospital intensive care unit beds to include consideration of 9.5 million outpatient clinic records. The Centers for Disease Control and Prevention Outpatient Influenza-like Illness Surveillance Network (ILINet) currently monitors patients presenting with fever and a cough and/or a sore throat in the United States [35]. Data from the outpatient clinic setting is usually a harbinger of what is to come for hospital emergency departments and intensive care units.

Harnessing larger electronic health data systems to monitor outpatient visits for the growing and diverse set of symptoms associated with COVID-19 should be considered [21-25]. This SARS-CoV-2 pandemic highlights the urgent need to support the development of agile health care analytics that enable real-time symptom and disease surveillance [36]. Lessons learned from this pandemic will hopefully lead to better preparation and the ability to quickly provide warnings and track the next pandemic.
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Abstract

Background: The outbreak of COVID-19 has profoundly influenced people’s lifestyles; these impacts have varied across subgroups of people. The pandemic-related impacts on the health outcomes of people with dermatological conditions are unknown.

Objective: The aim of this paper was to study the association of COVID-19 pandemic–related impacts with health-related quality of life in patients with skin diseases.

Methods: This was a cross-sectional study among Chinese patients with skin diseases. A self-administered web-based questionnaire was distributed through social media. Demographic and clinical data and pandemic-related impacts (isolation status, income changes, and employment status) were collected. The main outcomes included perceived stress (Visual Analog Scale), symptoms of anxiety (Generalized Anxiety Disorder-7) and depression (9-Item Patient Health Questionnaire), quality of life (Dermatology Life Quality Index), and health utility mapping based on the EQ-5D-3L descriptive system. Multivariable logistic regression was used to investigate the associations.

Results: A total of 506 patients with skin diseases completed the survey. The mean age of the patients was 33.5 years (SD 14.0), and 217/506 patients (42.9%) were male. Among the 506 respondents, 128 (25.3%) were quarantined, 102 (20.2%) reported unemployment, and 317 (62.6%) reported decrease or loss of income since the pandemic. The pandemic-related impacts were significantly associated with impaired mental well-being and quality of life with different effects. Unemployment and complete loss of income were associated with the highest risks of adverse outcomes, with increases of 110% to 162% in the prevalence of anxiety, depression, and impaired quality of life.

Conclusions: Isolation, income loss, and unemployment are associated with impaired health-related quality of life in patients with skin diseases during the COVID-19 pandemic.

(J Med Internet Res 2020;22(9):e22288) doi:10.2196/22288
KEYWORDS
skin diseases; coronavirus disease 2019; unemployment; quality of life; web-based; survey; dermatology; COVID-19; lifestyle; impact; outcome; isolation

Introduction
The outbreak of COVID-19 has resulted in the infection of over 4,000,000 people in 216 countries and regions worldwide as of May 17, 2020 [1]. A global response of social distancing was undertaken to control the transmission of the disease, and people started voluntarily isolating themselves at home. The Chinese government suggested that the public quarantine at home in January 2020. In the following months, many other countries, such as the United Kingdom, Italy, and the United States, called for self-isolation [2,3]. These actions effectively reduced the rapid spread of the disease but unavoidably had a substantial impact on the global economy. During this time, great socioeconomic changes occurred, such as reduced workforce and increasing unemployment [4]. According to data from the US Labor Department, the unemployment rate soared to 14.7% in April 2020 [5]. According to a survey in the United States, up to 43.4% of adults reported that their families suffered a job or income loss during the pandemic [6].

In addition to the socioeconomic implications of the pandemic, the health status of the public is a critical issue that should not be ignored. It is well-known that isolation itself is a risk factor for many mental health issues, including suicide and self-harm [2]. Therefore, long-term isolation in conjunction with loss of employment or income may produce adverse effects on individuals’ mental well-being and quality of life [7], especially for people who have chronic diseases.

Skin disorders are among the most prevalent human diseases; they affect 30% to 70% of individuals [8]. Skin diseases may cause disfigurement and cutaneous symptoms, and they may result in considerable discomfort and disability. Although most skin diseases are not life-threatening, many of these diseases, such as psoriasis and eczema, are chronic and recurrent. Additionally, itch and fatigue are common symptoms reported by patients with skin diseases, and some also report experiencing pain [9]. Consequently, skin diseases cause not only physical but also psychological discomfort as well as impaired quality of life [10]. Additionally, skin diseases create financial burdens on families and society. A study in the United States suggested that skin diseases cost an estimated $39.3 billion per year [11]. As a result, isolation, unemployment, and loss of income related to the COVID-19 pandemic may place patients with skin diseases at additional health risk.

To date, no study has been published regarding the potential influence of socioeconomic changes on the health status of patients with skin diseases during the COVID-19 pandemic. In this study, we investigated the association of COVID-19-related impacts, including isolation, unemployment, and income loss, with health-related quality of life in patients with skin diseases, including perceived stress, symptoms of anxiety and depression, and quality of life during the pandemic.

Methods
Study Design and Participants
We performed a cross-sectional study among Chinese patients with skin diseases. A web-based survey link was created and posted on social media platforms (WeChat groups and teledermatology platforms) to facilitate the collection of questionnaires. To avoid repeat submissions, each single IP address was allowed to submit answers only one time. Completion of all questions was required before submission of the questionnaire. All the participants were allowed to quit at any time if any question made them feel uncomfortable. The survey was conducted from April 15 to 27, 2020. The study was reviewed and approved by the institutional research ethics board of Xiangya Hospital, Central South University (Changsha, China; approval number: 202002024). Electronic informed consent was collected from all participants.

Exposure Variables
Three exposure variables were defined. Outdoor activity restriction was determined by a single question: “During the last month, what measures did you take for isolation?” with the following four responses: “I was not isolated, and my outdoor activity was unaffected,” “I was not isolated, but my outdoor activity was partly affected,” “I was isolated at home and receiving medical observation,” and “I was quarantined in hospital and receiving medical observation or treatment.” Because only one patient reported having COVID-19 and being quarantined in hospital, patients who were quarantined at home or in the hospital were combined into one group in the analysis.

The employment status was determined by a single question: “How is your employment status since the epidemic?” with the following responses: “I am unemployed since the epidemic” and “My employment status has been unaffected since the epidemic.”

Income change was measured by a single question: “Has your monthly income changed since the epidemic of COVID-19?” with the following responses: “I have completely lost my income,” “My monthly income has decreased,” “My monthly income has been unaffected,” and “My monthly income has increased.” Because only two patients reported increased income, they were categorized in the “unaffected” group in the analysis.

Patient-Reported Outcomes
The primary outcomes were perceived stress and depression and anxiety, which were measured using some short, simple scales to minimize respondent burden.

The Visual Analog Scale (VAS) was used to assess perceived pain during the past two weeks. The area under the receiver operating characteristic curve of the VAS was 0.9 to 0.93, with a cutoff of 6.8 to 7.2 according to the Perceived Stress Scale-14.
Here, we used a cutoff of ≥7 to define significant perceived stress.

The Generalized Anxiety Disorder-7 (GAD-7) and the 9-item Patient Health Questionnaire (PHQ-9) were applied to examine the symptoms of anxiety and depression during the past two weeks. The cutoff point for both scales was ≥8 [14,15]. The Cronbach α coefficients of the GAD-7 and PHQ-9 in our sample were .93 and .89, respectively.

The Dermatology Life Quality Index (DLQI) was used to assess the respondents’ quality of life during the past two weeks. The cutoff point was ≥10 in our study [16]. The Cronbach α coefficient of the DLQI in our sample was .76.

The Dermatology Life Quality Index (DLQI) was used to assess the respondents' quality of life during the past two weeks. The cutoff point was ≥10 in our study [16]. The Cronbach α coefficient of the DLQI in our sample was .76. Health utility was mapped using the generic tool EQ-5D-3L according to the method proposed by Liu et al [17].

**Covariates**

Demographic and clinical data of the individuals were collected and analyzed as covariates, including gender (male or female), age, marital status (unmarried, married, divorced, or widowed), educational level (primary school and below, middle school, high school, or college and above), annual income (<¥10,000, ¥10,000 to ¥49,999, ¥50,000 to ¥99,999, or ≥¥100,000, equivalent to US $1,464.47, $1,464.4 to $7,322.21, $7,322.36 to $14,644.57, or ≥$14,644.72), type of skin diseases (infectious skin diseases, papulosquamous disorders, allergic skin diseases, disorders of appendages, pigmentary disorders, skin tumors), course of disease (<1 year, 1 to 5 years, 6 to 10 years, >10 years), adherence to treatment, and use of health care services.

**Statistical Analyses**

The data were exported from the web-based survey system and analyzed with R version 3.4 (R Project). Continuous variables with normal distribution were expressed as mean (SD) and compared with analysis of variance. Continuous data with skewed distributions were presented as median (IQR) and compared with the Wilcoxon rank sum test. Categorical variables were summarized as counts (percentages) and compared using the chi-square test or Fisher exact test. The interaction effects of the exposure variables were examined. The effect sizes of the associations were presented as adjusted odds ratios (aORs) and 95% CIs. A P value <.05 was considered statistically significant. Reporting of the results followed the Strengthening the Reporting of Observational studies in Epidemiology (STROBE) guidelines.

**Data Accessibility**

Data are available upon request from JS.

**Results**

In total, 506 valid questionnaires were collected and analyzed. No patient reported confirmed infection with COVID-19. The average time to complete the survey was 7.2 minutes (IQR 4.1-8.2). The mean age of the patients was 33.5 years (SD 14.0), and 217/506 patients (42.9%) were men. As shown in Table 1, allergic skin diseases are the most commonly reported type (103/506, 20.4%), followed by papulosquamous disorders (58/506, 11.5%), infectious skin diseases (57/506, 11.3%), disorders of appendages (46/506, 9.1%), pigmentary disorders (38/506, 7.5%), hair disorders (38/506, 7.1%), and skin tumors (30/506, 5.9%).

Of the 506 participants, 252 (49.8%) reported unaffected outdoor activity, 126 (24.9%) reported partly restricted outdoor activity, and 128 (25.3%) reported isolation. As shown in Table 2, outdoor activity restriction was significantly associated with anxiety, depression, and impaired quality of life (all P<.05). A total of 102/506 patients (20.2%) reported unemployment, and approximately two-thirds of the participants (317/506, 62.6%) experienced decrease or loss of income during the pandemic. Both decreased income and unemployment were significantly associated with perceived stress, symptoms of anxiety and depression, and impaired quality of life (all P<.05).
Table 1. Characteristics of the participants (N=506).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.5 (14.0)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>217 (42.9)</td>
</tr>
<tr>
<td>Female</td>
<td>289 (57.1)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>189 (37.4)</td>
</tr>
<tr>
<td>Married</td>
<td>291 (57.5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>22 (4.3)</td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school and below</td>
<td>49 (9.7)</td>
</tr>
<tr>
<td>Middle school</td>
<td>69 (13.6)</td>
</tr>
<tr>
<td>High school</td>
<td>82 (16.2)</td>
</tr>
<tr>
<td>College and above</td>
<td>306 (60.5)</td>
</tr>
<tr>
<td><strong>Income (¥) , n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>155 (30.6)</td>
</tr>
<tr>
<td>10,000-49,999</td>
<td>132 (26.1)</td>
</tr>
<tr>
<td>50,000-99,999</td>
<td>122 (24.1)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>97 (19.2)</td>
</tr>
<tr>
<td><strong>Skin disease, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Infectious skin diseases</td>
<td>57 (11.3)</td>
</tr>
<tr>
<td>Papulosquamous disorders</td>
<td>58 (11.5)</td>
</tr>
<tr>
<td>Allergic skin diseases</td>
<td>103 (20.4)</td>
</tr>
<tr>
<td>Disorders of appendages</td>
<td>46 (9.1)</td>
</tr>
<tr>
<td>Disorders of hairs</td>
<td>36 (7.1)</td>
</tr>
<tr>
<td>Pigmentary disorders</td>
<td>38 (7.5)</td>
</tr>
<tr>
<td>Skin tumors</td>
<td>30 (5.9)</td>
</tr>
<tr>
<td>Other</td>
<td>189 (37.4)</td>
</tr>
<tr>
<td><strong>Course of disease (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>202 (39.9)</td>
</tr>
<tr>
<td>1-5</td>
<td>165 (32.6)</td>
</tr>
<tr>
<td>6-10</td>
<td>57 (11.3)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>82 (16.2)</td>
</tr>
<tr>
<td><strong>Isolation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Outdoor activity unrestricted</td>
<td>252 (49.8)</td>
</tr>
<tr>
<td>Outdoor activity partly restricted</td>
<td>126 (24.9)</td>
</tr>
<tr>
<td>Isolated at home or in hospital</td>
<td>128 (25.3)</td>
</tr>
<tr>
<td><strong>Loss of income, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>189 (37.4)</td>
</tr>
<tr>
<td>Reduced</td>
<td>208 (41.1)</td>
</tr>
<tr>
<td>Completely lost</td>
<td>109 (21.5)</td>
</tr>
<tr>
<td><strong>Adherence to treatment, n (%)</strong></td>
<td></td>
</tr>
</tbody>
</table>
### Table 2. Associations of epidemic-related impacts with patient-reported outcome scores of skin diseases (N=506).

<table>
<thead>
<tr>
<th>Exposure group</th>
<th>Stress VAS(^a)</th>
<th>PHQ-9(^b)</th>
<th>GAD-7(^c)</th>
<th>DLQI(^d)</th>
<th>Health utility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean SE</td>
<td>P value</td>
<td>Mean SE</td>
<td>P value</td>
<td>Mean SE</td>
</tr>
<tr>
<td>Isolation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>4.05 (0.18)</td>
<td>Ref(^e)</td>
<td>4.56 (0.30)</td>
<td>Ref(^e)</td>
<td>3.31 (0.26)</td>
</tr>
<tr>
<td>Restricted</td>
<td>4.56 (0.26)</td>
<td>.10</td>
<td>6.33 (0.42)</td>
<td>&lt;.001</td>
<td>4.97 (0.37)</td>
</tr>
<tr>
<td>Isolated</td>
<td>4.38 (0.25)</td>
<td>.30</td>
<td>5.77 (0.42)</td>
<td>.02</td>
<td>4.20 (0.37)</td>
</tr>
<tr>
<td>Loss of income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>3.23 (0.20)</td>
<td>Ref</td>
<td>4.17 (0.34)</td>
<td>Ref</td>
<td>3.19 (0.30)</td>
</tr>
<tr>
<td>Reduced</td>
<td>4.54 (0.19)</td>
<td>&lt;.001</td>
<td>5.77 (0.32)</td>
<td>.001</td>
<td>4.19 (0.29)</td>
</tr>
<tr>
<td>Completely lost</td>
<td>5.50 (0.26)</td>
<td>&lt;.001</td>
<td>6.39 (0.45)</td>
<td>&lt;.001</td>
<td>4.79 (0.40)</td>
</tr>
<tr>
<td>Unemployment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>3.91 (0.14)</td>
<td>Ref</td>
<td>4.84 (0.23)</td>
<td>Ref</td>
<td>3.60 (0.21)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>5.64 (0.28)</td>
<td>&lt;.001</td>
<td>7.15 (0.46)</td>
<td>&lt;.001</td>
<td>5.30 (0.41)</td>
</tr>
<tr>
<td>Adherence to treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherent</td>
<td>4.75 (0.26)</td>
<td>Ref</td>
<td>5.64 (0.43)</td>
<td>Ref</td>
<td>3.59 (0.38)</td>
</tr>
<tr>
<td>No treatment needed</td>
<td>3.94 (0.20)</td>
<td>.01</td>
<td>4.41 (0.32)</td>
<td>.02</td>
<td>3.30 (0.29)</td>
</tr>
<tr>
<td>Nonadherent</td>
<td>4.30 (0.22)</td>
<td>.18</td>
<td>6.14 (0.36)</td>
<td>.37</td>
<td>4.97 (0.31)</td>
</tr>
</tbody>
</table>

\(^a\)VAS: Visual Analog Scale.
\(^b\)PHQ-9: Patient Health Questionnaire-9.
\(^c\)GAD-7: Generalized Anxiety Disorder-7.
\(^d\)DLQI: Dermatology Life Quality Index.
\(^e\)Ref: reference group.

We further categorized the scale scores by clinically relevant cutoffs and performed a series of logistic regression models with adjustments. As shown in Table 3, outdoor activity restriction was significantly associated with increased symptoms of depression (aOR 1.59-4.05), depression (aOR 2.56-2.56), anxiety (aOR 1.64-2.48), and impaired quality of life (aOR 1.27-2.62) in a dose-dependent manner (quarantined > partly restricted compared with unrestricted); however, it was not significantly associated with stress. Loss of income was correlated with stress (aOR 1.59-4.05), depression (aOR 2.56-2.56), anxiety (aOR 1.64-2.48), and impaired quality of life (aOR 1.27-2.62) in a dose-dependent manner (loss of income > reduced income compared with unaffected income). Similarly, unemployment was significantly associated with adverse outcomes, including perceived stress, depression, anxiety, and impaired quality of life.
Table 3. Associations of epidemic-related impacts with patient-reported outcomes of skin diseases (N=506).

<table>
<thead>
<tr>
<th>Exposure group</th>
<th>Perceived stress (VAS(^a) ≥7)</th>
<th>Depression (PHQ-9(^b) ≥8)</th>
<th>Anxiety (GAD-7(^c) ≥8)</th>
<th>Impaired quality of life (DLQI(^d) ≥10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>aOR(^e,f) 95% CI P value</td>
<td>aOR 95% CI P value</td>
<td>aOR 95% CI P value</td>
<td>aOR 95% CI P value</td>
</tr>
<tr>
<td>Isolation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>Ref^g</td>
<td>N/A^h</td>
<td>N/A</td>
<td>Ref</td>
</tr>
<tr>
<td>Restricted</td>
<td>0.90 (.52-1.56)</td>
<td>.71 (.84-2.21)</td>
<td>.21 (1.39)</td>
<td>.31 (1.22)</td>
</tr>
<tr>
<td>Isolated</td>
<td>1.02 (.59-1.77)</td>
<td>.93 (1.13-2.89)</td>
<td>.013 (2.20)</td>
<td>.008 (1.78)</td>
</tr>
<tr>
<td>Loss of income</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>Ref</td>
<td>N/A</td>
<td>N/A</td>
<td>Ref</td>
</tr>
<tr>
<td>Reduced</td>
<td>1.59 (0.91-2.79)</td>
<td>.10 (1.38-3.57)</td>
<td>.001 (1.64)</td>
<td>.12 (1.27)</td>
</tr>
<tr>
<td>Complete loss</td>
<td>4.05 (2.13-7.72)</td>
<td>&lt;.001 (1.43-4.58)</td>
<td>.002 (2.48)</td>
<td>.02 (2.62)</td>
</tr>
<tr>
<td>Unemployment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unaffected</td>
<td>Ref</td>
<td>N/A</td>
<td>N/A</td>
<td>Ref</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.41 (1.42-4.08)</td>
<td>.001 (1.30-3.43)</td>
<td>.003 (2.60)</td>
<td>.001 (2.59)</td>
</tr>
<tr>
<td>Adherence to treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherent</td>
<td>Ref</td>
<td>N/A</td>
<td>N/A</td>
<td>Ref</td>
</tr>
<tr>
<td>No treatment</td>
<td>0.81 (0.46-1.41)</td>
<td>.45 (0.52-1.44)</td>
<td>.26 (0.66)</td>
<td>.22 (0.58)</td>
</tr>
<tr>
<td>Nonadherent</td>
<td>0.81 (0.46-1.42)</td>
<td>.46 (0.84-2.31)</td>
<td>.68 (1.39)</td>
<td>.297 (1.35)</td>
</tr>
</tbody>
</table>

\(^a\)VAS: Visual Analog Scale.  
\(^b\)PHQ-9: Patient Health Questionnaire-9.  
\(^c\)GAD-7: Generalized Anxiety Disorder-7.  
\(^d\)DLQI: Dermatology Life Quality Index.  
\(^e\)aOR: adjusted odds ratio.  
\(^f\)Adjusted for age, gender, income, and educational level.  
\(^g\)Ref: reference group.  
\(^h\)N/A: not applicable.

Among the 506 participants, 175 (34.6%) reported nonadherence to treatment. The reasons for nonadherence included limited accessibility to health care due to isolation (n=273, 53.9%), voluntarily stopping a prescription (n=106, 20.9%), forgetting to take medicine (n=71, 14.0%), and limited accessibility to medications (n=56, 11.1%). However, nonadherence was not significantly associated with adverse outcomes (Tables 2 and 3).

**Discussion**

**Principal Findings**

In the current study, we investigated the association of the impact of the COVID-19 pandemic with health-related quality of life in Chinese patients with skin diseases through a web-based survey. Our results indicated that over half of the respondents experienced quarantine and loss of income during the pandemic. These patients reported higher levels of perceived stress, increased symptoms of anxiety and depression, and impaired quality of life. To the best of our knowledge, this is the first impact analysis of the COVID-19 pandemic in patients with skin diseases. Our study reveals considerable proportions of impaired quality of life and mental well-being in these patients. Telemedicine, mental health intervention, and social support are needed for patients with skin diseases during this particular period.

Studies have indicated increases in mental health issues among medical staff [18] and patients with chronic diseases [19] since the outbreak of COVID-19. However, there is little research regarding the impact of the pandemic on patients with skin diseases. Here, we identified isolation, unemployment, and loss of income as significant risk factors for poor mental well-being and quality of life in patients with skin diseases.
Public health efforts to prevent the spread of COVID-19 are having a growing impact on the global economy. A considerable number of individuals are losing their jobs, at least temporarily [20]. It has been estimated that the worldwide unemployment rate will increase from 4.936% to 5.644% due to the COVID-19 pandemic [2]. According to our data, over 20% of participants (109/506, 21.5%) became unemployed, which is notably higher than the reported unemployment rate. Additionally, 208 of the 506 patients (41.1%) experienced reduced income even though they were not unemployed; this also resulted in impaired mental health and quality of life. In addition to the financial impacts, job loss can disrupt health insurance coverage [21]. Although many countries have provided free testing or even treatment for COVID-19, medical costs for other conditions related to the pandemic are generally not covered by these reimbursement policies.

It should be noted that 65% of the respondents’ nonadherence to treatment was related to limited accessibility to health institutions or medications based on our observations. Since the pandemic, many hospitals and health care institutions have temporarily closed their outpatient services to avoid nosocomial infection and better allocate health care resources, which has created unique challenges to health care delivery at present [22]. A previous study described the possibility of using telemedicine in disasters or public health emergencies [23]. Most developed areas have been using telemedicine not only for physical health care, but also for mental health services [24]. However, it is difficult for patients in rural areas who lack internet services and smartphones to use remote health care. Current telemedicine programs in China and some countries enable consultation services but do not provide medication delivery services; this could eventually cause nonadherence to treatment due to lack of medication.

Limitations
Our study has some limitations. First, the survey was web-based, with low representativeness due to nonprobability sampling. Second, the exposure and outcome variables were self-reported, and recall bias may have been introduced. Third, some relevant outcomes such as sleep quality were not included in our study because a heavy survey burden may lead to fewer responses and lower accuracy. Last, the survey was conducted among Chinese patients and may not fully represent all patients in areas beyond China due to cultural differences as well as variations in reimbursement policies and social systems.

Conclusions
Taken together, our findings indicate that pandemic-related impacts are associated with adverse patient-reported outcomes of skin diseases. Early and timely mental health intervention, telemedicine, and health education are needed for these patients. Preferably, social support and reimbursement policies will further help patients under heavy financial burdens endure this difficult period.
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Abstract

Background: The COVID-19 pandemic has potentially had a negative impact on the mental health and well-being of individuals and families. Anxiety levels and risk factors within particular populations are poorly described.

Objective: This study aims to evaluate confidence, understanding, trust, concerns, and levels of anxiety during the COVID-19 pandemic in the general population and assess risk factors for increased anxiety.

Methods: We launched a cross-sectional online survey of a large Russian population between April 6 and 15, 2020, using multiple social media platforms. A set of questions targeted confidence, understanding, trust, and concerns in respondents. The State-Trait Anxiety Inventory was used to measure anxiety. Multiple linear regressions were used to model predictors of COVID-19–related anxiety.
Results: The survey was completed by 23,756 out of 53,966 (44.0% response rate) unique visitors; of which, 21,364 were residing in 62 areas of Russia. State Anxiety Scale (S-Anxiety) scores were higher than Trait Anxiety Scale scores across all regions of Russia (median S-Anxiety score 52, IQR 44-60), exceeding published norms. Time spent following news on COVID-19 was strongly associated with an increased S-Anxiety adjusted for baseline anxiety level. One to two hours spent reading COVID-19 news was associated with a 5.46 (95% CI 5.03-5.90) point difference, 2-3 hours with a 7.06 (95% CI 6.37-7.74) point difference, and more than three hours with an 8.65 (95% CI 7.82-9.47) point difference, all compared to less than 30 minutes per day. Job loss during the pandemic was another important factor associated with higher S-Anxiety scores (3.95, 95% CI 3.31-4.58). Despite survey respondents reporting high confidence in information regarding COVID-19 as well as an understanding of health care guidance, they reported low overall trust in state and local authorities, and perception of country readiness.

Conclusions: Among Russian respondents from multiple social media platforms, there was evidence of higher levels of state anxiety associated with recent job loss and increased news consumption, as well as lower than expected trust in government agencies. These findings can help inform the development of key public health messages to help reduce anxiety and raise perceived trust in governmental response to this current national emergency. Using a similar methodology, comparative surveys are ongoing in other national populations.

(J Med Int Res 2020;22(9):e20955) doi:10.2196/20955
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Introduction

In December 2019, the first patients with pneumonia of unknown cause were linked to a seafood wholesale market in Wuhan, China [1]. This is generally recognized as the beginning of a previously unknown beta-coronavirus pandemic related to the SARS-CoV-2 virus, which has subsequently spread worldwide. This COVID-19 pandemic has resulted in dramatic changes to normal life in many countries, leading to disruptions of social and economic functioning comparable to the impact of the Spanish flu pandemic of 1918.

COVID-19 illness has rapidly spread, producing high numbers of fatalities in the absence of proven pharmacologic treatments and vaccines, [2] and lag time in application of testing, contact tracing, and mass quarantine measures. Concomitantly, there has been a rise in reported mental health problems such as fear, anxiety, depression, and sleep problems among different subgroups worldwide [3,4]. A recent UK survey and Ipsos MORI poll showed public concerns about the effect of social isolation or social distancing on well-being; increased anxiety, depression, stress, and other negative feelings; and concerns related to current and potential future financial difficulties [5].

A recently published Lancet Psychiatry position paper highlighted the need to collect high-quality data on the mental health effects of the COVID-19 pandemic across the whole population as a top priority [5] requiring global action. The World Health Organization (WHO) has outlined research priorities for containing COVID-19 and supporting those affected. A March 26, 2020, press briefing specifically addressed the pandemic’s effect on mental health: “With the disruptive effects of COVID-19— including social distancing— currently dominating our daily lives, it is important that we ... and sensitive to the unique mental health needs of those we care for. Our anxiety and fears should be... better understood and addressed” [6]. Strategies advocating physical or social distancing have become central to pandemic control in many countries, but to be effective, these require universal adoption within society, which has been variable internationally. Quality of communication can be quite impactful on personal psychology and behaviors during health emergencies. The WHO Director-General has cautioned about an infodemic of misinformation in online platforms, which may negatively impact how society is perceiving and responding to the COVID-19 outbreak.

The aim of this study is to try to measure associations between COVID-19 perception and anxiety from an international perspective to address unmet needs in the field. We hypothesized that there would be increased COVID-19–related state anxiety (driven by pandemic-specific events affecting individuals) compared with pre-existing levels of trait anxiety, which likely varies depending on the country surveyed. Herein we present the initial findings on levels of state and trait anxiety (and their determinants) in a large sample of people residing in Russia during the COVID-19 pandemic, a previously poorly described region with respect to global mental health concerns.

Methods

Study Design and Population

A cross-sectional open 160-item online survey was conducted between April 6 and 15, 2020, timed to follow the Russian government’s announcement of a “stay-at-home” order through April 30 [7]. The survey was promoted on three social media platforms (VK, Facebook, and Instagram) via influencers, a popular Russian search engine (Yandex), and the Russian internet media portal (Meduza). We used nonprobability sampling [8] through social media to allow for rapid data collection, which was particularly important at the peak of the lockdown period. The survey was pretested with members of the public that had no role in the questionnaire design to ensure good understandability and identify discrepancies in wording as well as missing facets that may have been previously overlooked. No registration was required to access the survey.
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This paper is compliant with the CHERRIES (Checklist for Reporting Results of Internet E-Surveys) [9].

Ethics Statement
The study was reviewed and approved by Sechenov University Ethics Committee on April 2, 2020. Participants were informed at the outset that by completing and submitting their responses to the online survey, they were consenting to voluntary participation in a research study of attitudes and behaviors surrounding COVID-19. The survey settings and web analytics were accessible only to authors DM and NAN. At the end of the survey, participants were asked to provide a limited amount of personal data (email) that participants agreed could be held on the research database. This request was optional and did not have any impact on survey completion.

Survey Questionnaire
For the purpose of this survey, we modified and further adapted a questionnaire developed by author MT at the University of Duisburg-Essen, Clinic for Psychosomatic Medicine and Psychotherapy, LVR University Hospital Essen [10]. A single master survey was developed for adaptation, translation according to WHO protocol, and similar dissemination in other countries to provide a comparative analyses of COVID-19 risk factors for mental health across countries, with particular attention to the impact of information.

The survey consisted of several modules, assessing basic demographic information; socioeconomic status; employment; living conditions; health status; medications intake; time following news on COVID-19; confidence in and understanding of information; trust of state authorities; trust of local authorities; worry, concern, or adverse expectations; perception of risk; personal protection measures; and behavioral aspects.

The health status of each participant was categorized, taking into account previous data on chronic conditions’ impact on mental health and up-to-date evidence on the risk factors for mortality from COVID-19 infection. People with depression or cardiological and respiratory conditions were among the main potential determinants of anxiety; cardiological and respiratory conditions are known risk factors for mortality from COVID-19 [11], whereas depression is known to have a detrimental association with anxiety [12]. If more than one of these factors were present in an individual, we considered this a higher risk and subcategorized respondents into another subgroup. Participants reporting oncological conditions or HIV and diabetes, renal, or hepatic problems were combined into subcategories due to a limited number of people reporting these chronic diseases.

Four psychometric measures, previously validated in the Russian population, were included: the State-Trait Anxiety Inventory (STAI), Big Five Inventory-10, General Self-Efficacy Scale, and the Patient Health Questionnaire. We applied branching logic where it was justified to spare the users’ time while providing their responses. The survey was partitioned into 7 pages, including the introduction page containing general information about the survey. The estimated time to complete the survey did not exceed 20 minutes.

State and Trait Anxiety Inventory
The STAI was used to measure self-reported presence and severity of current symptoms of anxiety and a generalized propensity to be anxious [13]. The STAI has been previously validated for use in the Russian population and is freely available in the Russian language [14]. The index consists of two subscales. The State Anxiety Scale (S-Anxiety) measures current anxiety in the moment, assessing subjective feelings of apprehension, tension, nervousness, worry, and activation or arousal of the autonomic nervous system. The Trait Anxiety Scale (T-Anxiety) evaluates relatively stable aspects of anxiety proneness, including general states of calmness, confidence, and security [13]. The range of scores for each subscale is 20-80, the higher score indicating greater anxiety.

Confidence, Understanding, Trust, and Concerns
Fifteen ad-hoc designed questions assessed self-perceived confidence in information and understanding (feeling informed about COVID-19 and understanding the guidance from health care authorities); trust in state and local authorities, and country readiness for the pandemic; governmental measures (whether respondents consider measures excessive or not); worry, concern, or adverse outcome expectations, including potential consequences to the individual and the country. Respondents were provided with a 9-point Likert scale, where 1 represented complete disagreement and 9 complete agreement with a given statement.

Statistical Analysis
Descriptive statistics were used for baseline characteristics of respondents including sociodemographics and scores of psychometric tools. Multiple linear regressions were used to model the association of potential variables of interest with the results of psychometric tools. Additional multiple logistic regression was also performed with the dichotomized S-Anxiety score as the outcome using the cutoff of 45. Multiple analyses were adjusted for the available baseline characteristics. In line with suggested recommendations [15], the results were adjusted for the multiple comparisons using a Bonferroni correction, which resulted in an alpha value threshold of \( P = 0.001 \) being used for statistical significance.

Distributions of the tests’ results were assessed with density plots and box and whisker plots. All the analyses were performed using R version 3.6.3 (The R Foundation for Statistical Computing). Maps of state and trait anxiety across regions of Russia were plotted using the “ssplot” library. Two-sided \( P \) values were reported for all statistical tests.

Results
Participants
The survey link was accessed 57,877 times. The number of unique visitors was 53,966, of which 42,643 (79.0% participation rate) gave their consent to participate and accessed the first survey page; 23,756 out of 42,643 (55.7% completion rate) users completed the questionnaire. The response rate was 44.0% with 23,756 responses from 53,966 unique visitors. Unique users were identified using cookies set at the top-level...
domain, the expiration date was preset to 1 year. The view ratio could not be calculated due to the variety of traffic sources used for survey distribution. The presets did not allow users to send incomplete questionnaires, so those were not present in the exported tabulated data set. There was no specific cutoff that would exclude a questionnaire from the analysis.

The demographic characteristics of the study participants are summarized in Table 1. Out of 23,756 respondents, 21,364 were residing in Russia at the time of survey completion; data from all of the latter were included in the analyses (median age 32 years, IQR 28-36; range 18-82 years). Out of 21,364 respondents, 18,609 (87.1%) were female, 14,752 (68.2%) were married or in a relationship, 14,371 (67.3%) had children younger than 18 years, and 4.4% (n=933) were expecting a child at the time of survey completion. Of the 21,364 participants, 53% (n=11,450) reported various chronic conditions and 3789 (17.7%) were current smokers.

The 21,364 respondents were equally distributed between the capital (n=7468, 35.0%), large cities (n=6348, 29.7%), and smaller localities (n=7548, 35.2%). A total 62 areas of Russia were represented with at least 40 respondents from each location. The population was highly educated with 17,688 (82.8%) having a higher degree and a further 1635 (7.7%) studying at university. There were 1648 (7.7%) respondents that lost their jobs due to the COVID-19 pandemic. There were 19,589 (91.7%) respondents who were not related to the health care profession and did not study medicine.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>18,609 (87.1)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>32 (28-36)</td>
</tr>
<tr>
<td><strong>Age (years), range</strong></td>
<td>18-82</td>
</tr>
<tr>
<td>18-25, n (%)</td>
<td>2991 (14)</td>
</tr>
<tr>
<td>26-35, n (%)</td>
<td>12,893 (60.3)</td>
</tr>
<tr>
<td>36-45, n (%)</td>
<td>4418 (20.7)</td>
</tr>
<tr>
<td>≥46, n (%)</td>
<td>1062 (5)</td>
</tr>
<tr>
<td>Marital status, married or in relationship, n (%)</td>
<td>14,752 (68.2)</td>
</tr>
<tr>
<td>Have children younger than 18 years, n (%)</td>
<td>14,371 (67.3)</td>
</tr>
<tr>
<td>Expecting a child, n (%)</td>
<td>933 (4.4)</td>
</tr>
<tr>
<td><strong>City of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Capital</td>
<td>7468 (35.0)</td>
</tr>
<tr>
<td>Large city (over 500,000 inhabitants)</td>
<td>6348 (29.7)</td>
</tr>
<tr>
<td>Smaller cities/towns</td>
<td>7548 (35.2)</td>
</tr>
<tr>
<td><strong>Education status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>547 (2.6)</td>
</tr>
<tr>
<td>More than one degree</td>
<td>1458 (6.8)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>4362 (20.4)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>11,321 (53.0)</td>
</tr>
<tr>
<td>Higher education in progress</td>
<td>1635 (7.7)</td>
</tr>
<tr>
<td>Vocational school</td>
<td>1507 (7.0)</td>
</tr>
<tr>
<td>School</td>
<td>412 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>122 (0.6)</td>
</tr>
<tr>
<td><strong>Income (R), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Decline to answer</td>
<td>928 (4.3)</td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>4377 (20.5)</td>
</tr>
<tr>
<td>20,000-34,999</td>
<td>5308 (24.8)</td>
</tr>
<tr>
<td>35,000-69,999</td>
<td>6012 (28.1)</td>
</tr>
<tr>
<td>70,000-99,999</td>
<td>2412 (11.3)</td>
</tr>
<tr>
<td>100,000-149,999</td>
<td>1351 (6.3)</td>
</tr>
<tr>
<td>≥150,000</td>
<td>976 (4.6)</td>
</tr>
<tr>
<td><strong>Chronic medical conditions, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9603 (44.9)</td>
</tr>
<tr>
<td>Decline to answer</td>
<td>311 (1.5)</td>
</tr>
<tr>
<td>Depression and cardiological or respiratory</td>
<td>247 (1.2)</td>
</tr>
<tr>
<td>Depression or neurological</td>
<td>523 (2.4)</td>
</tr>
<tr>
<td>Allergies (food allergy/allergic rhinitis) or dermatological (eczema/psoriasis)</td>
<td>2283 (10.7)</td>
</tr>
<tr>
<td>Cardiological</td>
<td>742 (3.5)</td>
</tr>
<tr>
<td>Cardiological and respiratory</td>
<td>65 (0.3)</td>
</tr>
<tr>
<td>Renal/hepatic/diabetes</td>
<td>705 (3.3)</td>
</tr>
<tr>
<td>Oncology/HIV</td>
<td>269 (1.3)</td>
</tr>
<tr>
<td>Other</td>
<td>6438 (30.1)</td>
</tr>
</tbody>
</table>
Levels of Trait and State Anxiety

Scores for both T-Anxiety and S-Anxiety of survey respondents were high, with medians of 44 (IQR 39-51) and 52 (IQR 44-60), respectively.

Median scores for S-Anxiety were higher than T-Anxiety across all areas of Russia (Figures 1-3 and Multimedia Appendix 1) with four areas (Belgorod, Kostroma, Mordovia, and Orel) having a score difference of 10 points or greater. In 32 out of 62 (52%) areas, the difference between S-Anxiety and T-Anxiety reached 8-9.5 points and, in 24 out of 62 (39%) areas, between 5 and 7.5 points. In two areas (Sakhalin and Karelia), the difference was less than 5 points. The difference between S-Anxiety and T-Anxiety in the largest Russian cities, Moscow and St. Petersburg, was approximately 8 points. A reference map providing detail on geographical locations of the main areas of Russia is provided in Multimedia Appendix 2.
Figure 1. Density plot showing the difference between the state and trait anxiety based on the responses of all participants (N=21,364). STAI: State-Trait Anxiety Inventory.

Figure 2. Map of Russia showing the levels of respondents’ trait anxiety (T-Anxiety). Areas with data from less than 40 respondents are not shown on the map. T-Anxiety: Trait Anxiety Scale.
Determinants of State Anxiety

To assess factors associated with S-Anxiety (related to COVID-19), we developed a multiple regression model. T-Anxiety was included to adjust for pre-existing or typical state of anxiety for each individual (Table 2). The multiple logistic regression model with a cut-off value of S-Anxiety at 45 points yielded similar results (Multimedia Appendix 3).

Time spent following news on COVID-19 was significantly associated with higher scores of S-Anxiety, with one to two hours resulting in a 5.46 (95% CI 5.03 to 5.90) point difference, two to three hours in a 7.06 (95% CI 6.37 to 7.74) point difference, and more than three hours in a 8.65 (95% CI 7.82 to 9.47) point difference, all compared to up to 30 minutes per day. In addition, job loss due to the pandemic resulted in a 3.95 (95% CI 3.31 to 4.58) point difference, a combination of depression with either cardiovascular or respiratory conditions in a 3.19 (95% CI 1.89 to 4.49) point difference, taking neuroleptics or antidepressants in a 1.32 (95% CI 0.59 to 2.06) point difference, and smokers in a 1.16 (95% CI 0.74 to 1.50) point difference, which all had significantly higher S-Anxiety scores.

Males had a lower level of S-Anxiety than females (–4.01, 95% CI –4.45 to –3.57). Parents of children younger than 18 years and people expecting a child also had slightly lower scores of S-Anxiety, –1.44 (95% CI –1.84 to –1.04) and –1.12 (95% CI –1.79 to –0.45), respectively.
Table 2. Regression model assessing associations between characteristics and state anxiety scores, adjusted for the trait anxiety.

<table>
<thead>
<tr>
<th>Model and variable</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male vs female</td>
<td>–4.011</td>
<td>0.224</td>
<td>&lt;.001</td>
<td>–4.45 to –3.572</td>
</tr>
<tr>
<td>Age</td>
<td>–0.021</td>
<td>0.011</td>
<td>.046</td>
<td>–0.042 to 0</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In relationship vs single</td>
<td>0.287</td>
<td>0.248</td>
<td>.25</td>
<td>–0.2 to 0.773</td>
</tr>
<tr>
<td>Married vs single</td>
<td>0.243</td>
<td>0.236</td>
<td>.30</td>
<td>–0.22 to 0.706</td>
</tr>
<tr>
<td><strong>Have children younger than 18 years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vs yes</td>
<td>–1.441</td>
<td>0.203</td>
<td>&lt;.001</td>
<td>–1.839 to –1.044</td>
</tr>
<tr>
<td><strong>Expecting a child</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vs yes</td>
<td>–1.117</td>
<td>0.341</td>
<td>.001</td>
<td>–1.785 to –0.448</td>
</tr>
<tr>
<td><strong>Living in a capital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No vs yes</td>
<td>–0.404</td>
<td>0.156</td>
<td>.009</td>
<td>–0.709 to –0.099</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSc vs vocational school</td>
<td>0.177</td>
<td>0.293</td>
<td>.55</td>
<td>–0.397 to 0.751</td>
</tr>
<tr>
<td>MSc vs vocational school</td>
<td>0.475</td>
<td>0.319</td>
<td>.14</td>
<td>–0.151 to 1.101</td>
</tr>
<tr>
<td>Other vs vocational school</td>
<td>–2.016</td>
<td>0.951</td>
<td>.03</td>
<td>–3.88 to 0.153</td>
</tr>
<tr>
<td>More than one degree vs vocational school</td>
<td>0.568</td>
<td>0.386</td>
<td>.14</td>
<td>–0.189 to 1.325</td>
</tr>
<tr>
<td>Higher education in progress vs vocational school</td>
<td>–0.45</td>
<td>0.387</td>
<td>.25</td>
<td>–1.209 to 0.309</td>
</tr>
<tr>
<td>PhD vs vocational school</td>
<td>–0.174</td>
<td>0.523</td>
<td>.74</td>
<td>–1.2 to 0.852</td>
</tr>
<tr>
<td>School vs vocational school</td>
<td>–1.836</td>
<td>0.567</td>
<td>.001</td>
<td>–2.946 to –0.725</td>
</tr>
<tr>
<td><strong>Income (R)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decline to answer vs &lt;20,000</td>
<td>–0.205</td>
<td>0.368</td>
<td>.58</td>
<td>–0.927 to 0.517</td>
</tr>
<tr>
<td>20,000-35,000 vs &lt;20,000</td>
<td>–0.28</td>
<td>0.208</td>
<td>.18</td>
<td>–0.687 to 0.128</td>
</tr>
<tr>
<td>35,000-70,000 vs &lt;20,000</td>
<td>–0.487</td>
<td>0.211</td>
<td>.02</td>
<td>–0.9 to –0.074</td>
</tr>
<tr>
<td>70,000-100,000 vs &lt;20,000</td>
<td>–0.311</td>
<td>0.274</td>
<td>.26</td>
<td>–0.847 to 0.226</td>
</tr>
<tr>
<td>100,000-150,000 vs &lt;20,000</td>
<td>–0.313</td>
<td>0.334</td>
<td>.35</td>
<td>–0.968 to 0.342</td>
</tr>
<tr>
<td>&gt;150,000 vs &lt;20,000</td>
<td>–0.529</td>
<td>0.381</td>
<td>.17</td>
<td>–1.276 to 0.219</td>
</tr>
<tr>
<td><strong>Chronic medical conditions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any vs no</td>
<td>1.072</td>
<td>0.142</td>
<td>&lt;.001</td>
<td>0.793 to 1.351</td>
</tr>
<tr>
<td>Decline to answer vs no</td>
<td>2.774</td>
<td>0.58</td>
<td>&lt;.001</td>
<td>1.636 to 3.911</td>
</tr>
<tr>
<td>Depression and cardiological or respiratory vs no</td>
<td>3.187</td>
<td>0.664</td>
<td>&lt;.001</td>
<td>1.885 to 4.489</td>
</tr>
<tr>
<td>Depression or neurological vs no</td>
<td>0.109</td>
<td>0.467</td>
<td>.82</td>
<td>–0.805 to 1.024</td>
</tr>
<tr>
<td>Food allergy/rhinitis/eczema/psoriasis vs no</td>
<td>0.633</td>
<td>0.234</td>
<td>.007</td>
<td>0.174 to 1.091</td>
</tr>
<tr>
<td>Cardiological vs no</td>
<td>0.765</td>
<td>0.387</td>
<td>.048</td>
<td>0.007 to 1.522</td>
</tr>
<tr>
<td>Cardiological and respiratory vs no</td>
<td>2.123</td>
<td>1.252</td>
<td>.09</td>
<td>–0.33 to 4.577</td>
</tr>
<tr>
<td>Renal/hepatic/diabetes vs no</td>
<td>1.221</td>
<td>0.392</td>
<td>.002</td>
<td>0.452 to 1.99</td>
</tr>
<tr>
<td>Oncology/HIV vs no</td>
<td>0.857</td>
<td>0.625</td>
<td>.17</td>
<td>–0.368 to 2.083</td>
</tr>
<tr>
<td>Other vs no</td>
<td>1.281</td>
<td>0.165</td>
<td>&lt;.001</td>
<td>0.958 to 1.605</td>
</tr>
<tr>
<td>Respiratory vs no</td>
<td>0.533</td>
<td>0.761</td>
<td>.48</td>
<td>–0.959 to 2.025</td>
</tr>
<tr>
<td><strong>Medications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuroleptics/antidepressant vs no</td>
<td>1.324</td>
<td>0.376</td>
<td>&lt;.001</td>
<td>0.586 to 2.061</td>
</tr>
</tbody>
</table>

Time spent on reading COVID-19 news
### Subgroup Analysis

An additional regression analysis in a subgroup of participants with low T-Anxiety scores was performed to see if determinants of S-Anxiety would remain the same even in people with a generally good state of calmness, confidence, and security (Multimedia Appendix 4). The effect sizes were even stronger in this group. Time spent following news on COVID-19 was found to be significantly associated with higher scores of S-Anxiety, with one to two hours resulting in an 8.06 (95% CI 4.75 to 11.38) point difference, two to three hours in a 13.77 (95% CI 7.86 to 19.67) point difference, and more than three hours in a 21.61 (95% CI 13.97 to 29.25) point difference. Job loss due to the pandemic was also strongly associated with higher S-Anxiety scores (10.95, 95% CI 6.62 to 15.28). The level of S-Anxiety for males was lower than in females (–4.011, 95% CI –4.45 to –3.57).

As most of the survey respondents were female, we ran an additional analysis to assess S-Anxiety in a subgroup of male participants (Multimedia Appendix 5), which yielded similar results to the previous regression models with respect to time spent following news on COVID-19 and job loss due to the pandemic. We investigated the influence of the survey completion date on the outcome, using S-Anxiety scores in all participants as well as the subgroup with low T-Anxiety scores (Multimedia Appendix 6) but noted no statistically significant differences.

### Confidence, Understanding, Trust, and Concerns

Regarding questions on confidence, understanding, trust, and concerns related to COVID-19 (Figure 4 and Table 3), most of the respondents felt well-informed (scores between 7 and 9) on COVID-19 (n=11,129, 52.1%), measures to prevent infection (n=14,149, 66.2%), and understanding of the guidance from health care authorities (n=16,670, 78.0%).
Figure 4. Respondents’ answers to the questions addressing confidence, understanding, trust, and concerns. CC: The COVID-19 situation concerns me significantly; CE: I believe the crisis caused by COVID-19 will eventually resolve with little consequence for my country’s economy; CJ: I believe the crisis caused by COVID-19 will eventually resolve with little consequence for my job/business; CP: I think the country I am responding from is well prepared for COVID-19; EMLA: I think the measures taken by the local authorities in the city/town/village/etc against COVID-19 are excessive; EMSG: I think the measures taken by the country government against COVID-19 are excessive; GHA: I understand the guidance from health care authorities related to COVID-19; IC: I feel informed about COVID-19; IMPC: I feel informed about measures to prevent infection with COVID-19; LAM: I think that all possible local authority measures to fight COVID-19 are being taken in my city/town/village/etc; NIDL: The COVID-19 situation is negatively impacting my day-to-day life; Q: question; SGM: I think all possible government measures to fight COVID-19 are being taken in my country; TLA: I trust the local authorities in the city/town/village/etc I am responding from; TSG: I trust the government in the country I am responding from; WBI: I am worried about becoming infected with COVID-19 no matter how much I take care of myself.
Table 3. Respondents answers to the questions addressing confidence, understanding, trust, and concerns.\(^a\)

<table>
<thead>
<tr>
<th>Views on COVID-19</th>
<th>Response, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Confidence in information and understanding</strong></td>
<td></td>
</tr>
<tr>
<td>Q1. I feel informed about COVID-19.</td>
<td>7 (5-9)</td>
</tr>
<tr>
<td>Q2. I feel informed about measures to prevent infection with COVID-19.</td>
<td>8 (5-9)</td>
</tr>
<tr>
<td>Q3. I understand the guidance from health care authorities related to COVID-19.</td>
<td>8 (7-9)</td>
</tr>
<tr>
<td><strong>Trust to state and local authorities, and country readiness for pandemic</strong></td>
<td></td>
</tr>
<tr>
<td>Q4. I think the country I am responding from is well prepared for COVID-19.</td>
<td>4 (2-5)</td>
</tr>
<tr>
<td>Q5. I think all possible government measures to fight COVID-19 are being taken in my country.</td>
<td>4 (2-6)</td>
</tr>
<tr>
<td>Q6. I think that all possible local authority measures to fight COVID-19 are being taken in my city/town/village/etc.</td>
<td>4 (2-6)</td>
</tr>
<tr>
<td>Q7. I trust the government in the country I am responding from.</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td>Q8. I trust the local authorities in the city/town/village/etc I am responding from.</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td><strong>Governmental measures evaluation</strong></td>
<td></td>
</tr>
<tr>
<td>Q9. I think the measures taken by the country government against COVID-19 are excessive.</td>
<td>2 (1-5)</td>
</tr>
<tr>
<td>Q10. I think the measures taken by the local authorities in the city/town/village/etc against COVID-19 are excessive.</td>
<td>2 (1-5)</td>
</tr>
<tr>
<td><strong>Worry/concern/adverse expectation</strong></td>
<td></td>
</tr>
<tr>
<td>Q11. I am worried about becoming infected with COVID-19 no matter how much I take care of myself.</td>
<td>6 (3-9)</td>
</tr>
<tr>
<td>Q12. I believe the crisis caused by COVID-19 will eventually resolve with little consequence for my country’s economy.</td>
<td>1 (1-2)</td>
</tr>
<tr>
<td>Q13. The COVID-19 situation concerns me significantly.</td>
<td>7 (5-9)</td>
</tr>
<tr>
<td>Q14. The COVID-19 situation is negatively impacting my day-to-day life.</td>
<td>7 (5-9)</td>
</tr>
<tr>
<td>Q15. I believe the crisis caused by COVID-19 will eventually resolve with little consequence for my job/business.</td>
<td>3 (1-6)</td>
</tr>
</tbody>
</table>

\(^a\)Answers were provided with a 9-point Likert scale, where 1 is completely disagree and 9 is completely agree.

Out of the 21,364 participants, very few people considered that the country was well-prepared for the pandemic (n=3202, 15.0%) and that all possible state and local government measures to fight COVID-19 were being taken (n=4950, 23% and n=5189, 24%, respectively), and more than half of the respondents reported low trust in the state government and local authorities (n=11,890, 56% and n=11,624, 54%, respectively). Interestingly, most participants did not consider the measures taken by the state and local government to be excessive (n=14,382, 67% and n=14,459, 68%, respectively). Regarding the economic ramifications, 19,240 (90%) respondents did not believe that the crisis caused by COVID-19 will eventually resolve with little consequence for the country’s economy, and 12,269 (57%) were worried about the consequences to their business or employment. More than half of participants (n=12,570, 58.8%) reported the pandemic was “negatively impacting my day to day life” and were extremely concerned with the situation (11,389, 53.3%), and 9812 (46%) were worried about becoming infected “no matter how much I take care of myself.” Respondents demonstrated good confidence in information and in understanding of COVID-19 across most areas of Russia (Multimedia Appendix 7 and Figure 5), with 51 out of 62 (82%) areas having combined median scores of seven or more. The rest of the country had a median score between 6 and 7.
Combined median scores on trust of state and local authorities, and country readiness for the pandemic did not exceed 5 on a nine-point scale across Russia, reaching 5 in two areas only (Tyumen' and Yamal-Nenetsk). In 23 out of 62 (37%) areas, the median score varied between 4 and 4.8; in 33 out of 62 (53%) areas, the median score ranged between 3 and 3.9. A median score below 3 was recorded in three areas of Russia (Komi, Mari El, and Ul’yanovsk). The median score in Moscow was 4 points, with an even lower median (3.1) seen in respondents from St. Petersburg. Figure 6 shows median scores in areas across Russia.

Figure 5. Map of Russia showing the levels of respondents’ confidence in information and understanding. Areas with data from less than 40 respondents are not shown on the map. The combined median score on confidence in information and understanding was used (Question [Q]1. I feel informed about COVID-19; Q2. I feel informed about measures to prevent infection with COVID-19; Q3. I understand the guidance from health care authorities related to COVID-19). Respondents were provided with a 9-point Likert scale, where 1 is completely disagree and 9 is completely agree.

Figure 6. Map of Russia showing the levels of respondents’ trust to state and local authorities, and country readiness for the pandemic. Areas with data from less than 40 respondents are not shown on the map. The combined median score on trust to state and local authorities, and country readiness for the pandemic (Question [Q]4. I think the country I am responding from is well prepared for COVID-19; Q5. I think all possible government measures to fight COVID-19 are being taken in my country; Q6. I think that all possible local authority measures to fight COVID-19 are being taken in my city/town/village/etc; Q7. I trust the government in the country I am responding from; Q8. I trust the local authorities in the city/town/village/etc I am responding from). Respondents were provided with a 9-point Likert scale, where 1 is completely disagree and 9 is completely agree.
Principal Findings

The findings herein demonstrate higher state versus trait anxiety among a large sample of people residing in Russia during the COVID-19 pandemic. State anxiety was strongly associated with the amount of time spent following news of COVID-19, as well as job loss during the pandemic. Although our study design and analysis did not allow us to assess causal inference, the amount of time spent following news may be driven in part by low levels of trust in state and local authorities.

Widely accepted reference norms for STAI in the Russian population suggest that scores up to 30 are equivalent to a low level of anxiety, while scores above 45 indicate a high or clinical level of anxiety. The median scores for S-Anxiety in our online survey respondents were exceedingly high (52, IQR 44-60), which was expected, but this level of anxiety in a large sample size of young adults is concerning.

Some of the findings may be mediated by the timing of survey administration in conjunction with recent governmental actions taken less than a week prior, when the Russian President Vladimir Putin announced the prolongation of “the official non-work period” until the end of April and alluded to regional decision making regarding public health measures [7]. By that time, several (but not all) regions including Moscow had introduced social or physical distancing measures, the stringency of which were further adjusted over the course of this study while remaining variable across the country. Therefore, the results must be viewed through a lens of a fluid and evolving situation in a geographically large and culturally diverse country with variable infection rates and public health needs when analyzing interregional variation of the anxiety state. Furthermore, no data regarding anxiety, trust, or other data reported herein were available to help inform potential decisions. Such data are now available and support interventions for a psychologically burdened people [16]. Electronic mental health interventions such as CoPE It could be made available as evidence-based psychotherapeutic and psychological support to overcome psychological distress [17].

Moreover, similarly to other countries, additional support measures for the private sector and guarantees of wage retention for the workers of nongovernmental organizations have evolved since the launch of this survey. A window existed where respondents were surveyed between announcements, which may have influenced perception of the adequacy of the response, in particular with oil price fluctuations occurring just prior to the fielding of this survey [18]. This lack of hindsight clarity at the beginning stages could explain the observed anxiety related to job loss and the lack of belief in the crisis caused by COVID-19 resolving with little consequence for the country’s economy. This is why longitudinal assessment of this population is important, to show if there is resolution of some of the trends.

Previous research suggested that high frequency of risk-elevating messages in the news may contribute to increased concerns of the public in relation to infectious diseases, as it was witnessed with the Ebola virus disease in the US population [19]. Our findings are in agreement with previous data both during the current pandemic [20,21] as well as the severe acute respiratory syndrome outbreak in 2006 [22]; the time of media consumption was a major factor associated with higher S-Anxiety in our respondents. The effect was particularly strong among participants with low T-Anxiety, which could indicate ceiling effects among those with high T-Anxiety (ie, individuals with high T-Anxiety already have increased anxiety, which does not leave enough space for S-Anxiety to rise to a large extent). Another interpretation is that subjects who usually having low anxiety in normal life show a stronger response during the stressful time of a pandemic. Individuals with higher T-Anxiety might be more prone to increased duration or frequency of media consumption; however, a strong association among those with low T-Anxiety may point toward the directionality of media consumption causing S-Anxiety rather than the other way around, which is supported by previously published data [23]. The design of this study does not allow establishment of causality, but this hypothesis may merit further exploration in future research.

Our data support the findings by Ni et al [20], suggesting that spending ≥2 hours a day following COVID-19–related news was associated with probable depression and anxiety in adults. Social media sources may impose a danger to mental health during lockdown due to the high volume of contradictory information they may deliver [22,24,25], which is particularly evident in light of quarantine measures imposed. A recent report by Tangcharoensathien et al [26] highlighted the importance of interaction with social media platforms to provide reliable information and keep the infodemic under control, underlining the necessity of keeping closer attention to the coherence of information in the media and to take specific action to alleviate their impact on mental health.

The impact of the COVID-19 pandemic on the Russian population remains largely unknown with a limited number of studies on a small sample size available [27-29]. Sorokin et al [27] reported an overall moderate level of anxiety and found similar associations between unemployment, female gender, and lower education with the level of distress. Similarly, high levels of anxiety were found in the Russian student population [28,29], but due to the difference in scales used, the results cannot be compared with our data.

Strengths and Limitations

The size of the data set, assessing mental aspects of a sizeable portion of the Russian population during the pandemic, is a defined strength of the study. The survey resulted in a reputable completion rate compared with an average response rate in online surveys (33%) [30]. This may be a reflection of social or physical isolation and policies urging people to shelter-in-place, who could then dedicate more time to responding.

There were several limitations to the study. Several items were not standardized and validated, although we were careful to include others that were. However, a broad international multidisciplinary team of researchers, with expertise in psychology, epidemiology, and clinical medicine including
infectious diseases were involved in this ad hoc survey development to measure the pandemic response. The survey was distributed online, with the help of influencers via social networks, media, and search engines. This may have introduced selection bias due to the probability that people using media websites and persons who follow online influencers and take a questionnaire may possess higher health literacy and be more informed on a wide range of topics, which reduces generalizability of the findings to the average Russian citizen. However, Russia is among the top-10 countries in the world with the highest number of internet users [31], and most of the people in the studied age group use internet on a regular basis all over Russia. Another concern was age bias because many of the respondents were young adults, and the views of people 65 years and older, the most vulnerable population during the COVID-19 pandemic, remained uncaptured. Finally, another limitation of this study is the disproportionately large number of female respondents, which is, however, a common observation in online and paper-based surveys [32,33]. The gender difference is likely to be secondary to the means of the questionnaire’s distribution, that is, via social media and influencers.

Conclusions
The results of this survey suggest a higher rate of S-Anxiety when compared with T-Anxiety diffusely among the Russian population. Media consumption, job loss, and associated uncertainty around future employment prospects due to the pandemic were strongly associated with increased S-Anxiety. Given the evolving pandemic situation, further research is needed to track the trajectory of perceptions regarding trust and the perception of the adequacy of the governmental response. This also provides time for some of the information contained herein to help inform policy and direct intervention at a segment of the population at high risk for mental health issues related to the pandemic and what influences the anxiety. It is important to address the COVID-19 pandemic and the infodemic in tandem by understanding if mass communication impacts state anxiety. Our findings will increase our understanding of the risks and consequences of social isolation on the population and how these are informed by rapidly changing data, an endless news cycle, and social media.

In their position paper, Holmes et al [5], as well as the WHO experts [6], called for immediate action to assess “the effect of repeated media consumption about COVID-19 in traditional and social media on mental health” and “the role of repeated media consumption in amplifying distress and anxiety” [5]. Our data confirm the association between an excessive reception of information on COVID-19 through the media and S-Anxiety. Lack of trust in the state and local authorities is also worrying. Governments must take note and consider how presentation might be adjusted to avoid excess anxiety in the population.
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Multiple logistic regression model assessing associations between characteristics and state anxiety scores, adjusted for the trait anxiety. Statistically significant results presented in bold.
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Regression model assessing associations between characteristics and state anxiety scores in a subset of respondents with low trait anxiety scores (n=683). Statistically significant results presented in bold.
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Regression model assessing associations between characteristics and state anxiety scores in a subset of respondents with low trait anxiety scores (n=683). Statistically significant results presented in bold.

Multimedia Appendix 6
Changes in State Anxiety Scale scores over time in (a) all respondents and (b) a subset of respondents with low trait anxiety scores.

Multimedia Appendix 7
Median scores reported by the respondents residing in different regions (with 40 respondents or more) of Russian Federation with regards to (a) confidence in information and understanding, combined median score on confidence in information and understanding was used (Question [Q1]. I feel informed about COVID-19; Q2. I feel informed about measures to prevent infection with COVID-19; Q3. I understand the guidance from health care authorities related to COVID-19) and (b) combined median score on trust to state and local authorities, and country readiness for pandemic (Q4. I think the country I am responding from is well prepared for COVID-19; Q5. I think all possible government measures to fight COVID-19 are being taken in my country; Q6. I think that all possible local authority measures to fight COVID-19 are being taken in my city/town/village/etc; Q7. I trust the government in the country I am responding from; Q8. I trust the local authorities in the city/town/village/etc I am responding from). Respondents were provided with a 9-point Likert scale, where 1 is completely disagree and 9 is completely agree.

Multimedia Appendix 8
Regression model assessing associations between characteristics and state anxiety, including trust to state and local authorities, country readiness for the pandemic, and confidence in information and understanding. Statistically significant results presented in bold.
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Abstract

Background: Implementing and lifting social distancing (LSD) is an urgent global issue during the COVID-19 pandemic, particularly when the travel ban is lifted to revive international businesses and economies. However, when and whether LSD can be considered is subject to the spread of SARS-CoV-2, the recovery rate, and the case-fatality rate. It is imperative to provide real-time assessment of three factors to guide LSD.

Objective: A simple LSD index was developed for health decision makers to do real-time assessment of COVID-19 at the global, country, region, and community level.

Methods: Data on the retrospective cohort of 186 countries with three factors were retrieved from a publicly available repository from January to early July. A simple index for guiding LSD was measured by the cumulative number of COVID-19 cases and recoveries, and the case-fatality rate was envisaged. If the LSD index was less than 1, LSD can be considered. The dynamic changes of the COVID-19 pandemic were evaluated to assess whether and when health decision makers allowed for LSD and when to reimplement social distancing after resurgences of the epidemic.

Results: After large-scale outbreaks in a few countries before mid-March (prepandemic phase), the global weekly LSD index peaked at 4.27 in March and lasted until mid-June (pandemic phase), during which most countries were affected and needed to take various social distancing measures. Since, the value of LSD has gradually declined to 0.99 on July 5 (postpandemic phase), at which 64.7% (120/186) of countries and regions had an LSD<1 with the decile between 0 and 1 to refine risk stratification by countries. The LSD index decreased to 1 in about 115 days. In addition, we present the results of dynamic changes of the LSD index on the resurgence of the COVID-19 epidemic in certain regions and validation by other emerging infectious diseases are presented.

Conclusions: This simple LSD index provides a quantitative assessment of whether and when to ease or implement social distancing to provide advice for health decision makers and travelers.

(J Med Internet Res 2020;22(9):e22469) doi:10.2196/22469
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Introduction

Although border controls and social distancing have been executed since the beginning of the COVID-19 pandemic [1-4], we must consider how to lift social distancing in the postpandemic period with real-time assessment, possibly weekly [5], as reviving economic business and normal social activities are needed.

Although there are six criteria for countries to consider when de-escalating by reversing restrictions or lockdowns [6], it is still unclear whether and when to implement the reopening policy. Doing so is highly dependent on three determinants. The first is to consider the transmission rate of COVID-19 that is often captured by the basic reproductive number ($R_0$); the expected number of secondary cases produced by an index case in a susceptible population) using the susceptible-infected-recovered or susceptible-exposed-infected-recovered models to evaluate the effectiveness of social distancing [2-4,7-11]. The second is pertaining to the optimal management of patients with COVID-19 that determines the rate of recovery from hospitalization or self-isolation. The third is strongly related to the second determinant and critical care capacity, and concerns preventing mild or moderate patients from deteriorating into severe patients, potentially causing further death from COVID-19. A simple lifting social distancing (LSD) index is required to quantify the impacts of these three factors on LSD. The implications for developing an LSD index are two-fold. From a global perspective, providing this LSD index can aid policy makers worldwide in evaluating and deciding when to reopen the border if the spread of SARS-CoV-2 can be contained even with small cluster infections. From an individual viewpoint, if information on this index can be evaluated periodically and incorporated into traveling apps or websites, it would be helpful for the traveler to be aware of information on these three determinants in each country or region to decide whether it is safe for them to travel to their destinations and, if they must travel in the coming weeks, how they can be prepared to protect themselves from being infected with COVID-19 in high LSD areas.

The aim of this study was to develop a simple index for guiding LSD with assessment on the global, country, region, and community level from January until early July.

Methods

Data

The data for the following analysis were derived from the web-based real-time GitHub repository created by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University [12,13]. CSSE operates daily updates of publicly available data, including confirmed cases, recovered cases, and deaths from multiple sources. A total of 186 countries have available data, including confirmed cases, recovered cases, and deaths from multiple sources. These three factors (cases, recoveries, and deaths), available from open data, were used as proxy variables for the corresponding three metrics, including transmissibility that is often captured by the $R_0$, number of beds for hospitalization, and number of beds for the intensive care unit. However, the two latter metrics may not be available from open data in the three periods (pre-pandemic, pandemic, and postpandemic), described in the next section, from a global perspective.

Social Distancing and Three Factors Related to COVID-19

At the beginning of the outbreak, each country focused on the evaluation of the spread of COVID-19, which often refers to the evolution of the $R_0$. With time, those accumulated COVID-19 cases have invoked demand for hospitalization and critical care provided for moderate and severe patients, respectively. To reduce the burden of medical resources and disease burden of death, various containment measures would be adopted to stamp out large-scale community-acquired outbreaks. Although different terminologies have been used worldwide, the broad term “social distancing” is used here to represent containment measures and is defined as border control across countries, lockdown across cities, physical distancing between individuals, and use of face masks. Nonetheless, if social distancing lasts for a long time, economic and social activities will be restricted. In the postpandemic period, the majority of countries and regions may still have small outbreaks after large-scale outbreaks. To balance social distancing and economic revival, each country or region has to consider whether the medical capacity can afford newly increasing confirmed COVID-19 cases arising from small outbreaks due to LSD. Assessing three factors (cases, recoveries, and deaths) simultaneously that are reciprocal and correlated with each other provides an insight into the balance between LSD and disease burden.

Statistical Analysis

Index for LSD

We developed the simple index for LSD, which originated from the susceptible-exposed-infected-recovered-death (SEIRD) compartment model for infectious disease [15]. The semantics of SEIRD is denoted by five symbols, including susceptible (S), exposed (E), infected (I), recovered (R), and death (D), as illustrated in the figure in Multimedia Appendix 1. It has been already applied to modeling the dynamic transmission of SARS-CoV-2 [16]. In a mathematical way, let the number of the compartments S, E, I, R, and D at time $t$ be denoted by $s(t)$, $e(t)$, $i(t)$, $r(t)$, and $m(t)$, respectively. Given a time point, participants of a country or region belong to one of the five states. The instantaneous change for the compartments thus constitutes a system of differential equations:

$$\frac{ds(t)}{dt} = -\beta s(t) e(t)$$

$$\frac{de(t)}{dt} = \beta s(t) e(t) - \gamma e(t)$$

$$\frac{di(t)}{dt} = \gamma e(t) - \alpha_i i(t)$$

$$\frac{dr(t)}{dt} = \alpha_i i(t) - \tau i(t)$$

$$\frac{dm(t)}{dt} = \tau i(t)$$

where $\beta$ represents the transmission coefficient, and $\alpha$, $\gamma$, and $\tau$ denote the progression rates to infectious status, recovery rate, and case-fatality rate, respectively.
Based on the system of differential equations in equation 1, the cumulative frequencies of cases, recoveries, and deaths with the consideration of the COVID-19 evolution among a population, given period \( t \), can be derived as follows:

Note that the transmission of COVID-9 captured by the transmission coefficient, \( \beta \), is altered by social distancing measures that would reduce the frequency of contact and the probability of transmission \([17,18]\), the recovery rate and case-fatality rate that are determined by the optimal management of medical care, the capacity of hospitalization and intensive care, and the quality of care \([19]\). Without a proper triage and diversion of patients with COVID-19, a compromised recovery rate and an increasing case fatality will be expected \([20]\).

Rooted from the mathematical modeling in dynamics of infectious disease from contact and transmission until recovery or death, we developed an index for LSD, taking into account three elements encrypted in the SEIRD model, namely, the force of disease transmission (\( \beta \)), the optimal provision of health care service reflected by the recovery rate (\( \gamma \)), and the critical care capacity captured by the case-fatality rate (\( \tau \)). Specifically, this can be derived by:

\[
P(\text{Recovery} | \text{Infected COVID-19 cases}) \quad (5)
\]

which can be decomposed into:

\[
P(\text{Recovery} | \text{Infected COVID-19 cases and still survive}) \times (6)
\]

\[
P(\text{Survive} | \text{Infected COVID-19 cases})
\]

where the first part is the recovery rate and the second part corresponds to the complement of the case-fatality rate. By using the cumulative frequencies specified by equations 2-4, equation 6 can be written as:

\[
\text{which is equivalent to:}
\]

An index for LSD is extended by taking the inverse of equation 8 to have:

\[
The reason for subtracting 1 is that, in an ideal scenario, the aforementioned ratio would reach 1 when all confirmed cases have been recovered without death (case-fatality rate), and therefore, LSD would approach zero, suggesting the region has a full recovery after the outbreak of COVID-19 and may return to the normal status.

**Derivation of LSD From Empirical Data**

To fit the formula of LSD(t) in equation 9 with the empirical data, the numerator would be estimated by the cumulative number of cases up to time \( t \) in empirical data, and the denominator would be derived by the cumulative number of recoveries and the case-fatality rate based on the corresponding date. An index for LSD for time \( t \) following equation 9 can be explicitly described as follows:

\[
\text{LSD is, thus, the ratio of cumulative confirmed cases to cumulative recovered patients without dying from COVID-19 that is captured by (1 – case fatality) – 1 during a fixed time period.}
\]

However, it is impracticable to lift social distancing until the value of LSD reaches 0. One has to consider the balance between the spread of COVID-19, the rate of recovery, and the capacity of critical care. The first element is to capture the information on the rate of the COVID-19 spread after the implementation of social distancing that is often modeled by the \( R_0 \). The second element is dependent on whether health care systems have the capacity to offer a number of beds for hospitalization. The third one is determined by the capacity of critical care that can stop the progression from acute respiratory distress syndrome to death.

It should be noted that three factors are affected by each other and may also allow for other related factors beyond the previously mentioned determinants. For example, if there is an increase in COVID-19 cases due to LSD and if hospital beds have been occupied for other reasons (trauma, elective surgeries, etc), the rate of recovery would be slow, and the case-fatality rate may be higher. This can be captured by the proposed index. Here, we also made the recommendation for LSD using this index. If the value of the LSD index is greater than 1, it is still necessary to maintain social distancing because the rate of the COVID-19 spread still outweighs the affordable capacity of hospitalization and critical care. If it is less than 1, LSD can be suggested. The degree of an LSD less than 1 was assessed by the inverse of the decile of the LSD index from the lowest decile (0.1) to the highest decile (1). The multinomial distribution using the reported number of confirmed cases, recoveries, and deaths in conjunction with the Bayesian Markov chain Monte Carlo method was used for the derivation of 95% credible interval (CI) for the LSD index.

**External Applications of LSD Index to Emerging Infectious Disease**

Other emerging infectious disease data including severe acute respiratory syndrome (SARS), Middle East respiratory syndrome–related coronavirus (MERS-CoV), and Ebola were used for the validation of the developed LSD index. The daily reported cases, recoveries, and deaths for the SARS outbreak in 2003 were collected from the Taiwan Centers for Disease Control. Data for the MERS-CoV outbreak in South Korea in 2015 were retrieved from published literature \([21]\). Data for the Ebola outbreak in the Democratic Republic of Congo in 2018 were derived from the WHO report \([22]\).
Results

The Daily LSD Index for Countries and Regions Worldwide

As of July 5, 2020, 11,388,537 confirmed cases, 6,445,646 recoveries, and 533,638 deaths from COVID-19 were reported worldwide, which gave a case-fatality rate of 4.7% and a recovery rate of 57%.

Figure 1 shows the daily temporal trend of the global LSD index. The global daily LSD index began with 40.84-11.63 between the last week of January and the second week of February, mainly from Mainland China. In the third week of February, it declined but was still large, up to 5.69 (95% CI 5.65-5.73), mainly due to the spread from China to other hot spots including South Korea, Iran, and Italy. The period from January to mid-March, just before the WHO categorized the COVID-19 pandemic as being in the “pre-pandemic phase.” After that, the value of LSD peaked again on March 29 (4.27, 95% CI 4.26-4.28) due to a large-scale spread from continental regions including Australia, the United States and Canada (North America), the European Union except Italy, South Africa, and South Asia. The period from mid-March to June was called the “pandemic phase.” During the pandemic phase, every country had adopted various containment measures, which rendered the value of LSD to gradually decline and fall to 1.11 on June 21 and further decrease to 0.99 by July 5. The phase after June is called the “post-pandemic phase.” The LSD index took 115 days to go down to 1 at the global level.

Figure 1. Temporal trend of global lifting social distancing (LSD) index up to July 5, 2020. Overall: The LSD index ranged between 40.1 and 0.96 in the prepandemic period from January to mid-March. In the pandemic period from mid-March to June, the peak of the LSD index reached 4.27 on March 29. As of July 5, the LSD index declined to less than 1.

It should be taken with great caution that the value of LSD was below 1 on July 5, 2020, as the overall curve consisted of most countries with an LSD value smaller than 1 (65%), and the remaining countries (35%) were larger than 1. It is, therefore, necessary to stratify the overall curve into two types according to the LSD value greater than or less than 1 in the previous week of July 5. For countries with LSD values less than 1, it took 55 days, on average, to enable LSD. At the global level, Figure 2 shows that the spread of COVID-19 still exceeded the capacity of hospitalization and critical care for COVID-19 cases, whereas Figure 3 shows the opposite. These heterogeneous findings across countries and regions also suggests that each country and region may experience three phases (pre-epidemic or cluster infection, epidemic, and postepidemic phases) commensurate with the previously mentioned three corresponding phases of the COVID-19 pandemic in different time periods.

According to the decile of the LSD index for each of the two categories (≥1 and <1), Figure 4 shows the frequencies on the index of LSD until July 5, 2020, for the countries and regions worldwide, aggregated by three groups for the LSD<1, including <0.1 (n=23), 0.1-0.4 (n=67), and 0.5-1 (n=30), and by five groups for the LSD ≥1, including, 1.1-1.4 (n=22), 1.5-1.9 (n=14), 2-2.4 (n=10), 2.5-2.9 (n=7), and ≥3 (n=13). Of the 186 countries and region, 64.5% (n=120) of the LSD indices were less than 1.
Figure 2. Temporal trend of global lifting social distancing (LSD) index up to July 5, 2020. A total of 66 countries with LSD≥1 on June 28 in the pandemic phase period. The social distancing was relaxed over 4 months.
Figure 3. Temporal trend of global lifting social distancing (LSD) index up to July 5, 2020. A total of 120 countries with LSD<1 on June 28 in the pandemic phase. Between March 13 and May 6, the LSD index was greater than 1. The time required for lifting social distancing was 55 days on average.

Figure 4. The number of countries and regions by ranges of the LSD index. As of July 5, 2020, the LSD index in 120 countries and regions was less than 1. The LSD index was greater than 1 in 66 countries and regions. LSD: lifting social distancing.
Dynamic Change of Weekly LSD Index Worldwide

Multimedia Appendix 2 shows the dynamic change of the global LSD index (in weeks) for 186 countries and regions from January 26 (fifth week) to July 5, 2020 (28th week), on the map worldwide. Countries that are more red are less likely to lift social distancing, whereas those that are more green are more likely to lift social distancing. Different countries had different times to transit from high (greater than 1) to low (less than 1) LSD values, representing different times required for LSD as indicated in three phases of the COVID-19 epidemic in each country or region. For example, South Korea’s pre-epidemic phase with cluster infections due to religious gatherings was between early February and mid-February. The epidemic phase with large-scale community-acquired outbreaks was between mid-February and March. The postepidemic phase was after March. Various regions had experienced these three phases with different time windows as detailed in Multimedia Appendix 2. The details of the global dynamic change consisting of each country and region have been delineated as follows.

The LSD value in Western European regions had changed from greater than 1 (red) on March 31, 2020, to less than 1 (green) on July 5. However, the evolution and three factors' contribution were heterogeneous before the decline of the LSD value to being less than 1 between the first week and the fifth week in May. As of the end of May, Germany’s (a lower LSD index of 0.163, 95% CI 0.160-0.166) moderate case-fatality rate (4.7%) was compensated by the high recovery rate (90%), possibly through early detection followed by the high capacity for hospitalization. Countries’ high LSD indices, such as Hungary (LSD: 1.088, 95% CI 1.063-1.114), were attributed to high case-fatality rates (13.6%), mainly resulting from an insufficient capacity for critical care. The high LSD index was, to a greater extent, due to the case-fatality rate (around 2.4 times the average worldwide) and, to a lesser extent, due to a modest recovery rate (55.4%, around 1.3 times the average worldwide). However, the overall value of LSD has declined to 1 since mid-June. Similar findings have been noted in other regions of Europe with different weekly times to see the drop of LSD, including around the fourth week for Northern and Southern Europe, and the fifth week for Eastern Europe. However, the LSD index for a few countries in Southeast Europe was still greater than 1 until mid-June.

Even when there were large-scale outbreaks from mid-March to mid-April that led to the value of LSD being greater than 1 in two Oceania countries including New Zealand and Australia, their values of LSD decreased to less than 1 after both had controlled the outbreak due to multiple containment measures including restricted border control, quarantine, and planned patient care. In addition, the better recovery rate and lower case fatality were also achieved by the optimal management of patients with COVID-19 and the sufficient capacity for critical care.

In the early phase of the COVID-19 pandemic, the spread of SARS-CoV-2 had started from Northeast Asia including South Korea and Japan, and then had subsequent outbreaks in most of the countries in Southeast Asia and South Asia, with the value of LSD greater than 1 in Southeast Asia since mid-March. Some countries including Vietnam, Laos, Cambodia, Thailand, and Myanmar had an LSD value less than 1 after April 19. However, the values of LSD for a few countries such as Indonesia, Philippine, Nepal, India, and Bangladesh were still greater than 1 until July 5.

In Africa, the spread of COVID-19 started in mid-March. After 3 months, the value of LSD was still greater than 1 in most of the countries in Africa until July 5. Similar findings were observed in South Africa, probably resulting from insufficient health care personnel and capacity for critical care.

The LSD index in the United States has not yet reached less than 1 because of 5 states where the impact of high transmission from SARS-CoV-2 and a low recovery rate resulted in higher LSD values in the United States, which has been demonstrated in several states with high long-standing LSD values including New York state, even though the case-fatality rate (6.4%) was comparable to the average worldwide.

Time for LSD in selected countries with an LSD index less than 1 are summarized in Table 1. New Zealand took 22 days as the shortest time to reach an LSD index less than 1. The time for the LSD index to be less than 1 was estimated as 46-51 days for South Korea, Germany, and Australia. Japan and Hungary took longer (around 90 days). Social distancing was lifted while the LSD index was less than 1 in most countries except Finland (1.03), Hungary (1.21), Italy (1.07), Russia (1.03), and Canada (1.03). The Philippines and the United States were too early to lift social distancing. Both of the LSD indices in these two countries were greater than 4.
Table 1. Time required and LSD index for LSD in selected countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Outbreak date</th>
<th>Date when LSD&lt;1</th>
<th>Time required for LSD (days)</th>
<th>On the date of LSD&lt;1</th>
<th>LSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>COVID-19 cases</td>
<td>Recovered cases</td>
<td>Death cases</td>
</tr>
<tr>
<td>New Zealand</td>
<td>March 24</td>
<td>April 15</td>
<td>22</td>
<td>1366</td>
<td>628</td>
</tr>
<tr>
<td>Vietnam</td>
<td>March 11</td>
<td>April 8</td>
<td>28</td>
<td>251</td>
<td>126</td>
</tr>
<tr>
<td>Iceland</td>
<td>March 10</td>
<td>April 12</td>
<td>34</td>
<td>1701</td>
<td>889</td>
</tr>
<tr>
<td>Austria</td>
<td>March 9</td>
<td>April 13</td>
<td>36</td>
<td>131</td>
<td>2</td>
</tr>
<tr>
<td>Netherlands</td>
<td>March 19</td>
<td>April 27</td>
<td>40</td>
<td>38,440</td>
<td>22,176</td>
</tr>
<tr>
<td>Turkey</td>
<td>March 25</td>
<td>May 4</td>
<td>40</td>
<td>127,659</td>
<td>68,166</td>
</tr>
<tr>
<td>China</td>
<td>January 22</td>
<td>March 1</td>
<td>41</td>
<td>79,932</td>
<td>42,162</td>
</tr>
<tr>
<td>Switzerland</td>
<td>March 3</td>
<td>April 13</td>
<td>41</td>
<td>25,688</td>
<td>13,700</td>
</tr>
<tr>
<td>Denmark</td>
<td>March 6</td>
<td>April 18</td>
<td>44</td>
<td>7437</td>
<td>4031</td>
</tr>
<tr>
<td>Ireland</td>
<td>March 17</td>
<td>April 29</td>
<td>44</td>
<td>20,253</td>
<td>13,386</td>
</tr>
<tr>
<td>Australia</td>
<td>March 1</td>
<td>April 17</td>
<td>46</td>
<td>6522</td>
<td>3808</td>
</tr>
<tr>
<td>Germany</td>
<td>February 27</td>
<td>April 14</td>
<td>47</td>
<td>131,359</td>
<td>68,200</td>
</tr>
<tr>
<td>South Korea</td>
<td>February 7</td>
<td>March 29</td>
<td>51</td>
<td>9583</td>
<td>5033</td>
</tr>
<tr>
<td>Malaysia</td>
<td>February 27</td>
<td>April 15</td>
<td>53</td>
<td>5072</td>
<td>2647</td>
</tr>
<tr>
<td>Belgium</td>
<td>March 1</td>
<td>May 2</td>
<td>57</td>
<td>49,517</td>
<td>29,418</td>
</tr>
<tr>
<td>Finland</td>
<td>February 26</td>
<td>April 29</td>
<td>57</td>
<td>4395</td>
<td>2500</td>
</tr>
<tr>
<td>Thailand</td>
<td>January 26</td>
<td>April 14</td>
<td>61</td>
<td>2613</td>
<td>1405</td>
</tr>
<tr>
<td>Israel</td>
<td>February 27</td>
<td>April 29</td>
<td>62</td>
<td>15,834</td>
<td>8233</td>
</tr>
<tr>
<td>France</td>
<td>February 6</td>
<td>April 26</td>
<td>69</td>
<td>162,220</td>
<td>98,853</td>
</tr>
<tr>
<td>Spain</td>
<td>February 25</td>
<td>May 6</td>
<td>71</td>
<td>220,325</td>
<td>126,002</td>
</tr>
<tr>
<td>Sweden</td>
<td>February 26</td>
<td>May 9</td>
<td>73</td>
<td>25,921</td>
<td>14,957</td>
</tr>
<tr>
<td>Hungary</td>
<td>March 14</td>
<td>June 10</td>
<td>88</td>
<td>198,811</td>
<td>69,957</td>
</tr>
<tr>
<td>Italy</td>
<td>February 22</td>
<td>May 20</td>
<td>89</td>
<td>228,006</td>
<td>134,560</td>
</tr>
<tr>
<td>Japan</td>
<td>January 26</td>
<td>May 11</td>
<td>90</td>
<td>450,249</td>
<td>94,167</td>
</tr>
<tr>
<td>Singapore</td>
<td>February 8</td>
<td>May 26</td>
<td>90</td>
<td>32,343</td>
<td>16,444</td>
</tr>
<tr>
<td>Russia</td>
<td>March 5</td>
<td>June 10</td>
<td>97</td>
<td>493,023</td>
<td>6350</td>
</tr>
<tr>
<td>Canada</td>
<td>February 12</td>
<td>June 2</td>
<td>112</td>
<td>94,641</td>
<td>51,506</td>
</tr>
<tr>
<td>Philippines</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>United States</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aLSD: lifting social distancing.
bNot available.

Resurgence of the COVID-19 Epidemic in Local Communities and Regions

The LSD index can also be applied to evaluating whether social distancing has to be re-executed in local cities and regions because of COVID-19 outbreak resurgences due to small cluster infections. In the United States, states like Florida and Texas saw a resurgence of the COVID-19 epidemic after LSD. Using these two states as examples, although the overall LSD until the end of April was 0.83 (Table 2), the LSD indices from June 27 to July 4 were estimated as 0.94 and 1.15, respectively, indicating that the outbreak was re-emerging and might call for a restrengthening of social distancing measures. Similar resurgence can be noted in Texas.
Table 2. Resurgence of COVID-19 epidemic in Florida and Texas.

<table>
<thead>
<tr>
<th>Date</th>
<th>Florida COVID-19 cases</th>
<th>Recovered cases</th>
<th>Death cases</th>
<th>LSD(^a) index</th>
<th>Texas COVID-19 cases</th>
<th>Recovered cases</th>
<th>Death cases</th>
<th>LSD index</th>
</tr>
</thead>
<tbody>
<tr>
<td>April 11</td>
<td>18,494</td>
<td>438</td>
<td>3325</td>
<td>4.70</td>
<td>12,561</td>
<td>254</td>
<td>1617</td>
<td>6.93</td>
</tr>
<tr>
<td>April 18</td>
<td>25,269</td>
<td>754</td>
<td>10,357</td>
<td>1.51</td>
<td>18,260</td>
<td>453</td>
<td>4806</td>
<td>2.90</td>
</tr>
<tr>
<td>April 25</td>
<td>30,839</td>
<td>1075</td>
<td>17,419</td>
<td>0.83</td>
<td>23,773</td>
<td>623</td>
<td>9986</td>
<td>1.44</td>
</tr>
<tr>
<td>May 02</td>
<td>35,463</td>
<td>1388</td>
<td>23,881</td>
<td>0.55</td>
<td>30,522</td>
<td>847</td>
<td>14,891</td>
<td>1.11</td>
</tr>
<tr>
<td>May 09</td>
<td>40,001</td>
<td>1785</td>
<td>29,054</td>
<td>0.44</td>
<td>37,860</td>
<td>1049</td>
<td>20,141</td>
<td>0.93</td>
</tr>
<tr>
<td>May 16</td>
<td>44,811</td>
<td>2040</td>
<td>33,423</td>
<td>0.40</td>
<td>46,999</td>
<td>1305</td>
<td>26,601</td>
<td>0.82</td>
</tr>
<tr>
<td>May 23</td>
<td>50,127</td>
<td>2312</td>
<td>37,689</td>
<td>0.39</td>
<td>54,509</td>
<td>1506</td>
<td>32,277</td>
<td>0.74</td>
</tr>
<tr>
<td>May 30</td>
<td>55,424</td>
<td>2530</td>
<td>42,281</td>
<td>0.37</td>
<td>62,338</td>
<td>1626</td>
<td>40,068</td>
<td>0.60</td>
</tr>
<tr>
<td>June 06</td>
<td>62,758</td>
<td>2773</td>
<td>47,354</td>
<td>0.39</td>
<td>73,553</td>
<td>1819</td>
<td>48,895</td>
<td>0.54</td>
</tr>
<tr>
<td>June 13</td>
<td>73,552</td>
<td>3016</td>
<td>52,408</td>
<td>0.46</td>
<td>86,011</td>
<td>1957</td>
<td>56,535</td>
<td>0.56</td>
</tr>
<tr>
<td>June 20</td>
<td>93,797</td>
<td>3237</td>
<td>59,521</td>
<td>0.63</td>
<td>103,305</td>
<td>2140</td>
<td>65,329</td>
<td>0.61</td>
</tr>
<tr>
<td>June 27</td>
<td>132,545</td>
<td>3489</td>
<td>70,063</td>
<td>0.94</td>
<td>143,371</td>
<td>2366</td>
<td>78,248</td>
<td>0.86</td>
</tr>
<tr>
<td>July 04</td>
<td>190,052</td>
<td>3803</td>
<td>89,994</td>
<td>1.15</td>
<td>191,790</td>
<td>2608</td>
<td>97,430</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\(^a\)LSD: lifting social distancing.

The LSD Index for Other Emerging Infectious Diseases

The LSD index was also applied in a case of a SARS outbreak. During the 2003 outbreak of SARS in Taiwan, a total of 664 probable cases with 81 deaths were reported in the epidemic period between February 25 and June 15, 2003 (Figure 5). The majority of infected cases were imported as a minor outbreak in the initial period before April. The LSD index was as high as 2.5 on March 22 then down to 0.3 on April 15, 2003. Since April 22, 2003, the probable cases increased, and the LSD index rose to be greater than 1. The source of the outbreak was associated with health care settings. Several nosocomial SARS clusters were reported April 22-May 22, 2003. By a fever screen at emergency departments, self-quarantine, isolation, and containment of health care transmission, the spread of SARS was finally stopped. A low LSD index of 0.3 indicated that lifting of social distancing could have been considered at the end of May 2003.
Figure 5. LSD index for severe acute respiratory syndrome outbreak in Taiwan, 2003. The 2.5 LSD index was high on March 22, 2003, at the initial epidemic stage then decreased to 0.3 on April 15, 2003. After April 22, the LSD index started increasing from 1 by nosocomial infection. The lower LSD index (<0.5) indicated that social distancing could have been lifted at the end of May. LSD: lifting social distancing.

Figure 6 shows the estimated results of the LSD index applied to the 2015 MERS-CoV outbreak in South Korea. The outbreak started on May 20, 2015, with an imported case of MERS-CoV. Following the index case, the MERS-CoV outbreak in South Korea lasted until August 5, 2015, yielding 186 cases and 36 deaths. The LSD index for this outbreak was estimated since June 16, 2015, at the initial stage. The LSD index became less than 1 on July 1, 2015, around 2 weeks after the peak of 6.8 on June 17, 2015, and was kept at a low value until the end of the outbreak on August 7, 2015. This decreasing trend in LSD was attributable to the increasing recovery rate, which reached 80% after July 19, 2015, and the controlled case-fatality rate of 19% during the same period.
Figure 6. LSD index for the Middle East respiratory syndrome–related coronavirus outbreak in South Korea, 2015. The LSD index greater than 6 was estimated on June 16, 2015. After about 2 weeks, the LSD index was less than 1 on July 1, 2015, and kept at a low value until the end of the outbreak. LSD: lifted social distancing.

Figure 7 shows the estimated results of the LSD index along with the frequencies of cases, deaths, and recoveries for the Ebola outbreak in the Democratic Republic of Congo since mid-2018. The end of the outbreak was declared on June 25, 2020, when the 42-day lapse between the last case was reached. The LSD index estimated on August 12, 2018, was 11.7 at the initial stage. As the Ebola epidemic evolved, the LSD index never became less than 1. This was not only due to its high case-fatality rate (55-79%) but also its lower recovery rate (<45%) throughout the whole epidemic. This high level of LSD revealed less effectiveness to depend on nonpharmaceutical approaches for containing a disease as lethal as Ebola.

Figure 7. LSD index for the Ebola outbreak in the Democratic Republic of the Congo, 2018. The LSD index was estimated as 11.7 at the initial stage on August 12, 2018. The LSD index never became less than one. LSD: lifting social distancing.
Discussion

The COVID-19 pandemic has evolved from the dawn of large-scale outbreaks followed by large-scale social distancing plans to contain the COVID-19 epidemic. Incorporating information on the effective social distancing interventions to reduce the contacts of adults and avert the hospitalizations and deaths into mathematical models for guidance on containment measures has been suggested [17,18]. However, to revive economic and social activity, LSD is still necessary and requires a simple index for guiding LSD particularly when a travel ban has been lifted across borders and regions. We propose a simple index for LSD for global, country, region, and community levels to elucidate the global dynamic change of three factors in relation to COVID-19 through three phases (the large-scale outbreak period [between January and early March], the pandemic period [between mid-March and June], and the postpandemic period [starting in June]) and the corresponding dynamic changes at the country and region level through three epidemic phases (pre-epidemic, epidemic, and postepidemic) of COVID-19 but with different time windows in each specific country and region. The LSD index has been applied to monitoring the resurgence of small to moderate-small cluster infections after LSD. There are three main merits of using this LSD index. First, the LSD index is informative in providing a quantitative assessment for whether and when to lift social distancing. Second, the LSD index identifies which factor of the three determinants may contribute more to a higher value of LSD than others, which provides information for health decision makers to reinforce this fragile determinant for shortening the time until the lifting of social distancing. Third, the LSD index can be flexibly applicable to various scenarios from local, country, and region to the global community during the postpandemic period and accommodate the regions that have already lifted social distancing but have seen resurgences of outbreaks due to cluster infections.

The dynamic change of weekly LSD indices on a global level is informative to get a better understanding of the time required for the change from LSD ≥ 1 to LSD < 1. The longer time required for LSD, the less likely the countries or regions will be resilient enough to recover from the COVID-19 pandemic. On the other hand, the shorter the time to reach an LSD less than 1, the more prosperous traveling business can be. The time required for countries or regions to change the value of LSD from greater than 1 to less than 1 ranged from 3 weeks to more than 4 months. Moreover, the LSD cutoffs for lifting can be rectified according to the fragile degree of public health in each country and region. The more fragile the public health system, the lower the suggested LSD cutoff.

Few countries took only 3 weeks for LSD, such as New Zealand. The countries that required 1-2 months for LSD were China, South Korea, and Vietnam in Asia; Iceland, Denmark, Austria, Ireland, Netherlands, Switzerland, Germany, and Turkey in Europe; and Australia in Oceania. By contrast, Thailand and Malaysia in South Asia; Israel in Western Asia; and Belgium, Finland, France, Sweden, and Spain in Europe required 2-3 months for LSD. Japan and Singapore in Asia and Italy, Hungary, and Russia in Europe required 3-4 months for LSD. Canada required 4 months. The time required for LSD is heterogeneous and is highly dependent on three determinants. In addition to maintaining containment measures, the reinforcement of the medical resource capacity is also essential to respond to the outbreak [20,23] when LSD.

For resource-limited countries, the LSD index did not decline much due to the insufficient medical resources. Following the WHO’s guidance [19] for patient triage and referral during community transmission will help health facilities cope with the COVID-19 pandemic to shorten the time for LSD. It is interesting to note that the LSD index for Ebola was always greater than 1, indicating that the outbreak was not able to lift social distancing until most of the infected died. This strongly suggested the necessity of discovering the vaccine for containing the epidemic of Ebola.

There is one limitation of using the LSD index. Complete and accurate information on confirmed cases, recoveries, and deaths is required for calculating the LSD index. There are some countries lacking the information on recoveries, which limits the use of the LSD index.

In summary, a simple index for LSD was developed to evaluate the evolution of this index through three phases, prepandemic, pandemic, and postpandemic, on the global level. The surveillance of LSD indices on the country and region level aids health policy makers in being aware of which epidemic phase they are in and assessing whether and when to lift social distancing in the postpandemic period. Decomposition of this index into three components also gives a clue to facilitating the process of LSD by improving the key determinant identified from the LSD index. The proposed LSD index for LSD can be applied to not only the current COVID-19 outbreaks but also other emerging infectious diseases in the future.
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Abstract

Background: Evidence suggests that the COVID-19 pandemic has generally increased levels of stress and depression among the public. However, the impact on college students in the United States has not been well-documented.

Objective: This paper surveys the mental health status and severity of depression and anxiety of college students in a large university system in the United States during the COVID-19 pandemic.

Methods: An online survey was conducted among undergraduate and graduate students recruited from Texas A&M University via email. The survey consisted of two standardized scales—the Patient Health Questionnaire-9 and the General Anxiety Disorder-7—for depression and anxiety, and additional multiple-choice and open-ended questions regarding stressors and coping mechanisms specific to COVID-19.

Results: Among the 2031 participants, 48.14\% (n=960) showed a moderate-to-severe level of depression, 38.48\% (n=775) showed a moderate-to-severe level of anxiety, and 18.04\% (n=366) had suicidal thoughts. A majority of participants (n=1443, 71.26\%) indicated that their stress/anxiety levels had increased during the pandemic. Less than half of the participants (n=882, 43.25\%) indicated that they were able to cope adequately with the stress related to the current situation.

Conclusions: The proportion of respondents showing depression, anxiety, and/or suicidal thoughts is alarming. Respondents reported academic-, health-, and lifestyle-related concerns caused by the pandemic. Given the unexpected length and severity of the outbreak, these concerns need to be further understood and addressed.

(J Med Internet Res 2020;22(9):e22817) doi:10.2196/22817
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Introduction

The United States has seen a surge in the number of COVID-19 cases since March 2020, with initial peaks in April 2020 [1]. Recent assessments of mental health in the general populace of China and Iran, countries that had major outbreaks, show increased levels of stress due to the pandemic [2,3]. A key concern during the pandemic relates to the mental health of vulnerable populations, including college students. The 2019 Annual Report of the Center for Collegiate Mental Health [4] reported that anxiety continues to be the most common problem (62.7\% of 82,685 respondents) among students who completed the Counseling Center Assessment of Psychological Symptoms. Consistent with the national trend, Texas A&M University has seen an increase in the number of students seeking services for anxiety disorders over the last few years. Given the vulnerability of this population during the pandemic, there is a critical need...
to assess the mental health of college students in order to address concerns in a timely manner [5-8].

Recent assessments of college student mental health in China have shown an increased level of anxiety and depression in the wake of the pandemic [6,9]. These studies used standardized scales for depression and anxiety, such as the depression and anxiety stress scale, the Patient Health Questionnaire-9 (PHQ-9), and the Generalized Anxiety Disorder-7 (GAD-7) questionnaire. General panic related to the outbreak and risk of exposure were found to be contributors to increased level of depression. Similarly, Cao et al [9] assessed anxiety using the GAD-7 scale and found that risk of infection, including for family members, was a major contributor to college students’ increased anxiety. Both studies also identified important protective factors such as income stability and the availability of information related to preventative measures. However, these studies do not include an assessment of strategies used by students themselves for coping with and managing their stress. Additionally, these studies have focused on the student population in China. Given the differences in cultural, geographic, economic, and other factors, an assessment of college students’ mental health in the United States is needed.

The aim of this study was to conduct a survey-based assessment of mental health among college students at Texas A&M University, a large university in the United States, during the COVID-19 pandemic. We sought to identify severity levels of depression and anxiety symptoms (primary outcome), as well as stressors related to the pandemic, coping mechanisms used, and barriers experienced by students in handling pandemic-related stress.

**Methods**

**Recruitment**

An online cross-sectional survey was designed and conducted during the initial peak of the COVID-19 pandemic in the late Spring 2020 semester at Texas A&M. The research received approval from the university’s institutional review board. Guidelines provided by Kelley et al [10] were used for designing, conducting, and reporting this survey research.

Participants were recruited from the student population. This university closed all campuses on March 23, 2020, and held all classes virtually in response to the COVID-19 pandemic. In addition, the State of Texas issued a stay-at-home order on April 2, 2020. The survey was published using the online survey platform Qualtrics on May 4, 2020, and data collection remained open until no additional completion was reported for two days (May 19, 2020). During this period, the survey was announced to the entire population of over 60,000 students at the Texas A&M College Station Campus, through email.

**Survey Design**

The survey was designed in a semistructured format comprising multiple-choice questions and free-text fields for elaboration. The survey consisted of the following five sections:

**Demographics**

This section included questions related to participants’ age, gender, college classification (ie, undergraduate [freshman, sophomore, junior, senior] or graduate [master’s, doctorate]), and program of study.

**Patient Health Questionnaire**

The PHQ-9 is a validated and widely used measure of depression severity in primary and mental health care, consisting of 9 items based on depression symptoms. Respondents report the frequency of symptoms experienced within the last 2 weeks. The categories of severity range are minimal (0-4), mild (5-9), moderate (10-14), moderately severe (15-19), and severe (20-27) [11].

**Generalized Anxiety Disorder Screener**

The GAD-7 is a validated questionnaire used in most mental health care settings as a screening tool for major anxiety disorders such as generalized anxiety disorder or panic disorder [12], consisting of 7 items based on GAD symptoms. Respondents rate the frequency of experiencing these symptoms within the last 2 weeks. The categories of severity range are minimal (0-4), mild (5-9), moderate (10-14), and severe (15-21).

**Questions Related to COVID-19–Related Stress**

This section aimed at identifying various stressors resulting from the pandemic and comprised the following items:

- Did your overall stress increase/decrease or remain the same during the ongoing pandemic? (response: increase/decrease/remain the same)
  - If the participant chose increase/decrease, a follow-up open-answer question was asked: Can you describe the main reason for such increase/decrease of stress and anxiety?
- Do you think other students are experiencing stress/anxiety because of the pandemic? (response: yes/no)
- In the past month, what level of fear, worry, and/or changes have you experienced related to any of the following academic/health/lifestyle-related concerns? (response: none/mild/moderate/severe)
- Did you have any other academic/health/lifestyle-related concerns? (response: yes/no)
  - If participant chose “yes,” a follow-up open-answer question was asked: Please specify any other academic-related concerns you have.

**Coping Mechanisms and Barriers**

This section consisted of multiple-choice questions and open-ended follow-up questions related to ways in which the students coped with stress during the pandemic. Follow-up questions were included to identify specific resources and technological apps that students may have been using as they coped:

- Do you feel you are able to cope adequately with the stress related to the current situation? (response: yes/no/maybe)
- What coping methods/tools/techniques have you used to mitigate your elevated stress/anxiety? (response: none;
university services; health services outside the university; support from community, family and friends; technologies; other)
• If participant chose “university services,” a follow-up question was asked: What university services did you use because of the pandemic? (response: student health services; counseling and psychological services; other)
• Where are you sourcing your information [about the pandemic] from? (response: university emails; your medical provider; newspaper and periodicals; medical websites; posts on social media; other)
• Have you been using any mobile apps or features on existing apps for managing stress, anxiety, or depression related to the ongoing COVID-19 pandemic? (response: yes/no)
  • If participant chose “yes,” a follow-up open-answer question was asked: Please specify what apps/features you have been using.
• In your opinion, what are the barriers to mental health care? (response: none; lack of information about resources available; financial concerns; limited access to the services; social stigma; other)

Data Analysis
For PHQ-9 and GAD-7, mean scores were calculated for different gender and classification groups. The percentages of participants who fall in each severity category were computed. Inspection of the data and residual plots for mean PHQ-9 and GAD-7 scores did not indicate any violation of assumptions of normality, independence, and homogeneity of variance. Therefore, a two-way analysis of variance (ANOVA) was conducted to identify significant main effects and interactions between gender and classification groups. For the questions regarding concerns about COVID-19, the percentage of participants who chose each severity level was computed. For the multiple-choice questions regarding coping mechanisms and barriers, the percentage of participants who chose each item was computed. Quantitative analyses were performed using Microsoft Excel (Microsoft Corp) and R 4.0.2 (The R Foundation).

Open-ended questions were coded using thematic analysis [13]. Initial codes were created based on a previous coding scheme used for an interview study [14]. Initial coding consisted of placing all responses to the questions into the initial codes; however, responses that did not fit in the initial codes were placed in new codes generated inductively. Focused coding, following initial coding, consisted of recategorizing codes and creating additional codes as needed. For the final phase of thematic coding, common themes were identified among the codes and numbers of appearance were counted. The analysis of the open-ended questions was split among four coders: one coder analyzed the questions related to increased or decreased stress (BK); one coder analyzed the questions related to academic concerns (CS); one coder analyzed questions related to health and lifestyle (XW); and one coder analyzed questions related to coping mechanisms and barriers to treatment (AS). Between each phase of coding, the coders and other authors (SH and FS) met and discussed their process to ensure a uniform analysis method. The final coding structure and themes were decided upon in consensus meetings among all authors. Qualitative analyses were performed using Microsoft Excel (Microsoft Corp) and MAXQDA (VERBI Software) [15].

Results

Sample Demographics
A total of 2031 responses were collected, including 1252 (61.64%) from female respondents. Age of the participants ranged from 18 to 75 years (mean 22.88, SD 5.52). The sample included both undergraduate (n=1405, 69.18%) and graduate students (n=620, 30.53%), further classified as freshman (n=265, 13.05%), sophomore (n=274, 13.49%), junior (n=354, 17.43%), senior (n=512, 25.21%), master’s (n=294, 14.48%), and doctorate (n=326, 16.05%). Study program was reported by 1900 participants representing all 15 colleges in the Texas A&M campus. The top represented colleges were Engineering (n=565, 29.74%), Liberal Arts (n=261, 13.74%), and Agriculture and Life Sciences (n=189, 9.95%). Table 1 shows the gender, classification, and program (college) proportions of the sample compared to the Texas A&M population.
Table 1. Demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Sample, n (%)</th>
<th>Population&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1252 (61.64)</td>
<td>28,956 (46.60)</td>
</tr>
<tr>
<td>Male</td>
<td>757 (37.27)</td>
<td>33,197 (53.40)</td>
</tr>
<tr>
<td>Classification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>1405 (69.18)</td>
<td>50,454 (81.18)</td>
</tr>
<tr>
<td>Master’s</td>
<td>294 (14.48)</td>
<td>6259 (10.07)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>326 (16.05)</td>
<td>4864 (7.83)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>0 (0)</td>
<td>327 (0.53)</td>
</tr>
<tr>
<td>18-21</td>
<td>1065 (52.44)</td>
<td>31,839 (51.23)</td>
</tr>
<tr>
<td>22-25</td>
<td>532 (26.19)</td>
<td>22,946 (36.92)</td>
</tr>
<tr>
<td>26-30</td>
<td>207 (10.19)</td>
<td>3947 (6.35)</td>
</tr>
<tr>
<td>31-39</td>
<td>96 (4.73)</td>
<td>2176 (3.50)</td>
</tr>
<tr>
<td>&gt;39</td>
<td>46 (2.26)</td>
<td>918 (1.48)</td>
</tr>
<tr>
<td>College</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College of Engineering</td>
<td>565 (29.74)</td>
<td>18,784 (30.22)</td>
</tr>
<tr>
<td>College of Liberal Arts</td>
<td>261 (13.74)</td>
<td>8526 (13.72)</td>
</tr>
<tr>
<td>College of Agriculture</td>
<td>189 (9.95)</td>
<td>7473 (12.02)</td>
</tr>
<tr>
<td>College of Education</td>
<td>176 (9.26)</td>
<td>6630 (10.67)</td>
</tr>
<tr>
<td>Mays Business School</td>
<td>154 (8.11)</td>
<td>6041 (9.72)</td>
</tr>
<tr>
<td>College of Science</td>
<td>134 (7.05)</td>
<td>3828 (6.16)</td>
</tr>
<tr>
<td>College of Veterinary</td>
<td>93 (4.89)</td>
<td>3575 (5.75)</td>
</tr>
<tr>
<td>College of Architecture</td>
<td>78 (4.11)</td>
<td>3142 (5.06)</td>
</tr>
<tr>
<td>School of Public Health</td>
<td>50 (2.63)</td>
<td>292 (0.47)</td>
</tr>
<tr>
<td>College of Geosciences</td>
<td>49 (2.58)</td>
<td>1321 (2.13)</td>
</tr>
<tr>
<td>Bush School of Government &amp; Public Service</td>
<td>36 (1.89)</td>
<td>516 (0.83)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Population based on Fall 2019 student demographics data at Texas A&M, College Station Campus.

Severity of Depression and Anxiety

Depression

A total of 37 responses were excluded from the PHQ-9 questionnaire analysis because of missing values. Among the 1994 complete responses, 1607 (80.57%) participants reported some (any) level of depression, as follows: mild (n=647, 32.45%), moderate (n=496, 24.87%), moderately severe (n=316, 15.85%), and severe (n=148, 7.42%). The two-way ANOVA showed that gender (<i>P</i> < .001, ƞ<sup>2</sup> = 0.03) and classification (<i>P</i> < .001, ƞ<sup>2</sup> = 0.03) significantly impacted PHQ-9 scores. Females had a mean score of 1.76 points higher than males (mean 10.61 and 8.84, respectively). Participants with a higher classification had lower PHQ-9 scores (Figure 1). Tukey’s honest significant difference (HSD) showed a significant difference between doctoral and all undergraduate classifications (<i>P</i> < .001, <i>P</i> < .001, <i>P</i> < .001, and <i>P</i> = .001, respectively), between master’s and freshman/sophomore/junior (<i>P</i> < .001, <i>P</i> < .001, and <i>P</i> = .04, respectively), and between senior and freshman (<i>P</i> = .004).
Responses to item 9 of the PHQ-9 (“over the last two weeks, how often have you been bothered by thoughts that you would be better off dead or of hurting yourself in some way?”) showed that 366 (18.04%) participants had thoughts related to self-harm or suicide (250 responded “several days,” 74 “more than half the days,” and 42 “nearly every day”).

**Anxiety**

In total, 17 responses were excluded from the GAD-7 questionnaire analysis because of missing values. Among the 2014 complete responses, 569 (28.25%) participants reported minimal anxiety, while 71.75% (n=1445) showed anxiety, with severity levels varying as mild (n=670, 33.27%), moderate (n=477, 23.68%), or severe (n=298, 14.80%). The two-way ANOVA showed a significant main effect of gender ($P<.001$, $\eta^2=0.05$) and classification ($P<.001$, $\eta^2=0.02$) on GAD-7 score. Females had a mean score of 2.22 points higher than males (means scores were 9.12 and 6.89, respectively). Participants with a higher classification had lower GAD-7 scores (Figure 2). Tukey’s HSD test was conducted to test for differences between the classifications, and showed a significant difference between doctoral and all undergraduate classifications ($P<.001$, $P<.001$, $P=0.002$, and $P=0.002$, respectively), and between master’s and sophomore ($P=0.03$).
COVID-19–Related Stress
A majority of participants (n=1443, 71.26%) reported that their stress/anxiety levels had increased during the pandemic, while 111 (5.48%) indicated it had decreased and 471 (23.26%) indicated it remained the same as before. A vast majority (n=1982, 97.83%) of students thought other students were experiencing stress/anxiety because of the pandemic. Participants who indicated a change in their stress/anxiety levels were asked to specify reasons for such an increase or decrease in a follow-up question. Apart from the general comments on the stressors, participants also rated severity of the effect by specific academic-, health-, and lifestyle-related concerns.

Reasons for Increase in Stress
Among the participants who indicated increased stress/anxiety (n=1443) during the pandemic, 1360 participants elaborated on the reasons for such an increase. The biggest contributor was stress related to academics (532/1360, 39.12%), with the majority stemming from increased difficulty (n=278) due to the precipitous transition and maintenance of online classes, distantly followed by increased concerns over grades (n=58), and delayed graduation (n=53). The second most frequent contributor was general uncertainty regarding the pandemic (473/1360, 34.78%). This was followed by health concerns (472/1360, 34.71%) relating to personal mental health (n=205), health of friends and family (n=162), and fear of personally contracting COVID-19 (n=83). The fourth biggest concern related to finances (279/1360, 20.51%), primarily stemming from unemployment or uncertainty of future employment (n=183). Living/work environment (276/1360, 20.29%) was the next biggest contributor, consisting of concerns related to working from home (n=79), cabin fever (n=59), returning home (n=49), and confinement with others (n=47). Impacted social life (252/1360, 18.53%) was the last major category, primarily consisting of concerns related to isolation (n=186).

Reasons for Decrease in Stress
A few respondents (n=109) elaborated on the reasons that they were experiencing decreased stress and anxiety during the pandemic. The majority of these respondents mentioned that this was due to time saved (47/109, 43.1%) as a result of not having to commute to school, reduced schoolwork, and not having to engage in extracurricular and organizational activities, which are otherwise a part of campus life. A key benefit of the transition to distance learning was the schedule flexibility (n=20), particularly when lecture recordings could be viewed on students’ own time. Several students (n=13) also mentioned using the additional time available to pursue hobbies and other interests, as well as to amplify proactive health behaviors such as meditation and exercise. Interestingly, some students (n=8) reported that they were experiencing reduced social anxiety from not having to interact with other students.

Academic-Related Concerns
In terms of academic-related concerns (Figure 3), 1851 (90.74%) participants had difficulty in concentrating, with 716 (35.10%) rating their difficulty as moderate and 706 (34.61%) as severe. Similarly, most participants had concerns regarding their academic progress and future plans (n=1830, 89.57%), as well as academic performance (n=1752, 85.71%). A majority of the participants also had difficulty adapting to distance learning (n=1554, 76.03%) or had an increased class workload (n=1358, 66.57%).

Health-Related Concerns
As Figure 4 shows, the top health-related concern was fear and worry about personal health and the health of loved ones (n=1825, 89.24%), followed by changes in sleeping habits (n=1735, 84.92%), eating patterns (n=1641, 80.44%), and depressive thoughts (n=1362, 66.67%).

A small portion of participants (n=389) provided additional free-response reasons behind the increased level of stress related to academics. Nearly one fifth of those who indicated such reasons (73/389, 18.8%) reported financial concerns related to their academic situations such as reduced current and prospective job opportunities (n=42), increased burden to pay tuition and fees (n=16), and impacts on scholarship and funding (n=15). Some of the participants (27/389, 6.9%) presented their worry about future semesters, such as continuing online classes in following semesters (n=12), choosing a major in the middle of the pandemic situation (n=10), and resuming in-person classes with persistent risks of virus infection (n=5).

Health-Related Concerns
As Figure 4 shows, the top health-related concern was fear and worry about personal health and the health of loved ones (n=1825, 89.24%), followed by changes in sleeping habits (n=1735, 84.92%), eating patterns (n=1641, 80.44%), and depressive thoughts (n=1362, 66.67%).
Some participants (n=180) added health-related concerns in the free responses. The biggest concern was physical illness (52/180, 29.9%), including having physical illness (n=31) that worsened during the pandemic (n=6). Some were at higher risk of getting infected with COVID-19 due to asthma (n=9), autoimmune disease (n=4), being immunocompromised (n=3) or other disease (n=3). Four participants reported that they have been infected with COVID-19. Fitness was another concern (49/180, 28.2%), including decreased exercise (n=45), weight gain (n=12), and muscle/back pain due to sedentary lifestyle (n=5). Some participants reported having been diagnosed with mental illness (n=31), which worsened during the pandemic (n=11). Barriers to health care were mentioned by 29 participants, including barriers or reluctance to visit doctors for nonpandemic issues (n=24), barriers to get medication (n=3), and barriers to get tested for COVID-19 (n=2).

**Lifestyle-Related Concerns**

More than half of the participants reported experiencing the top seven lifestyle concerns shown in Figure 5. It was not surprising that “changes to social relations or social isolation” (n=1775, 86.80%) and “social/physical distancing” (n=1741, 85.43%) were the top two lifestyle concerns.

Some participants (n=174) mentioned additional concerns related to lifestyle changes in the free responses. The major concern was relationship (71/174, 40.8%), including social activities affected by isolation (n=45) and relationship issues with family members (n=18) and roommates (n=8). Some participants had difficulty working (n=17), due to unsatisfying work environments (n=9) such as internet issues (n=2), or had difficulty following a schedule (n=8). Other concerns included uncertainty of the future (n=12), worry because others do not perform social distancing (n=11), and worry of bringing the virus to their family as essential workers (n=2).

**Coping Mechanisms and Barriers**

**Coping Mechanisms**

Nearly half (n=882, 43.25%) of the participants indicated via multiple-choice responses that they were able to cope adequately with the stress related to the current situation, while 323 (15.84%) said they were not able to cope. The rest were unsure (n=834, 40.90%). When asked what coping mechanisms were used to mitigate stress/anxiety, more than half (n=1362, 67.06%) of the participants chose “support from community, family and friends,” followed by “technologies (websites, mobile apps, sensors that help monitor health data)” (n=659, 32.45%). Few participants reported using university health services such as counseling service (n=210, 10.34%) or health services outside the university (n=89, 4.38%). Some of the participants (n=387, 19.05%) reported using no coping mechanism.

Some respondents (n=386) indicated that they used other coping mechanisms to reduce stress during the COVID-19 and provided elaboration in the free-response field. Many of these respondents (152/386, 39.0%) mentioned engaging in health lifestyle activities such as exercise (n=130), diet maintenance (n=11),

---

**Figure 4. Health-related concerns.**

<table>
<thead>
<tr>
<th>Health-related concern</th>
<th>None</th>
<th>Mild</th>
<th>Moderate</th>
<th>Severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fear and worry about your own health and the health of your loved ones</td>
<td>10.76%</td>
<td>38.29%</td>
<td>34.13%</td>
<td>16.82%</td>
</tr>
<tr>
<td>Changes in sleeping habits</td>
<td>15.08%</td>
<td>3.10%</td>
<td>31.96%</td>
<td>29.86%</td>
</tr>
<tr>
<td>Changes in eating patterns</td>
<td>19.56%</td>
<td>30.64%</td>
<td>31.81%</td>
<td>17.59%</td>
</tr>
<tr>
<td>Depressive thoughts</td>
<td>33.33%</td>
<td>35.29%</td>
<td>20.35%</td>
<td>11.66%</td>
</tr>
<tr>
<td>Worsening of chronic health problems</td>
<td>69.99%</td>
<td>16.60%</td>
<td>9.10% (Moderate)</td>
<td>4.22% (Severe)</td>
</tr>
<tr>
<td>Suicidal thoughts</td>
<td>83.44%</td>
<td>10.53%</td>
<td>4.12% (Moderate)</td>
<td>1.91% (Severe)</td>
</tr>
</tbody>
</table>

---

**Figure 5. Lifestyle-related concerns.**

<table>
<thead>
<tr>
<th>Lifestyle-related concern</th>
<th>None</th>
<th>Mild</th>
<th>Moderate</th>
<th>Severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes to social relations or social isolation</td>
<td>13.20%</td>
<td>27.09%</td>
<td>33.06%</td>
<td>26.95%</td>
</tr>
<tr>
<td>Social/physical distancing</td>
<td>14.57%</td>
<td>33.42%</td>
<td>32.14%</td>
<td>19.44%</td>
</tr>
<tr>
<td>Limited access to other services (restaurant, grocery, gym etc.)</td>
<td>16.68%</td>
<td>34.33%</td>
<td>30.28%</td>
<td>15.09%</td>
</tr>
<tr>
<td>Fear and worry about current financial situation</td>
<td>22.83%</td>
<td>31.09%</td>
<td>27.91%</td>
<td>18.18%</td>
</tr>
<tr>
<td>Fear and worry induced by media</td>
<td>25.29%</td>
<td>35.78%</td>
<td>24.93%</td>
<td>15.90%</td>
</tr>
<tr>
<td>Changes in living environment</td>
<td>30.49%</td>
<td>28.17%</td>
<td>26.28%</td>
<td>12.12%</td>
</tr>
<tr>
<td>Changes in travel or transportation constraints</td>
<td>36.75%</td>
<td>28.04%</td>
<td>23.07%</td>
<td>11.90%</td>
</tr>
<tr>
<td>Limited access to medical care</td>
<td>54.63%</td>
<td>26.15%</td>
<td>13.36% (Moderate)</td>
<td>5.83% (Severe)</td>
</tr>
<tr>
<td>Limited access to counseling services</td>
<td>61.82%</td>
<td>19.82%</td>
<td>11.31% (Moderate)</td>
<td>7.01% (Severe)</td>
</tr>
</tbody>
</table>
and self-care activities (n=11). A similar number of respondents (143/386, 37.1%) engaged in relaxing activities including meditation (n=48), reading (n=21), playing with pets (n=13), listening to music (n=12), breathing exercises (n=4), sleeping (n=3), shooting for sport (n=2), gardening (n=1), and other hobbies in general (n=29) alongside general relaxing activities (n=10). Beyond relaxing activities, some respondents engaged in creative activities (31/386, 8.0%), which included creating pieces of art (n=10), writing (n=18), and playing musical instruments (n=3). Additionally, respondents mentioned engaging in spiritual and religious activities (n=69) such as reading sacred texts and praying. A small percentage of the respondents also engaged in negative coping methods (41/386, 10.6%), including distracting themselves (n=20), excessive intake of alcohol (n=5), isolation (n=2), auto-manipulation (n=2), and crying (n=1). Lastly, some respondents maintained focus on their work and professional activities (16/386, 4.2%) by concentrating on school (n=4), continuing work (n=3), or managing their time for productive use.

**Smartphone Apps for Coping With COVID-19**

A small number of participants (n=290, 14.28%) indicated that they have been using mobile apps for managing added stress related to the pandemic, 278 of whom provided specific names of the apps or features. Most of these respondents (201/278, 72.3%) used an app focused on mindfulness. Most of these mindfulness apps focused on meditation (144), such as Headspace; relaxation apps (n=42) and apps centered on focused breathing (n=15) were also used. Social media (46/278, 16.5%) was used by some of the respondents with most using the typical social media sites (eg, Twitter, Facebook, Instagram, and TikTok) and apps (n=32) for entertainment purposes while others used YouTube (n=14). Some respondents used lifestyle apps (37/278, 13.3%), including exercise apps (n=23), time management (n=9), sleep tracking (n=5), and food tracking (n=2). A small number of respondents (6/278, 2.2%) played video game apps to cope with stress during COVID-19.

**Sources of Information for COVID-19**

The main sources of information related to the pandemic were university emails (n=1257, 61.89%), newspapers, paper or online periodicals (n=1221, 60.12%), and posts on social media (n=1026, 50.52%). Some participants also received information from medical websites (n=591, 29.10%) or their medical providers (n=315, 15.51%). A small number of respondents (n=235) elaborated on the other information sources in open-ended responses. About a quarter (60/235, 25.5%) of these respondents received their information from more traditional media including television (n=34), online articles (n=19), and the radio (n=7). A similar number of participants (55/235, 23.4%) received their information from family and friends. Other respondents listened to figures of authority (50/235, 21.3%) for their information regarding COVID-19, split between government officials and organizations, including presidential briefings and local leaders (n=32) on one hand, and prominent scientists and researchers (n=28) on the other. Finally, some respondents preferred to rely on themselves to stay informed (21/235, 8.9%) by conducting searches and reading relevant sources (n=4), or by ignoring the news due to disbelief in or indifference toward the current situation (n=17).

**Barriers for Mental Health Care**

The major barriers to mental health care were “financial concerns (fees and insurance)” (n=1434, 70.61%), “social stigma” (n=1194, 58.79%), “lack of information about resources available” (n=1099, 54.11%), and “limited access to the services (eg, could not get scheduled)” (n=978, 48.15%). A few respondents (n=167) indicated that they experienced other barriers and elaborated through the free-response section. Some of the respondents perceived that they themselves (69/167, 41.3%) can be the biggest barrier to reaching out for help: some doubted the efficacy of care (n=8); some mentioned that they or others may not see a problem even if it exists (n=22); others mentioned not wanting help (n=7). Respondents cited an overall feeling of discomfort (25/167, 15.0%) with the topic of mental health and difficulty bringing up the topic with others. Some of the respondents mentioned poor quality (22/167, 13.2%) in their treatment as a barrier to seeking treatment again.

**Discussion**

**Principal Findings**

Among the 2031 participants, 48.14% showed a moderate-to-severe level of depression, 38.48% showed a mild-to-severe level of anxiety, and 18.04% had suicidal thoughts in the 2 weeks preceding the survey. Gender and classification had significant effects on depression and anxiety severity (P<.001). Female respondents reported higher scores, while respondents in a higher classification reported lower scores on PHQ-9 and GAD-7. A majority of participants (71.26%) indicated that their stress/anxiety levels had increased during the pandemic. Less than half (43.25%) indicated that they were able to cope adequately with the stress related to the current situation.

The survey had a healthy representation across genders and classifications of undergraduate and graduate students. A vast majority (80.57%) of respondents had scores on the PHQ-9 that indicated some level of depression (defined as a total PHQ-9 score of ≥5), with about 48% in the moderate-to-severe range. This proportion of respondents showing depression is much larger than those found in recent assessments in China. For instance, in their survey of 509 college students, Liu et al [16] found that about 19% of their respondents showed some level of depression. Our findings also show a higher proportion of respondents with depressive symptoms among students than findings in several recent studies in nonpandemic situations [17,18]. Furthermore, nearly 1 in 5 respondents reported having suicidal thoughts. This finding is in line with the increased suicide rates observed during previous pandemics [19]. In comparison, previous research has reported about 3% to 7% of the college student population had suicidal thoughts outside of a pandemic situation [20]. This is an alarming finding warranting immediate attention. Additionally, a majority of our respondents (71.75%) showed some level of anxiety (defined as a total GAD-7 score of ≥5), with over 38% in the moderate-to-severe range. Again, this is a much higher proportion compared to
similar survey-based assessments by Liu et al [16] and Cao et al [9], who found some level of anxiety in 8.8% (out of 509) and 24.9% (out of 7143) of respondents, respectively. Clearly, there is a pressing need to actively provide support to vulnerable students in managing their mental health.

Not surprisingly, given the above findings, a majority of respondents reported that their stress and anxiety had increased during the pandemic. In general, this is consistent with the heightened levels of psychological distress reported among various populations during the current pandemic and previous epidemics such as severe acute respiratory syndrome (SARS) [6,7,9,21]. This finding could be underpinned by the high levels of academic, health, and lifestyle concerns and changes. A vast majority indicated difficulty concentrating, fear, and worry about academic progress and performance, and adjustment to distance learning as dominant academic concerns. To our knowledge, this is the first study that reports these specific effects of the COVID-19 pandemic as related to academic concerns. Given that several universities, including Texas A&M, are continuing partially with distance learning for the remainder of the year, these concerns need to be probed further in order to be adequately addressed.

Among health-related concerns, a majority of students expressed concerns about their own health or the health of loved ones, echoing recent findings [6]. A large proportion (over 80%) of respondents reported changes in eating and sleeping habits. Again, this is not surprising, but certainly concerning, given previous research which has shown that such changes are correlated with depression among college students [22]. Among lifestyle-related concerns, physical distancing and changes in social relations were widely reported, similar to those found earlier among students as well as the general population [6,23]. Additionally, three quarters of respondents indicated fear and worry induced by news outlets. This type of distress may be exacerbated by the large amount of misinformation, including false and fabricated information, distributed through news and social media platforms [24].

More than half the respondents who described coping mechanisms mentioned support from family and friends as a key factor, similar to previous findings [6,9]. Several respondents also mentioned the use of technology, such as mobile apps and other digital platforms, as a means of positive coping practices, such as meditation, echoing recent findings on the positive effect of a mindfulness app on college students’ mental health [25]. This indicates some potential for mobile-based technologies to support mental health. Such platforms may have the added benefit of helping overcome the barrier of social stigma related to seeking help from counseling services. Identifying such positive coping behaviors is important in order to enable those behaviors through symptoms-level support.

Limitations and Future Work
Several limitations may impact the generalizability of the findings reported in this paper. Most importantly, some of our findings may be biased due to self-selection by respondents. The higher percentage of respondents with depression/anxiety may be related to this bias. Particularly, the slightly higher level of depression/anxiety among females may be attributed to the slightly higher percentage of female respondents. Additionally, we did not ask if respondents had any existing mental health issues or were receiving treatment before the pandemic. In fact, 31 respondents mentioned on their own that they had a prior diagnosis of mental illness. Therefore, we are unable to clarify whether our findings have been biased by a population of respondents with pre-existing or heightened levels of distress, who may have been more inclined to participate in the survey than those who were less distressed.

The survey is cross-sectional and lacks comparison to a typical semester unaffected by the pandemic, or a different time point of the year. Huckins et al [26] tracked depression and anxiety severity of 217 undergraduate students using PHQ-4 and GAD-2 during Spring 2020. It was found that depression and anxiety levels spiked when the campus switched to remote learning but decreased in the following 2 weeks. It is valuable to keep monitoring the change to understand the long-term effect of the pandemic.

An interesting finding is the differences in depression/anxiety levels among different classifications of students. Undergraduate students may have been more heavily impacted during the pandemic compared to graduate students, probably from adapting to distance learning. Yet the precise factors need further investigation in a future study.

The proportion of respondents showing depression, anxiety, and/or suicidal thoughts is alarming. Respondents reported academic, health, and lifestyle-related concerns caused by the pandemic. Given the unexpected length and severity of the pandemic, these concerns need to be further understood and addressed. Further study on the most at-risk populations and evidence-based interventions should proceed as soon as possible to prevent a secondary epidemic, embedded within the COVID-19 pandemic, of a serious, nationwide mental affliction and potential physical self-harm among vulnerable college students.

At an institutional level, online remote activities and services can be implemented to provide support to students that help address concerns related to the pandemic. For example, Schlesselman et al [27] provided a list of activities that can potentially support students in fitness, socialization, and academic success (eg, virtual group exercise, virtual movie night, and virtual office hours). However, there is no one-size-fits-all solution. More work is needed to identify appropriate ways to implement such support and assess the long-term effects of such interventions.
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Abstract

Background: In the midst of the coronavirus disease pandemic, emerging clinical data across the world has equipped frontline health care workers, policy makers, and researchers to better understand and combat the illness.

Objective: The aim of this study is to report the correlation of clinical and laboratory parameters with patients requiring mechanical ventilation and the mortality in patients infected with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2).

Methods: We did a review of patients with SARS-CoV-2 confirmed infection admitted and managed by our institution during the last month. Patients were grouped into intubated and nonintubated, and subgrouped to alive and deceased. A comprehensive analysis using the following parameters were performed: age, sex, ethnicity, BMI, comorbidities, inflammatory markers, laboratory values, cardiac and renal function, electrocardiogram (EKG), chest x-ray findings, temperature, treatment groups, and hospital-acquired patients with SARS-CoV-2.

Results: A total of 184 patients were included in our study with ages ranging from 28-97 years (mean 64.72 years) and including 73 females (39.67%) and 111 males (60.33%) with a mean BMI of 29.10. We had 114 African Americans (61.96%), 58 Hispanics (31.52%), 11 Asians (5.98%), and 1 Caucasian (0.54%), with a mean of 1.70 comorbidities. Overall, the mortality rate was 17.39% (n=32), 16.30% (n=30) of our patients required mechanical ventilation, and 11.41% (n=21) had hospital-acquired SARS-CoV-2 infection. Pertinent and statistically significant results were found in the intubated versus nonintubated patients with confirmed SARS-CoV-2 for the following parameters: age (P=.01), BMI (P=.07), African American ethnicity (P<.001), Hispanic ethnicity (P=.02), diabetes mellitus (P=.01), creatinine (P=.29), blood urea nitrogen (BUN; P=.001), procalcitonin (P=.03), C-reactive protein (CRP; P=.007), lactate dehydrogenase (LDH; P=.001), glucose (P=.01), temperature (P=.004), bilateral pulmonary infiltrates in chest x-rays (P<.001), and bilateral patchy opacity (P=.02). The results between the living and deceased subgroups of patients with confirmed SARS-CoV-2 (linking to or against mortality) were BMI (P=.04), length of stay (P<.001), hypertension (P=.02), multiple comorbidity (P=.045), BUN (P=.04), and EKG findings with arrhythmias or blocks (P=.02).

Conclusions: We arrived at the following conclusions based on a comprehensive review of our study group, data collection, and statistical analysis. Parameters that were strongly correlated with the need for mechanical ventilation were younger age group, overweight, Hispanic ethnicity, higher core body temperature, EKG findings with sinus tachycardia, and bilateral diffuse pulmonary infiltrates on the chest x-rays. Those intubated exhibited increased disease severity with significantly elevated levels of serum procalcitonin, CRP, LDH, mean glucose, creatinine, and BUN. Mortality was strongly correlated with BMI, African American ethnicity, hypertension, presence of multiple comorbidities (with a mean of 2.32), worsening renal function with acute kidney injury or acute chronic kidney injury, and EKG findings of arrhythmias and heart blocks.

(J Med Internet Res 2020;22(9):e20548) doi:10.2196/20548
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Introduction
There is an emergent need for more research and data sharing to better delineate and understand the disease process of the coronavirus across the world. The ongoing pandemic has struck monumental changes in every aspect of human life [1]. A large amount of coronavirus cases resulted in a massive outbreak in New York State and New York City, making it the epicenter of the world [2]. Since the outbreak, rapid publications from Europe [3] and China [4] helped the rest of the world understand the disease course and severity at varying degrees. New York is one of the most culturally diverse places in the world with varying demographics across the city. Our institution in Manhattan has been at the forefront in this hotspot combating the coronavirus disease (COVID-19) pandemic at its peak. As there is a severe underrepresentation of American minority and underprivileged communities, we felt the urgent need to research and analyze various parameters associated with the disease among our patients that might help a deeper understanding and lead to further research from our peers across the world in mitigating the COVID-19 pandemic.

Methods
Study Design
Ethical approval from the hospital Institutional Review Board for Health Sciences Research was expeditiously sought and approved. This study entails data collection of all patients that were hospitalized and had a confirmed case of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection.

Data Collection
Further review using the electronic medical record was undertaken to obtain the parameters included in this study, namely, diagnosis; age; sex; ethnicity; BMI; in-hospital SARS-CoV-2 conversion status (patients without COVID-19–related symptoms upon admission and subsequently tested positive during hospital stay; hospital acquired); need for mechanical ventilation; duration of mechanical ventilation; fever (core body temperature); length of stay; death; comorbidities: hypertension (HTN), chronic kidney disease (CKD), coronary artery disease (CAD), diabetes mellitus (DM), bronchial asthma (BA), and chronic obstructive pulmonary disease (COPD); inflammatory markers: procalcitonin, C-reactive protein (CRP), lactate dehydrogenase (LDH), and ferritin; and laboratory values: creatinine (Cr), blood urea nitrogen (BUN), D-dimers, prothrombin time (PT), partial thromboplastin time, troponin, blood natriuretic peptide (BNP), glucose, electrocardiogram (EKG), chest x-ray (CXR) findings, and treatment received (azithromycin, hydroxychloroquine).

Inclusion and Exclusion Criteria
Out of 204 total patients, 184 were admitted with high suspicion of coronavirus infection or other diagnoses (who later had a conversion) between March and April 2020 and were included in our study. The included patients were confirmed positive for SARS-CoV-2. Of the 204 patients, 20 were excluded, as they tested negative.

Statistical Analysis
Baseline characteristics of all patients with laboratory confirmed SARS-CoV-2 were included in our study and described in detail. Gross numbers with percentages were calculated and used. We summarized the continuous variables using mean and standard deviation, whereas categorical variables were summarized using counts and percentages. Continuous variables were primarily analyzed using the student t test with Welch correction, while categorical variable analysis were accomplished using the Fisher exact test; subgroup analyses were performed using a two-tailed chi-square test. P<.05 was considered statistically significant. A Microsoft Excel (Microsoft Corporation) spreadsheet was used to display extrapolated data. Graph Pad Prism 8 (Graph Pad Software) and R software version 4.0.0 (R Project for Statistical Computing) were used for statistical analysis.

Results
Definitions
Patients included in our study for the purposes of understanding the disease severity and statistical analysis were further classified into the following groups: the entire group (termed total), nonintubated total (NI-T), nonintubated living (NI-L), nonintubated deceased (NI-D), intubated total (I-T), intubated living (I-L), and intubated deceased (I-D). We compared parameters across all patients and groups to delineate deeper clinical understanding with associations as detailed further in the results and Multimedia Appendix 1.

Patient Characteristics
The total number of patients included in our study was 184 of the total 204 as detailed in the inclusion and exclusion criteria in the Methods section. All of our patients were SARS-CoV-2 confirmed by polymerase chain reaction of the collected nasopharyngeal sample.

The overall mortality in our study was 17.39% (n=32). In our study, 16.30% (n=30) required mechanical ventilation, and the mortality rate was 43.33% (n=13/30) among those intubated. Of the 184 patients, 21 (11.41%) had contracted SARS-CoV-2 in the hospital who were otherwise admitted for other reasons, mostly surgical. The average age was 64.72 (range 28-97, SD 14.87) years. Over one-third of the patients included were female and less than two-thirds were male. Mean age with SD for all groups is reported in Table 1. We found that younger patients were more likely to be intubated than their older counterparts. The comparison between NI-T and I-T yielded a P value of .01, and the comparison between NI-L and NI-D yielded a P value of .51, and between I-L and I-D yielded a P value of .60.
# Table 1. Baseline patient characteristics and descriptive statistics.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Total (N=184)</th>
<th>NI-T&lt;sup&gt;a&lt;/sup&gt; (n=154)</th>
<th>I-T&lt;sup&gt;b&lt;/sup&gt; (n=30)</th>
<th>I-L&lt;sup&gt;e&lt;/sup&gt; (n=135)</th>
<th>NI-L&lt;sup&gt;c&lt;/sup&gt; (n=19)</th>
<th>NI-D&lt;sup&gt;d&lt;/sup&gt; (n=13)</th>
<th>I-L&lt;sup&gt;e&lt;/sup&gt; (n=17)</th>
<th>I-D&lt;sup&gt;f&lt;/sup&gt; (n=13)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.72 (14.87)</td>
<td>65.75 (15.25)</td>
<td>59.47 (11.56)</td>
<td>64.58 (15.04)</td>
<td>74.05 (14.52)</td>
<td>.51</td>
<td>58.47 (12.19)</td>
<td>60.77 (11.03)</td>
<td>.59</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td>73 (39.67)</td>
<td>61 (39.61)</td>
<td>12 (40)</td>
<td>55 (40.74)</td>
<td>6 (31.58)</td>
<td>9 (52.94)</td>
<td>3 (23.08)</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Males</td>
<td>111 (60.33)</td>
<td>93 (60.39)</td>
<td>18 (60)</td>
<td>80 (59.26)</td>
<td>13 (68.42)</td>
<td>8 (47.06)</td>
<td>10 (76.92)</td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</strong></td>
<td>29.10 (7.386)</td>
<td>28.45 (7.017)</td>
<td>31.74 (8.645)</td>
<td>29.00 (7.066)</td>
<td>25.71 (6.116)</td>
<td>.04</td>
<td>33.98 (10.07)</td>
<td>28.57 (4.913)</td>
<td>.07</td>
</tr>
<tr>
<td>&lt;24.9, n (%)</td>
<td>50 (29.24)</td>
<td>45 (31.69)</td>
<td>5 (17.24)</td>
<td>35 (28.46)</td>
<td>10 (52.63)</td>
<td>3 (17.65)</td>
<td>2 (16.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.0-29.9 (over-weight), n (%)</td>
<td>55 (32.16)</td>
<td>46 (32.39)</td>
<td>9 (31.03)</td>
<td>41 (33.33)</td>
<td>5 (26.32)</td>
<td>2 (1.76)</td>
<td>7 (58.33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.0-34.9 (class 1 obesity), n (%)</td>
<td>39 (22.80)</td>
<td>31 (21.83)</td>
<td>8 (27.59)</td>
<td>29 (23.58)</td>
<td>2 (10.53)</td>
<td>7 (41.18)</td>
<td>1 (8.33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35.0-39.9 (class 2 obesity), n (%)</td>
<td>16 (9.36)</td>
<td>11 (7.75)</td>
<td>5 (17.24)</td>
<td>9 (7.32)</td>
<td>2 (10.53)</td>
<td>3 (17.65)</td>
<td>2 (16.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;40.0 (class 3 obesity), n (%)</td>
<td>11 (6.43)</td>
<td>9 (6.34)</td>
<td>2 (6.90)</td>
<td>9 (7.32)</td>
<td>0 (0)</td>
<td>2 (11.76)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>114 (61.96)</td>
<td>101 (65.58)</td>
<td>13 (43.33)</td>
<td>.001</td>
<td>86 (63.70)</td>
<td>15 (78.95)</td>
<td>.19</td>
<td>10 (58.82)</td>
<td>.05</td>
</tr>
<tr>
<td>Hispanic</td>
<td>58 (31.52)</td>
<td>43 (27.92)</td>
<td>15 (50)</td>
<td>.02</td>
<td>39 (28.89)</td>
<td>4 (21.05)</td>
<td>.48</td>
<td>6 (35.30)</td>
<td>.07</td>
</tr>
<tr>
<td>Asian</td>
<td>11 (5.98)</td>
<td>9 (5.84)</td>
<td>2 (6.67)</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>9 (6.67)</td>
<td>0 (0.00)</td>
<td>N/A</td>
<td>1 (5.88)</td>
<td>N/A</td>
</tr>
<tr>
<td>Caucasians</td>
<td>1 (0.54)</td>
<td>1 (0.65)</td>
<td>0 (0.00)</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>1 (0.74)</td>
<td>0 (0.00)</td>
<td>N/A</td>
<td>0 (0.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>Length of stay (days), mean (SD)</td>
<td>15.15 (13.45)</td>
<td>14.85 (14.42)</td>
<td>16.67 (6.434)</td>
<td>.28</td>
<td>15.76 (15.12)</td>
<td>8.37 (3.833)</td>
<td>&lt;.001</td>
<td>20.88 (4.833)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temperature (°F), mean (SD)</td>
<td>100.9 (1.680)</td>
<td>100.7 (1.568)</td>
<td>101.8 (1.928)</td>
<td>.004</td>
<td>100.7 (1.551)</td>
<td>100.4 (1.694)</td>
<td>.37</td>
<td>102.1 (1.703)</td>
<td>.49</td>
</tr>
</tbody>
</table>

<sup>a</sup>NI-T: nonintubated total.
<sup>b</sup>I-T: intubated total.
<sup>c</sup>NI-L: nonintubated living.
<sup>d</sup>NI-D: nonintubated deceased.
<sup>e</sup>I-L: intubated living.
<sup>f</sup>I-D: intubated deceased.
<sup>g</sup>Not applicable.

**BMI**

Of the 184 patients, the mean for BMI was 29.10 (SD 7.386, range 13.38-61.68) kg/m<sup>2</sup>, of which more than one-fourth had a BMI<24.0 kg/m<sup>2</sup>, less than one-tenth had a BMI of 25-29.9 kg/m<sup>2</sup>, less than one-fourth were in class 1, and class 2 and class 3 each had less than one-tenth. We then analyzed to see if the BMI was associated with either mortality or the increased need for mechanical ventilation. We found that BMI had correlations for both NI-T and I-T, with means of 28.56 and 31.74, respectively (P=.04), and I-L and I-D had means of 33.98 and 28.57, respectively (P=.07).

**Ethnicity**

Of the 184 patients, less than one-third were Hispanic, more than three-fifths were African Americans, less than one-tenth were Asians, and there was 1 Caucasian. For African Americans, the comparison of NI-T and I-T had a P value <.001; I-L and I-D yielded a P value of .05. For Hispanics, a comparison of NI-T and I-T yielded a P value of .02; I-L and I-D had a P value of .07. All subgroup analysis findings are listed in Table 1.
Comorbidities

The average comorbidity was 1.70 for all patients admitted with SARS-CoV-2 infection. The average comorbidity among patients in each group were NI-T: 1.73; I-T: 1.57; NI-L: 1.64; NI-D: 2.32; I-L: 1.41; and I-D: 1.77. There was statistical significance with a $P$ value of .045 on comparing NI-L and NI-D, clearly indicating that increased comorbidity among patients not requiring mechanical ventilation positively correlated with mortality. We then calculated percent associations for each group based on the presence of existing comorbidities. Overall, almost two-thirds of the overall group had HTN. There was statistical significance when comparing NI-L and NI-D ($P=.02$), indicative of a positive correlation of HTN with mortality; there was no difference between the I-T and NI-T ($P=.91$). Overall, less than one-fifth of the patients had CKD; there was no statistical significance when comparing all 3 groups for CKD as depicted in Table 2. Overall, about two-fifths of our patient population had DM. We had statistical significance between the NI-T and I-T for DM ($P<.001$). Both BA and COPD made up less than one-tenth of our patients. There was no significance among any groups for BA and COPD. Table 2 is representative of the percent associations of various comorbidities with $P$ values for the groups compared.

### Table 2. Association of comorbidities in patients with severe acute respiratory syndrome coronavirus 2.

<table>
<thead>
<tr>
<th>Comorbidity</th>
<th>Total (N=184), n (%)</th>
<th>NI-Ta (n=154), n (%)</th>
<th>I-Tb (n=30), n (%)</th>
<th>P value</th>
<th>NI-Lc (n=135), n (%)</th>
<th>NI-Dd (n=19), n (%)</th>
<th>P value</th>
<th>I-Lce (n=17), n (%)</th>
<th>I-Df (n=13), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>12 (65.76)</td>
<td>101 (65.68)</td>
<td>20 (66.67)</td>
<td>.91</td>
<td>84 (62.22)</td>
<td>17 (89.47)</td>
<td>.02</td>
<td>10 (58.82)</td>
<td>10 (76.92)</td>
<td>.30</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>32 (17.39)</td>
<td>28 (18.18)</td>
<td>4 (13.33)</td>
<td>.52</td>
<td>22 (16.30)</td>
<td>6 (31.58)</td>
<td>.11</td>
<td>1 (5.89)</td>
<td>3 (23.08)</td>
<td>.17</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>37 (20.11)</td>
<td>32 (20.78)</td>
<td>5 (16.67)</td>
<td>.61</td>
<td>25 (18.52)</td>
<td>7 (36.84)</td>
<td>.07</td>
<td>2 (11.76)</td>
<td>3 (23.08)</td>
<td>.41</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>80 (43.48)</td>
<td>75 (48.70)</td>
<td>5 (16.67)</td>
<td>.001</td>
<td>66 (48.89)</td>
<td>9 (47.37)</td>
<td>.90</td>
<td>2 (11.76)</td>
<td>3 (23.08)</td>
<td>.41</td>
</tr>
<tr>
<td>Bronchial asthma</td>
<td>18 (9.78)</td>
<td>17 (11.04)</td>
<td>1 (3.33)</td>
<td>.19</td>
<td>13 (9.63)</td>
<td>4 (21.05)</td>
<td>.14</td>
<td>0 (0.00)</td>
<td>1 (7.69)</td>
<td>.24</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>17 (9.24)</td>
<td>16 (10.39)</td>
<td>1 (3.33)</td>
<td>.22</td>
<td>13 (9.63)</td>
<td>3 (15.79)</td>
<td>.41</td>
<td>0 (0.00)</td>
<td>1 (7.69)</td>
<td>.24</td>
</tr>
</tbody>
</table>

aNI-T: nonintubated total.
bI-T: intubated total.
cNI-L: nonintubated living.
dNI-D: nonintubated deceased.
eI-L: intubated living.
fI-D: intubated deceased.

Inflammatory Markers

We then assessed the distribution of inflammatory markers across various subgroups to gain an understanding of them and to see if this would serve as an indirect surrogate marker of the disease severity. Details of inflammatory markers along with other laboratory values with range, mean, SD, and the standard error of the mean (SEM) for each subgroup are depicted in Table 3 along with the results of the statistical analysis.
Table 3. Inflammatory markers and laboratory values in patients with confirmed severe acute respiratory syndrome coronavirus 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Total</th>
<th>I-T&lt;sup&gt;a&lt;/sup&gt;</th>
<th>NI-T&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>NI-L&lt;sup&gt;c&lt;/sup&gt;</th>
<th>NI-D&lt;sup&gt;d&lt;/sup&gt;</th>
<th>P value</th>
<th>I-L&lt;sup&gt;e&lt;/sup&gt;</th>
<th>I-D&lt;sup&gt;f&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creatinine (mg/dL)</td>
<td>Mean (SD)</td>
<td>2.738 (3.177)</td>
<td>4.030 (3.481)</td>
<td>.03</td>
<td>2.486 (3.063)</td>
<td>2.286 (2.879)</td>
<td>.10</td>
<td>3.908 (3.953)</td>
<td>4.194 (3.811)</td>
<td>.77</td>
</tr>
<tr>
<td>Range</td>
<td>0.40-15.80</td>
<td>0.60-12.30</td>
<td>0.40-15.60</td>
<td>0.70-15.80</td>
<td>0.60-12.30</td>
<td>0.70-10.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.2342</td>
<td>0.6355</td>
<td>0.24688</td>
<td>0.2477</td>
<td>0.9068</td>
<td>0.9244</td>
<td>0.8692</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>2.276-3.200</td>
<td>2.730-5.330</td>
<td>1.999-2.974</td>
<td>1.796-2.776</td>
<td>2.003-5.814</td>
<td>2.235-6.154</td>
<td>1.922-5.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood urea nitrogen (mg/dL)</td>
<td>Mean (SD)</td>
<td>45.30 (38.07)</td>
<td>68.47 (40.69)</td>
<td>.01</td>
<td>40.79 (35.97)</td>
<td>37.76 (33.21)</td>
<td>.04</td>
<td>62.26 (47.27)</td>
<td>64.53 (38.14)</td>
<td>.56</td>
</tr>
<tr>
<td>Range</td>
<td>6-234</td>
<td>10-169</td>
<td>6-234</td>
<td>19-188</td>
<td>22-134</td>
<td>10-169</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>2.807</td>
<td>7.429</td>
<td>2.899</td>
<td>10.84</td>
<td>9.251</td>
<td>12.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>39.76-50.84</td>
<td>53.27-83.66</td>
<td>35.06-46.51</td>
<td>32.11-43.42</td>
<td>39.48-85.05</td>
<td>44.92-84.14</td>
<td>46.52-100.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Procalcitonin (ng/dL)</td>
<td>Mean (SD)</td>
<td>2.463 (7.091)</td>
<td>7.809 (13.62)</td>
<td>.03</td>
<td>1.435 (4.348)</td>
<td>1.237 (4.209)</td>
<td>.20</td>
<td>3.380 (5.363)</td>
<td>4.581 (7.071)</td>
<td>.23</td>
</tr>
<tr>
<td>Range</td>
<td>0.03-56.42</td>
<td>0.13-56.42</td>
<td>0.03-43.95</td>
<td>0.14-16.24</td>
<td>0.13-24.44</td>
<td>0.15-56.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>0.5696</td>
<td>2.724</td>
<td>0.3814</td>
<td>1.548</td>
<td>1.826</td>
<td>6.112</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>1.338-3.588</td>
<td>2.186-13.43</td>
<td>0.681-2.190</td>
<td>0.47-2.005</td>
<td>-0.028 to 6.79</td>
<td>0.665-8.497</td>
<td>100.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-reactive protein (mg/L)</td>
<td>Mean (SD)</td>
<td>17.99 (14.28)</td>
<td>24.06 (11.60)</td>
<td>.01</td>
<td>15.39 (14.61)</td>
<td>13.47</td>
<td>.24</td>
<td>34.97</td>
<td>24.70</td>
<td>23.16</td>
</tr>
<tr>
<td>Range</td>
<td>0.1-91.80</td>
<td>3.3-44.82</td>
<td>0.1-34.46</td>
<td>3.64-91.80</td>
<td>3.34-35.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>1.596</td>
<td>2.368</td>
<td>1.953</td>
<td>15.41</td>
<td>3.172</td>
<td>3.726</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-dimer (ng/ml)</td>
<td>Mean (SD)</td>
<td>5200 (11.363)</td>
<td>6636 (10.959)</td>
<td>.45</td>
<td>4512 (11.598)</td>
<td>3733 (10.070)</td>
<td>.47</td>
<td>13463 (23.656)</td>
<td>8565 (13.643)</td>
<td>.17</td>
</tr>
<tr>
<td>SEM</td>
<td>1321</td>
<td>2237</td>
<td>1640</td>
<td>11,828</td>
<td>3523</td>
<td>325.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>2568-7833</td>
<td>2008-11,263</td>
<td>1215-7808</td>
<td>742.6-6724</td>
<td>-24,180 to 51105</td>
<td>1010-2670-4171</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lactate dehydrogenase (U/L)</td>
<td>Mean (SD)</td>
<td>572.8 (233.4)</td>
<td>723 (234.2)</td>
<td>.001</td>
<td>519.6 (210.3)</td>
<td>523.8 (215.5)</td>
<td>.57</td>
<td>480.3 (163.1)</td>
<td>678.3 (227.3)</td>
<td>.34</td>
</tr>
<tr>
<td>Range</td>
<td>165-1345</td>
<td>387-1345</td>
<td>165-1009</td>
<td>279-671</td>
<td>387-1069</td>
<td>567-1345</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>25.47</td>
<td>49.94</td>
<td>26.71</td>
<td>66.57</td>
<td>65.62</td>
<td>76.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>522.2-623.5</td>
<td>619.1-826.9</td>
<td>466.2-573</td>
<td>466-581.5</td>
<td>309.2-651.5</td>
<td>533.9-822.8</td>
<td>602.8-950.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferritin (ng/ml)</td>
<td>.95</td>
<td>.24</td>
<td>.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>Total</td>
<td>I-T</td>
<td>NI-T</td>
<td>P value</td>
<td>NI-L</td>
<td>NI-D</td>
<td>P value</td>
<td>I-L</td>
<td>I-D</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-----------</td>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>------</td>
<td>------</td>
<td>---------</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1678 (2678)</td>
<td>1702 (1932)</td>
<td>1667 (2952)</td>
<td>1717 (3086)</td>
<td>1148 (489.6)</td>
<td>1897 (2405)</td>
<td>1429 (1021)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>36-17,860</td>
<td>84-9366</td>
<td>36-17,860</td>
<td>36-17,860</td>
<td>739-1901</td>
<td>626-9366</td>
<td>84-2899</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>297.6</td>
<td>394.4</td>
<td>391</td>
<td>427.9</td>
<td>218.9</td>
<td>642.9</td>
<td>322.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>1085-2217</td>
<td>885.4-2518</td>
<td>884.1-2451</td>
<td>858.2-2576</td>
<td>540.2-1756</td>
<td>507.8-3285</td>
<td>698.7-2159</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>84-2899</td>
<td>322.8</td>
<td>698.7</td>
<td>2159</td>
<td>507.8</td>
<td>3285</td>
<td>1386</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prothrombin time (sec)</td>
<td>.49</td>
<td></td>
<td></td>
<td>.65</td>
<td></td>
<td></td>
<td>.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>14.38 (3.46)</td>
<td>14.87 (2.889)</td>
<td>14.24 (3.612)</td>
<td>14.06 (2.740)</td>
<td>16.58 (10.09)</td>
<td>15.16 (3.208)</td>
<td>14.30 (2.330)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>0.4135</td>
<td>0.7459</td>
<td>0.4870</td>
<td>0.3837</td>
<td>5.046</td>
<td>1.015</td>
<td>1.042</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partial thromboplastin time (sec)</td>
<td>.16</td>
<td></td>
<td></td>
<td>.67</td>
<td></td>
<td></td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>39.29 (21.97)</td>
<td>50.86 (37.09)</td>
<td>35.77 (13.47)</td>
<td>35.94 (13.96)</td>
<td>34.05 (7.175)</td>
<td>52.39 (39.49)</td>
<td>48.10 (36.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>19.80-120</td>
<td>22.90-120</td>
<td>19.80-108.7</td>
<td>19.80-108.7</td>
<td>27.60-42.80</td>
<td>22.90-120</td>
<td>23.50-109</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>33.62-44.97</td>
<td>29.44-72.27</td>
<td>31.77-39.77</td>
<td>31.59-40.29</td>
<td>22.63-45.47</td>
<td>22.03-82.75</td>
<td>2.696-93.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.04039 (0.09629)</td>
<td>0.04862 (0.1185)</td>
<td>0.03853 (0.09118)</td>
<td>0.03198 (0.07648)</td>
<td>0.09290 (0.1674)</td>
<td>0.02964 (0.03198)</td>
<td>0.06950 (0.1708)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Troponin (ng/ml)</td>
<td>.72</td>
<td></td>
<td></td>
<td>.29</td>
<td></td>
<td></td>
<td>.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain natriuretic peptide (pg/ml)</td>
<td>.12</td>
<td></td>
<td></td>
<td>.56</td>
<td></td>
<td></td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.04039 (0.09629)</td>
<td>0.04862 (0.1185)</td>
<td>0.03853 (0.09118)</td>
<td>0.03198 (0.07648)</td>
<td>0.09290 (0.1674)</td>
<td>0.02964 (0.03198)</td>
<td>0.06950 (0.1708)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0.01-0.56</td>
<td>0.01-0.5550</td>
<td>0.01-0.56</td>
<td>0.01-0.4920</td>
<td>0.01-0.56</td>
<td>0.01-0.4920</td>
<td>0.5550</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>0.009018</td>
<td>0.02587</td>
<td>0.009455</td>
<td>0.008395</td>
<td>0.05292</td>
<td>0.009643</td>
<td>0.05401</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>0.023-0.058</td>
<td>–0.005 to 0.103</td>
<td>0.02-0.057</td>
<td>0.016-0.049</td>
<td>–0.027 to 0.213</td>
<td>0.008-0.051</td>
<td>–0.053 to 0.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood glucose (mg/ml)</td>
<td>.01</td>
<td></td>
<td></td>
<td>.18</td>
<td></td>
<td></td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>231.3 (169.8)</td>
<td>297.3 (145.7)</td>
<td>218.4 (171.5)</td>
<td>218.4 (171.5)</td>
<td>287.2 (208.2)</td>
<td>253.9 (124.2)</td>
<td>354.2 (156.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>12.51</td>
<td>26.61</td>
<td>13.82</td>
<td>13.82</td>
<td>47.76</td>
<td>30.12</td>
<td>43.49</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Procalcitonin

There was significant statistical difference between the NI-T and I-T groups (95% CI 0.7077-12.04, \(P=.03\)); however, we found no difference between NI-D and NI-L (95% CI 1.322-5.607, \(P=.20\)) or between I-D and I-L (\(P=.23\)).

C-Reactive Protein

Comparison of NI-T and I-T yielded a \(P\) value of .006 (95% CI 2.516-14.82), and a comparison of NI-D and NI-L had a \(P\) value of .24 (95% CI –21.20 to 64.19). Finally, I-D compared to I-L had a \(P\) value of .76 (95% CI –11.77 to 8.871).

Ferritin

There was no statistical significance in all 3 comparison groups, which were as follows: NI-T and I-T (95% CI 1075-1144, \(P=.35\)), NI-D and NI-L (95% CI –1538 to 400, \(P=.24\)), I-D and I-L (95% CI –1975 to 1040, \(P=.52\)).

Lactate Dehydrogenase

We found that there was statistical significance of LDH between NI-T and I-T (95% CI 88.31-318.6, \(P=.001\)), while no differences were found between I-D and I-L or the NI-D and NI-L groups (\(P=.57\) and \(P=.34\), respectively).

Fever

The mean temperature was 100.9° F (SD 1.68, SEM 0.1239) across all patients. Plotted values for each subgroup are shown in Table 1. On comparing the temperature between NI-T and I-T, we found statistical significance (\(P=.004\)) with means of 100.7° F and 101.8° F, respectively. There was no significant difference linking temperature to mortality among the remainder of the subgroup analysis.

Prothrombin Time

There was no statistical significance across all three groups for PT: NI-T vs I-T (95% CI –1.1997 to 2.457, \(P=.49\)), NI-D vs NI-L (95% CI –13.49 to 18.52, \(P=.65\)), and I-D vs I-L (\(P=.57\)).

Partial Thromboplastin Time

No statistical difference between all 3 comparison groups with the following: \(P=.16\), \(P=.67\), and \(P=.84\) comparing NI-T vs I-T and then between the NI and I subgroups, respectively.

D-Dimers were elevated on most of our patients with SARS-CoV-2 confirmed cases. There were no significant differences among the groups; although, the intubated patients had a mean that showed a clear trend of elevation compared to those nonintubated. NI-T vs I-T had a \(P\) value of .45, with a mean for NI-T of 4512 and for I-T of 6636. Further analysis between the deceased and living patients of the nonintubated and intubated groups yielded \(P=.47\) and \(P=.17\), respectively.

Glucose

There was statistical significance between the NI-T and I-T groups, who had mean glucose levels of 218.4 and 297.3, respectively (95% CI 18.46-139.3, \(P=.01\)). There was no significance between the nonintubated subgroups NI-D and NI-L (\(P=.18\)); however, it is noteworthy that the mean glucose levels among the deceased were 287.2 compared to 218.4 for the living. We noted the same trends among the intubated group with a mean of 354.2 among the deceased vs 253.9 for I-L. The comparison of I-D vs I-L yielded a \(P\) value of .07.

Creatinine

There was a clear trend of increasing Cr values, indicating acute kidney injury (AKI) proportional to the disease severity regardless of their pre-existing renal function status. NI-T vs I-T was statistically significant (\(P=.03\)), with a mean Cr of 2.486 and 4.030, respectively (95% CI 0.1641-2.924). Although there was no statistical significance among the NI-D vs NI-L, it is quite clear that up trending Cr was indicative of worsening renal function among the deceased \(P=.09\). The patients intubated overall had worse renal function, but there was no significance between groups (\(P=.77\)).

Blood Urea Nitrogen

We performed the same grouped analysis for BUN. There was significant differences correlating that of Cr among the NI-T and I-T (95% CI 11.54-43.82, \(P=.001\)). There was statistical significance among the living and deceased in the nonintubated population (95% CI 1.148-47.85, \(P=.04\)). No statistical differences were detected between the I-L and I-D group (\(P=.56\)).

Troponin

Although troponin had been elevated, indicating myocardial stress, in most of our patients that had it drawn, a correction

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Total</th>
<th>I-T(^a)</th>
<th>NI-T(^b)</th>
<th>(P) value</th>
<th>NI-L(^c)</th>
<th>NI-D(^d)</th>
<th>(P) value</th>
<th>I-L(^e)</th>
<th>I-D(^f)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>95% CI</td>
<td>206.6-256</td>
<td>242.9-351.8</td>
<td>191.1-145.7</td>
<td>191.1-145.7</td>
<td>186.8-387.5</td>
<td>190-317.7</td>
<td>259.4-448.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)I-T: intubated total.
\(^b\)NI-T: nonintubated total.
\(^c\)NI-L: nonintubated living.
\(^d\)NI-D: nonintubated deceased.
\(^e\)I-L: intubated living.
\(^f\)I-D: intubated deceased.

\(^\circ\)SEM: standard error of the mean.

\(^\diamond\)Not applicable.
was done for those with and without pre-existing CAD and potential influence with coexisting CKD. We did note an elevation across all groups. NI-T and I-T had means of 0.03853 and 0.04862, respectively \((P=.72)\); NI-D vs NI-L had a \(P\) value of .28, and I-D vs I-L had a \(P\) value of .48.

**Brain Natriuretic Peptide**

There was no significance for all three groups. Of note, we had lower sample size and reduced power in the groups after correction; only a few of our patients had BNP drawn. Among those that had it drawn, most of them had their values elevated. NI-T vs I-T had a \(P\) value of .12, and NI-D vs NI-L had a \(P\) value of .56.

**Electrocardiogram**

Our EKG findings among patients and their distribution across various subgroups are described in Multimedia Appendix 1. Predominant EKG findings were sinus rhythm \((n=94/160, 58.75\%)\); sinus tachycardia \((n=34, 21.25\%)\); sinus tachycardia with prolonged QT \((n=3, 1.875\%)\); prolonged QT \((n=6, 3.75\%)\); and arrhythmia, blocks, or other \((n=23, 14.38\%)\). Comparison of NI-T and I-T yielded a \(P\) value of .08 for tachycardia; comparison of NI-L and NI-D had a \(P\) value of .02 for arrhythmias and heart blocks, indicating that patients with pre-existing arrhythmias or heart blocks had positive associations with mortality.

**Chest X-Ray**

We classified CXR findings into 7 major classes as reported by the radiologist for all the patients in the study group. We sorted out associations as depicted in Table 4 with percent distributions, group analysis, and \(P\) values. Of significance, we found that NI-T and I-T comparisons were statistically significant \((P=.02)\) for bilateral (B/L) patchy opacities, which was a predominant finding among the nonintubated patients and with B/L diffuse pulmonary infiltrates predominantly in the intubated group, for which the comparison of NIT to I-T was statistically significant \((P<.001)\).

<table>
<thead>
<tr>
<th>CXR findings</th>
<th>Total ((n=184))</th>
<th>Nonintubated total ((n=154))</th>
<th>Intubated total ((n=30))</th>
<th>(P) value</th>
<th>Nonintubated living ((n=135))</th>
<th>Nonintubated deceased ((n=19))</th>
<th>(P) value</th>
<th>Intubated living ((n=17))</th>
<th>Intubated deceased ((n=13))</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patchy bilateral opacity</td>
<td>51 (27.72)</td>
<td>48 (31.17)</td>
<td>3 (10)</td>
<td>.02</td>
<td>42 (31.11)</td>
<td>6 (31.58)</td>
<td>.97</td>
<td>1 (5.88)</td>
<td>2 (15.38)</td>
<td>.40</td>
</tr>
<tr>
<td>Patchy unilateral opacity</td>
<td>23 (12.5)</td>
<td>21 (13.64)</td>
<td>2 (6.67)</td>
<td>.30</td>
<td>19 (14.08)</td>
<td>2 (10.53)</td>
<td>.67</td>
<td>1 (5.89)</td>
<td>1 (7.69)</td>
<td>.84</td>
</tr>
<tr>
<td>Diffuse bilateral infiltrates</td>
<td>84 (45.65)</td>
<td>60 (38.96)</td>
<td>24 (80)</td>
<td>&lt;.001</td>
<td>51 (37.78)</td>
<td>9 (47.37)</td>
<td>.42</td>
<td>14 (82.35)</td>
<td>10 (76.92)</td>
<td>.71</td>
</tr>
<tr>
<td>Diffuse unilateral infiltrate</td>
<td>1 (0.54)</td>
<td>1 (0.65)</td>
<td>0 (0)</td>
<td>.66</td>
<td>1 (0.74)</td>
<td>0 (0)</td>
<td>.71</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ground glass opacity</td>
<td>2 (1.09)</td>
<td>2 (1.30)</td>
<td>0 (0)</td>
<td>.53</td>
<td>2 (1.48)</td>
<td>0 (0)</td>
<td>.59</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Increased interstitial marking</td>
<td>13 (7.07)</td>
<td>12 (7.79)</td>
<td>1 (3.33)</td>
<td>.38</td>
<td>10 (7.41)</td>
<td>2 (10.53)</td>
<td>.64</td>
<td>1 (5.88)</td>
<td>0 (0)</td>
<td>.37</td>
</tr>
<tr>
<td>Normal CXR</td>
<td>10 (5.43)</td>
<td>10 (6.49)</td>
<td>0 (0)</td>
<td>.15</td>
<td>10 (7.41)</td>
<td>0 (0)</td>
<td>.22</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(aCXR: chest\ x-ray.\)

\(bNot\ applicable.\)

**Treatment**

Of the total 184 patients, 153 patients received some form of treatment as categorized in Table 5 of our manuscript. The primary treatment groups were group 1 receiving azithromycin and hydroxychloroquine, group 2 receiving Azithromycin only, group 3 receiving hydroxychloroquine only, and group 4 no treatment. They were not grouped based on any specific parameters, but treatments were given with emerging science and potential alleviation of the disease process. Percent distribution and \(P\) values are described in Table 5. We found that no combination of treatment made any difference in preventing the need for mechanical ventilation or mortality.
Table 5. Treatment groups for the coronavirus disease.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Total (N=184), n (%)</th>
<th>Nonintubated (n=154), n (%)</th>
<th>Nonintubated living (n=135), n (%)</th>
<th>Nonintubated deceased (n=19), n (%)</th>
<th>Intubated (n=30), n (%)</th>
<th>Intubated living (n=17), n (%)</th>
<th>Intubated deceased (n=13), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azithromycin and hydroxychloroquine</td>
<td>90 (48.91)</td>
<td>71 (46.10)</td>
<td>63 (46.67)</td>
<td>8 (42.11)</td>
<td>19 (63.33)</td>
<td>11 (64.71)</td>
<td>8 (61.54)</td>
</tr>
<tr>
<td>Azithromycin</td>
<td>23 (12.5)</td>
<td>23 (14.94)</td>
<td>20 (14.81)</td>
<td>3 (15.79)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>40 (21.74)</td>
<td>31 (20.13)</td>
<td>27 (20)</td>
<td>4 (21.05)</td>
<td>9 (30)</td>
<td>5 (29.41)</td>
<td>4 (30.77)</td>
</tr>
<tr>
<td>No treatment</td>
<td>31 (16.85)</td>
<td>29 (18.83)</td>
<td>25 (18.52)</td>
<td>4 (21.05)</td>
<td>2 (6.77)</td>
<td>1 (5.88)</td>
<td>1 (7.69)</td>
</tr>
</tbody>
</table>

Discussion

Our study population was primarily grouped into patients that required admission with and without the need for mechanical ventilation, we further classified and subgrouped them to deceased and living, this renders a deeper perspective on the entire spectrum of COVID-19 among the hospitalized. Our patient population is unique in that it gives a fair representation of the American minority. It was interesting to note that in our study younger patients were more likely to need mechanical ventilation than their older counterparts, while the older patients had increased mortality, and this positively correlated with increasing comorbidity. We also found that the comparatively lower BMI group had worse prognosis in both needing mechanical ventilation and mortality contrary to our traditional beliefs [5]. Increased core body temperature corresponded to worsening disease. Our study had striking differences in that more African Americans with increased comorbidities had higher mortality and decreased need for mechanical ventilation compared to Hispanics, who were more likely to be intubated and then succumb to the disease. HTN was independently associated with mortality among the nonintubated. Inflammatory markers were increased across the board for all of our patients with significant differences among the I-T and NI-T groups and trends between the deceased and living; this certainly proves that they act as surrogate markers of disease severity in SARS-CoV-2 infection. Recent studies linked AKI to COVID-19 [6], our study not only confirmed their findings but also showed directly proportional worsening of renal function with increasing disease severity. Mean blood glucose followed the same trajectory, corresponding to disease severity indicative of insulin resistance insurgence [7]. Pre-existing conduction defects, atrial fibrillation, and arrhythmias positively correlated with mortality among the nonintubated. We also noted that patients with B/L CXR findings of patchy opacities were more likely to be hospitalized without the need for mechanical ventilation and recovery versus those with B/L diffuse infiltrates, who were more likely to be intubated. Our study suggests azithromycin and hydroxychloroquine treatment when given individually or as combination therapy did not alter disease progression and mortality.

Although our study clearly illustrates associations of age, BMI, ethnicity, body temperature, multiple comorbidities, HTN, DM, CAD, inflammatory markers, mean blood glucose, AKI, EKG findings, and CXR findings with likelihood of needing intubation or mortality, it is not without limitations. This is an early retrospective and not a randomized controlled study. Sample size, demographics, and ethnic composite in our study needs to be taken into account while interpreting results. We urge the readers, clinicians, and researchers to take our early findings, bearing in mind its limitations while making clinical decisions. Further investigation and research on a large scale based on our early findings is essential.
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Abstract

Background: The COVID-19 outbreak has overwhelmed and altered health care systems worldwide, with a substantial impact on patients with chronic diseases. The response strategy has involved implementing measures like social distancing, and care delivery modalities like telemedicine have been promoted to reduce the risk of transmission.

Objective: The aim of this study was to analyze the benefits of using telemedicine services for patients with chronic liver disease (CLD) at a tertiary care center in Italy during the COVID-19–mandated lockdown.

Methods: From March 9 to May 3, 2020, a prospective observational study was conducted in the Liver Unit of the University Hospital of Naples Federico II to evaluate the impact of (1) a fully implemented telemedicine program, partially restructured in response to COVID-19 to include video consultations; (2) extended hours of operation for helpline services; and (3) smart-working from home to facilitate follow-up visits for patients with CLD while adhering to social distancing regulations.

Results: During the lockdown in Italy, almost 400 visits were conducted using telemedicine; only patients requiring urgent care were admitted to a non–COVID-19 ward of our hospital. Telemedicine services were implemented not only for follow-up visits but also to screen patients prior to hospital admission and to provide urgent evaluations during complications. Of the nearly 1700 patients with CLD who attended a follow-up visit at our Liver Unit, none contracted COVID-19, and there was no need to alter treatment schedules.

Conclusions: Telemedicine was a useful tool for following up patients with CLD and for reducing the impact of the COVID-19 pandemic. This system of health care delivery was appreciated by patients since it gave them the opportunity to be in contact with physicians while respecting social distancing rules.

(J Med Internet Res 2020;22(9):e20874) doi:10.2196/20874
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Introduction

COVID-19, caused by the recently identified coronavirus SARS-CoV-2, has been spreading rapidly across the world since December 2019. The COVID-19 pandemic constitutes a great health emergency, with 3,090,445 confirmed cases and 217,769 deaths globally, as of April 30, 2020 [1]. Most patients experienced fever, dry cough, and asthenia, but there is a wide spectrum of minor symptoms, such as diarrhea, anosmia, and ageusia. Patients experiencing a severe course of disease had a higher incidence of pneumonia and acute respiratory distress...
syndrome, and required oxygen and mechanical ventilation more often, compared to those with nonsevere disease [2].

Patients with comorbidities, such as hypertension, diabetes, and obesity, as well as older adults, have a higher risk of complications and mortality [3]. There is a lack of data on the course of COVID-19 in subjects with pre-existing liver diseases, but it is reasonable to conclude that this category of patients are also at a higher risk of severe outcomes. For example, patients with autoimmune liver disease or liver cancer undergoing immunosuppressive therapy, or cirrhotic patients with an altered immune response would be more susceptible to infections [4].

To contain the rapid spread of COVID-19, social distancing became a necessary prevention strategy [5]. However, pandemic responses are disrupting routine care for non–COVID-19 patients. It has become fundamental to define the prioritization criteria for outpatient visits, to avoid unnecessary in-hospital visits, and to facilitate the management of patients in the home setting. Telemedicine, a virtual care platform that allows communication between health care professionals and patients, has been proposed as an indispensable tool to reduce COVID-19 spread and to maintain care of patients with chronic disease [6-8]. The World Health Organization [9] described telemedicine as:

*The delivery of health care services, where distance is a critical factor, by all health care professionals using information and communication technologies for the exchange of valid information for diagnosis, treatment and prevention of disease and injuries, research and evaluation, and for the continuing education of health care providers, all in the interests of advancing the health of individuals and their communities.*

Telemedicine is now well accepted because it is patient centered, protects patients and clinicians from viral exposure, and provides health outcomes comparable to traditional methods of health care delivery without compromising the patient-clinician relationship and enhancing patient satisfaction [10].

In particular, subjects with chronic disease, such as chronic liver disease (CLD), require assistance from their physician via scheduled outpatient appointments to solve daily clinical issues (ie, monitoring of patient weight, diuresis, and serum electrolytes during a diuretic treatment for decompensated cirrhosis, or checking heart rate in patients undergoing nonselective β-blockers treatment for the first time for variceal bleeding prevention). For these reasons, a telemedicine service has been in effect since 2015 at the Liver Unit of the University Hospital of Naples Federico II. In 2020, it was already fully implemented with well-trained physicians. The only equipment requirements necessary for this service were smartphones, printers, laptops, and tablet computers with an internet connection. This service allows us to stay in contact with patients daily by email, fax, and phone call. During the last 5 years, we improved the quality of clinical care, achieving patient acceptability and trust. Moreover, the use of text messaging, calling, and remote monitoring decreased the number of unscheduled visits. During the COVID-19 outbreak, we further improved telemedicine services to follow international recommendations [11-14] and postpone nonurgent outpatient visits.

The aim of this study was to prospectively analyze the benefits of using telemedicine for patients with CLD in a tertiary care center during the COVID-19 lockdown in Italy.

**Methods**

A prospective observational study was conducted to evaluate a telemedicine service set up for patients with CLD from March 9 to May 3, 2020, at the Liver Unit of the University Hospital of Naples Federico II during the lockdown. During this period of social distancing, high-acuity care was prioritized, and elective procedures and routine care were postponed. In the last 2 months, several hospitals in Italy and their liver units became COVID-19 hotspots and designated wards during the pandemic, and patients with CLD were instructed to remain at home to avoid the risk of infection. In the Campania region, there were fewer cases than in regions of Northern Italy (4331 confirmed cases, as of April 25, 2020) [15]. For this reason, our Liver Unit continued to take care of patients with CLD but changed standard procedures for outpatient care. The waiting room, for example, was readapted to facilitate adequate distancing between patients requiring necessary visits, waiting time were reduced, and companions were not permitted.

The telemedicine service, implemented for patients with CLD in 2015, was organized as follows:

- Helpline: available from Monday to Friday between 2 PM and 5 PM, managed by 5 trained physicians. This service collects all requests for medical consultations, concerns with treatment plans, side effects of drugs, visit schedules, and state of disease. This real-time modality allows specialists, general practitioners, and patients to speak with one another in real time to discuss conditions;
- Secured email and fax services: available 24 hours a day, aimed to send treatment schedules, laboratory tests results, medical imaging such as X-rays, photos, ultrasound recordings, or other static and video medical imaging to remote specialists for analysis and future consultation, which is particularly relevant for patients with CLD requiring close monitoring.

During the lockdown in Italy, these services were further improved to limit face-to-face contact by implementing the following:

- Video consultations (through Skype or WhatsApp). In the beginning, during Italy’s state of emergency, Skype and WhatsApp were used for video consultations due to the lack of a secure telemedicine software, which was made available in our Liver Unit starting in May 2020;
- Extended helpline hours, now available from Monday to Friday between 8 AM to 1 PM and 3 PM to 6 PM, as well as during weekends;
- Smart-working from home to increase remote patient monitoring and mobile health care while reducing the risk due to contact with medical staff.
Results

During Italy’s lockdown, 480 outpatient visits were scheduled but, in order to avoid hospital admissions, most were conducted via telemedicine (Figure 1). In-hospital visits were limited only to patients with urgent needs or with oncological conditions, since international regulations on social isolation and guidelines from major hepatology associations encouraged conducting appointments via telemedicine [11-14].

Figure 1. Graphical representation of telemedicine activity during the COVID-19 pandemic.

In particular, 80 follow-up visits (in a population of 250 patients) were scheduled for patients with chronic viral hepatitis (hepatitis B virus or hepatitis C virus) undergoing antiviral treatment (nucleos(t)ide analogues or direct-acting antivirals). For these patients, clinical conditions were evaluated by phone and laboratory tests; ultrasound was performed locally and follow-up prescriptions were sent by secure email and/or fax. Similarly, 120 follow-up visits (in a population of 1000 patients) were scheduled for patients who had obtained a sustained virological response after antiviral treatment (interferon or direct-acting antiviral schedules); for these patients, clinical conditions were evaluated by teleconsultations and laboratory tests; ultrasound was performed locally and follow-up prescriptions were sent by email and/or fax.

Subsequently, 40 outpatient visits in a population of 200 patients with alcoholic liver disease, nonalcoholic fatty liver disease, or nonalcoholic steatohepatitis were replaced by teleconsultations and full telemedicine services. In addition, other conditions, such as primary biliary cholangitis, primary sclerosing cholangitis, and autoimmune hepatitis were managed in the same way (approximately 30 outpatient visits in a population of 60 patients). At our center, immunosuppressive treatment for autoimmune hepatitis was not modified in any way.

Additionally, 15 outpatient visits in a population of 40 patients with CLD associated with a rare disease (eg, cystic fibrosis, common variable immunodeficiency disorders, Crigler-Najjar syndrome, hereditary hemochromatosis, Alagille syndrome, congestive hepatopathy, nodular regenerative hyperplasia, etc) were managed with telemedicine services.

Patients with decompensated cirrhosis are at risk of worse outcomes if infected with COVID-19; hence, it is necessary to consider minimizing these patients’ exposure to medical staff. During the lockdown period, we managed 50 patients with compensated cirrhosis by teleconsultations, stressing the importance of prophylaxis measures for hepatic encephalopathy and spontaneous bacterial peritonitis to avoid decompensation and reduce hospital admissions. Laboratory tests were performed locally to evaluate electrolytes and renal function in patients.
with ascites undergoing diuretic therapy. In patients requiring evacuative paracentesis, this procedure was conducted aseptically in a non–COVID-19 ward of the hospital (15 admissions).

Thirty outpatient visits for patients with a previous diagnosis of hepatocellular carcinoma (HCC), who were “disease-free” at the time, were replaced by telemedicine. Conversely, patients with HCC (a new diagnosis or disease recurrence) were managed as usual in a non–COVID-19 ward of the hospital (30 admissions). In particular, HCC staging and treatment were provided; we were able to offer patients several options according to HCC burden and stage (surgery, ablation techniques, transarterial chemoembolization / transarterial embolization, and systemic treatments). Moreover, for patients with HCC requiring follow-ups to evaluate treatment response, imaging tests were unaffected by the lockdown and were conducted in a timely manner. For HCC screening (performed in ultrasound centers in the Campania Region), ultrasounds was delayed, since according to International Liver Cancer Association guidelines, delays of 1-2 months in HCC screening do not significantly increase risk [13].

Among the approximately 70 liver transplanted patients handled at our center, 50 follow-up visits were scheduled during the lockdown, but the majority was managed via telemedicine. Laboratory tests, including assessment of immunosuppressive drug levels, were performed locally. Only 15 patients had clinical conditions requiring in-hospital visits and close face-to-face monitoring (due to cytomegalovirus infection, immunosuppressive drugs toxicity management, biliary complications, management of comorbidities exacerbation like Crohn disease, and phlebotomy in patients with polycythemia). Even among transplant patients, immunosuppressive treatment was not modified.

Overall, 200-250 tele- or video consultations (over the course of 9 weeks) were conducted per week and 130-150 phone calls were received, while 100-150 emails and/or faxes were received per week and 150-200 were sent, replacing outpatient visits. Patients expressed satisfaction with this method of management and did not encounter any difficulties with contacting us, since they were strongly aware of the risks associated with leaving home.

In addition to helping patients to manage chronic liver diseases, the primary goals of implementing a telemedicine system were as follows:

1. Screen patients for COVID-19 prior to admission (inpatients; outpatient visits for HCC or decompensated chronic advanced liver disease or liver transplant patients) according to the guidelines [16] implemented to keep our center safe;
2. Provide telemedicine follow-up visits for all patients with CLD and nonurgent conditions for a face-to-face visit;
3. Provide routine care to our patients with CLD, including promptly addressing questions, coordinating complex care, offering caregiver support (eg, in case of hepatic encephalopathy through early recognition and initiation of prophylactic therapies), nutritional advices, and early interventions to ensure drugs compliance (especially for immunosuppression drugs in liver transplant patients), and to prevent decompensation for chronic advanced liver disease while enabling patients to stay at home;
4. Provide urgent evaluations during decompensation events to minimize emergency room visits and admissions.

At the end of this period, none of nearly 1700 patients with CLD who followed up at our Liver Unit contracted COVID-19. This success was possibly due to measures adopted by the Italian government and the medical care guaranteed by our established and further improved telemedicine services.

Discussion

Telemedicine is a rapidly expanding health care delivery modality with increasing utility for health care. During the COVID-19 pandemic, telemedicine became a useful tool for remotely connecting patients with health care providers and facilitating follow-up visits via smartphones or webcam-enabled computers.

In the management of patients with CLD, telemedicine has already been successful in different cases, such as hepatitis C therapy in prison populations or to enhance the efficiency of liver transplant evaluations [17-19]. The current study has shown that a fully implemented telemedicine service, partially restructured for the COVID-19 pandemic, can convert more than 75% of planned outpatients visits to remote appointments.

Moreover, the impact of the COVID-19 pandemic on routine health care should not be underestimated, since it has resulted in the need to completely change usual follow-up procedures, such as frequent patient-physician contact to evaluate disease status, screen for complications, and assess response to therapy. Tapper and Asrani [20] described the ways in which COVID-19 impacted the quality of cirrhosis care and discussed this impact in three waves: (1) a delay in routine care for cirrhotic patients such as deferred screening for HCC and for varices with late diagnosis, or canceled elective therapeutic procedures; (2) a backlog of outpatient visits, resulting in a large workload for physicians and an increase in acute decompensation in patients classified as low risk in the first wave when normal clinical care is resumed; (3) the consequences due to missed diagnosis that will persist for years to come. The authors identified several measures to avoid these complications like the use of telemedicine as a substitute for outpatient visits during social distancing [20].

Our study showed that a sizeable proportion (about 75%) of outpatient visits in a CLD setting can be managed effectively with telemedicine without compromising patients’ health or quality of care. Furthermore, with our telemedicine system we did not postpone appointments, preventing any unintended loss to follow-up, since we scheduled a new appointment for each patient according to their specific condition. Above all, we managed to avoid a surge in outpatient activity after the lockdown due to a backlog of postponed care.

No resistance was encountered by patients to using this modality of care delivery since it was both familiar to them and kept both patients and medical staff protected against COVID-19. Indeed, the prevalence of high-speed internet and smartphones makes
it possible to apply this framework easily to set up video teleconsultations from a patient’s home. Patients highlighted the faster and increased availability of medical care through telemedicine. Moreover, they were thankful to receive an expert opinion whether it was a reassurance or a clinical evaluation.

After the lockdown, we plan to continue with telemedicine services to keep in contact and manage in a better way patients who cannot come to the hospital for scheduled visits due to work-related obligations or disabling pathologies. Moreover, telemedicine could be used in the future to follow up with specific categories of patients, such as hepatitis C long-term responders, to prevent in-hospital overcrowding.

It should be acknowledged that telemedicine services have some limitations: (1) the absence of physical interactions (eg, eye contact, handshake), which may play a comforting role for patients; (2) interferences, lapses, delays, or interruptions due to service connection problems; and (3) difficulties associated with communicating bad news [21]. In a time of crisis, such as the COVID-19 pandemic, these difficulties can be overcome but must be taken into considerations if the use of telemedicine is to be integrated into routine clinical care. In fact, telemedicine needs to be defined by national regulations and frameworks for public health emergencies. A plan is necessary to increase physicians’ expertise and monitor patients remotely, as well as to educate the population on the correct use of this service before it can be globally adopted [8].

The COVID-19 pandemic has dramatically changed several aspects of health care; during the lockdown, it became essential to use telemedicine and virtual software. In Italy, there are no national regulations for telemedicine use; only in some tertiary care centers were there remote services such as secured mail, fax, and dedicated helplines to follow up with patients. During COVID-19 outbreak, each Italian region, including Campania, has attempted to implement remote assistance systems to manage patients with chronic disease.

One limitation of our study is its cross-sectional design. A longitudinal study evaluating the long-term impact of telemedicine on the course of CLD would provide additional data to improve the system and to optimize outcomes for remote patients in order to reduce missed diagnoses, progressive disease outcomes, and loss to follow-up. In this context, additional studies are needed to evaluate the use of telemedicine in the long term to enhance, and not replace, the current standard of care.

In conclusion, the COVID-19 pandemic has deeply strained health care systems around the world. To mitigate the impact of disease, it is fundamental to minimize the risk of patients’ and physicians’ exposure to the virus; in this scenario, telemedicine played an important role. Although telemedicine will not solve all health-related problems, its well-standardized use in our Liver Unit demonstrated its utility in times of social distancing. Finally, the use of telemedicine systems provided us with the opportunity to conduct scheduled visits remotely for patients with CLD while reducing a postlockdown surge in outpatient visits.
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Abstract

Background: Real-time global mental health surveillance is urgently needed for tracking the long-term impact of the COVID-19 pandemic.

Objective: This study aimed to use Google Trends data to investigate the impact of the pandemic on global mental health by analyzing three keywords indicative of mental distress: “insomnia,” “depression,” and “suicide.”

Methods: We examined increases in search queries for 19 countries. Significant increases were defined as the actual daily search value (from March 20 to April 19, 2020) being higher than the 95% CIs of the forecast from the 3-month baseline via ARIMA (autoregressive integrated moving average) modeling. We examined the correlation between increases in COVID-19-related deaths and the number of days with significant increases in search volumes for insomnia, depression, and suicide across multiple nations.

Results: The countries with the greatest increases in searches for insomnia were Iran, Spain, the United States, and Italy; these countries exhibited a significant increase in insomnia searches on more than 10 of the 31 days observed. The number of COVID-19–related deaths was positively correlated to the number of days with an increase in searches for insomnia in the 19 countries ($\rho=0.64$, $P=0.03$). By contrast, there was no significant correlation between the number of deaths and increases in searches for depression ($\rho=-0.12$, $P=.63$) or suicide ($\rho=-0.07$, $P=.79$).

Conclusions: Our analysis suggests that insomnia could be a part of routine mental health screening during the COVID-19 pandemic.

(J Med Internet Res 2020;22(9):e22181) doi:10.2196/22181
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Introduction

The COVID-19 pandemic is the largest global public health challenge of this century. The number of confirmed COVID-19 cases and deaths have been growing exponentially, with over 355,688 deaths and 5,695,115 people infected worldwide, as of May 28, 2020 [1]. In mid-March, countries with the highest prevalence of COVID-19 cases imposed lockdown policies, such as social distancing, bans on nonessential travel, and the temporary closure of almost all businesses, facilities, and places of religious and other gathering, including funerals. There are concerns that the pandemic and the secondary consequences of...
the public health response, such as lockdowns and social distancing, may adversely affect mental health. In addition, in the absence of a vaccine or effective treatment, fear of COVID-19 and increased experience of bereavement have left more people vulnerable to mental health problems, such as insomnia, anxiety, depression, posttraumatic stress, and suicide. The World Health Organization (WHO) has recognized the importance of considering population-level psychological well-being and mental health during the COVID-19 pandemic [2].

Surveys on COVID-19–related mental health have been mostly based on self-reported, cross-sectional studies. Most of these surveys investigated a single country; multinational studies have been scarce [3]. Only one study, with a repeated cross-sectional design, has monitored changes in a population’s mental health throughout the course of the pandemic [4], but there was no longitudinal follow-up survey. Therefore, current research still does not provide a strong basis for national mental health strategies. However, mental distress can be reflected in Google searches. For example, Google searches for flu symptoms have been found to be real-time indicators of influenza outbreaks [5]. Google Trends has been used previously for population mental health surveillance, and for longitudinal tracking to identify potential risk factors of depression [6] and suicide [7]. In a global crisis like the COVID-19 pandemic, real-time global mental health surveillance is urgently needed for tracking the long-term impact.

This study hypothesized that increases in search terms related to mental health might correspond to the prevalence of COVID-19 in different countries. We aimed to use Google Trends data to investigate the impact of the pandemic on populations’ mental health, as indexed by changes in search frequency for three keywords indicative of mental distress: insomnia, depression, and suicide. We delineate a 4-month time course and focus on the period from March 20 to April 19, 2020, to evaluate search behaviors related to insomnia, depression, and suicide in response to a nation’s level of COVID-19 transmission.

**Methods**

**Study Design**

Using Google Trends data, we obtained search trends including “insomnia,” “depression,” and “suicide” from December 20, 2019, to April 19, 2020, as a surrogate for the general population’s mental health status in 19 countries with differing rates of COVID-19 prevalence. We confirmed the translation of the three terms into the local languages of the 19 countries by using translations from both Chinese and English, with back-translation on Google Translate.

Google Trends does not provide information on the absolute numbers of searches. Instead it provides a relative search value to display search activity for a given term according to a specific period, time, and area. Each data point is divided by the total searches of the geography and time range it represents to compare relative popularity. This value is scaled from 0 to 100. A value of 100 is the peak popularity of the term, while a value of 50 means that the term is half as popular in a given time period/area with search volumes for the days given relative to this.

We examined daily searches from March 20 to April 19, using this period since most countries enforced lockdowns in mid-March, to compare observed search volumes with expected search volumes from the 3-month baseline. The 3-month baseline period from December 20, 2019, to March 20, 2020, included two sentinel events: (1) on January 20, Chinese health authorities announced the human-to-human transmission of COVID-19, (ie, the first baseline month prior to any widespread knowledge of the disease worldwide); and (2) on February 20, the number of cases of COVID-19 outside China started to increase rapidly (no countries other than China had accumulated more than 100 cases of COVID-19 prior to February 19). The 3-month baseline time window was selected to inform our prediction since a longer time window could be contaminated by other past relevant events.

**Increased Search Volume Estimation**

Using search rates from December 20, 2019, to March 19, 2020, for each outcome (“insomnia,” “depression,” or “suicide”), we forecasted a counterfactual scenario of expected search rates had the COVID-19 rapid outbreak and lockdown policies not occurred in mid-March. The expected relative search volumes were estimated using Hyndman and Khandakar’s algorithm for autoregressive integrated moving average (ARIMA) modeling [8], fit to the historical search rates from December 20, 2019, to March 19, 2020, and compared to the observed search rates from March 20 to April 19, 2020. For the residuals from each of the chosen models, we verified that they showed no significant autocorrelation with a Ljung–Box test [9]. Subsequently, we used daily trends from December 20, 2019, to March 19, 2020, to forecast future values with bootstrap CIs, which were computed using R software, version 3.6.3 (R Foundation for Statistical Computing).

**Indicators of Increased Searches for Insomnia, Depression, and Suicide**

We examined the number of days with increased search volume for insomnia, depression, and suicide. We defined increases in search queries based on both the intensity and duration of increases in population interest, which was applied per our previous study [10]. The intensity of a significant increase was defined as the actual daily Google Trends value during March 20 to April 19 being higher than the expected +1.645 standard error (via ARIMA), that is, the upper limit of the 95% CI in a one-tailed test. We calculated the number of days with significant increases in searches for insomnia higher than the 95% CI expected in each country from March 20 to April 19. We used similar approaches to calculate the indicators for depression and suicide.

**Rate of COVID-19 Spread Across Nations**

We used the increase in the number of deaths from March 20 to April 19 as an indicator of the speed at which COVID-19 spread within a nation during this time period, since widespread population testing was not yet available in most countries, especially in those with rapid outbreaks of COVID-19. However,
in order to examine the robustness of our findings, we also used three additional indicators: increases in confirmed cases of COVID-19 from March 20 to April 19; the cumulative number of confirmed cases; and the cumulative number of deaths as of March 20.

We used the Spearman rank-order correlation test to examine the correlation between increases in the number of confirmed cases and deaths related to COVID-19 and the number of days with increases in search volume for insomnia, depression, and suicide in the 19 countries from March 20 to April 19. We also examined the temporal correlation between confirmed cases and deaths as of March 20 as well as the number of days with increases in search volumes for insomnia, depression, and suicide from March 20 to April 19.

**Results**

Table 1 shows the number of days with significant increases in searches for insomnia, depression, and suicide in each country’s local language, as well as the cumulative number of confirmed cases as of March 20, 2020; increases in confirmed cases from March 20 to April 19; and the increases in the number of deaths due to COVID-19.

<table>
<thead>
<tr>
<th>Country</th>
<th>Insomnia</th>
<th>Depression</th>
<th>Suicide</th>
<th>Deaths, n</th>
<th>Confirmed cases, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>insomnia</td>
<td>depression</td>
<td>suicide</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>Brazil</td>
<td>insônia</td>
<td>depressão</td>
<td>suicídio</td>
<td>0</td>
<td>2451</td>
</tr>
<tr>
<td>Canada</td>
<td>insomnia</td>
<td>depression</td>
<td>suicide</td>
<td>1</td>
<td>1552</td>
</tr>
<tr>
<td>France</td>
<td>insomnie</td>
<td>dépression</td>
<td>suicide</td>
<td>2</td>
<td>19,244</td>
</tr>
<tr>
<td>Germany</td>
<td>Schlaflosigkeit</td>
<td>Depression</td>
<td>Selbstmord</td>
<td>10</td>
<td>4519</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>失眠</td>
<td>抑鬱</td>
<td>自殺</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Iran</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>insomnìa</td>
<td>depressione</td>
<td>suicidio</td>
<td>5</td>
<td>19,628</td>
</tr>
<tr>
<td>Japan</td>
<td>眠れない</td>
<td>うつ病</td>
<td>自殺</td>
<td>0</td>
<td>203</td>
</tr>
<tr>
<td>New Zealand</td>
<td>insomnia</td>
<td>depression</td>
<td>suicide</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Russia</td>
<td>бессонница</td>
<td>депрессия</td>
<td>самоубийство</td>
<td>0</td>
<td>3685</td>
</tr>
<tr>
<td>Singapore</td>
<td>insomnia</td>
<td>depression</td>
<td>suicide</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>South Korea</td>
<td>失眠</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>insomnio</td>
<td>depresión</td>
<td>suicidio</td>
<td>0</td>
<td>19,410</td>
</tr>
<tr>
<td>Taiwan</td>
<td>失眠</td>
<td>憂鬱</td>
<td>自殺</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Thailand</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>uykusuzluk</td>
<td>depresyon</td>
<td>intihar</td>
<td>0</td>
<td>2013</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>insomnia</td>
<td>depression</td>
<td>suicide</td>
<td>0</td>
<td>18,298</td>
</tr>
<tr>
<td>United States</td>
<td>insomnia</td>
<td>depression</td>
<td>suicide</td>
<td>1</td>
<td>40,596</td>
</tr>
</tbody>
</table>

**Table 1.** Number of days with significant increases in searches for insomnia, depression, and suicide in each country’s local language, as well as the cumulative number of confirmed cases as of March 20, 2020; increases in confirmed cases from March 20 to April 19; and the increases in the number of deaths due to COVID-19.
Figure 1. Daily trends for all Google searches for the term “insomnia” alongside expected trends for the days after March 20, 2020, in (A) Spain and (B) Germany.

Figure 2. Daily trends for all Google searches with the term “suicide,” alongside expected trends for the days after March 20, 2020, in (A) Spain and (B) Germany.

Figure 3 shows that increases in deaths were positively correlated to the number of days with increases in searches for insomnia in the 19 countries from March 20 to April 19 with a Spearman correlation coefficient ($\rho$) of 0.64 ($P=.003$). Similarly, the number of cumulative death cases as of March 20 was temporally positively correlated to increases in insomnia searches from March 20 to April 19 ($\rho=0.60$, $P=.007$).

By contrast, there was no significant correlation between the increased searches for depression and increases in deaths ($\rho=-0.12$, $P=.63$), nor a correlation between the increased searches for suicide and increases in deaths ($\rho=-0.07$, $P=.79$).
Figure 3. Positive correlation between increases in COVID-19–related deaths and the number of days with an increase in searches for insomnia in 19 countries (Spearman correlation coefficient=0.64, \( P = .003 \)) from March 20 to April 19, 2020.

Discussion

Principal Findings
To the best of our knowledge, this is the first study to use a real-time collection of population-level data to investigate the impacts of the COVID-19 pandemic on mental health across 19 countries. The multinational and longitudinal design demonstrates with a high temporal resolution how the pandemic influences global mental health. Furthermore, this study compared the associations between the impact of the COVID-19 outbreak and its varied impact on mental health indicators, namely insomnia, depression, and suicide. The increase in Google searches for insomnia, rather than for depression and suicide, was significantly correlated to the number of deaths related to COVID-19. These findings indicate the extent of the pandemic’s impact on the general population’s mental health.

Insomnia is a common, preceding symptom or precipitating factor in new onset mental illness, such as depression, anxiety, and posttraumatic stress disorder [11], whereas suicide is the most severe outcome of psychiatric disorders over a lifetime [12]. Stress-related sleep problems are common [13], and poor sleep quality has been identified as having mental health consequences as a result of social isolation [14]. In the absence of a vaccine and effective treatment for COVID-19, one of the most vital strategies for slowing the pandemic is social distancing. However, even for households free of the virus, the pandemic is likely to function as a major stressor, especially in terms of economic difficulties. Such effects may be exacerbated by self-isolation policies that can increase social isolation and relationship difficulties. Loneliness and social isolation may worsen the burden of stress and often exacerbate insomnia. Future research should explore search behaviors associated with terms such as fear, anxiety, and stress, which are highly relevant to COVID-19 and insomnia, to strengthen the qualitative correlation between insomnia and the COVID-19 pandemic.

Our results indicate that insomnia is a more sensitive indicator than depression or suicide of populations’ mental health during the COVID-19 pandemic. However, unlike the patterns of Google searches for “face mask” and “wash hands,” which reached all-time highs during this pandemic [10], searches patterns for insomnia, depression, and suicide usually consisted of multiple fluctuating components (eg, seasonality) and may increase in imperceptible manners. ARIMA models are capable of modeling both seasonal and nonseasonal data and can perform time-series forecasting to quantify whether imperceptible search queries are higher than expected [15,16].

The increased searches for insomnia and suicide demonstrated different patterns in this study (Figures 1 and 2). The surge in suicide-related searches in some countries (Italy, Germany, and Iran) may be attributed to media reports of suicides (ie, an Italian nurse on March 24, a German minister on March 29, and an Iranian student on April 6). These findings are consistent with previous studies that report on the correlation between suicide search trends and actual suicides [17], indicating that media
reports of suicides can lead to spikes in suicides [18]. On the basis of these findings, media professionals should follow the WHO’s media guidelines [2] for preventing suicide.

Limitations
There are several methodological limitations that should be noted when interpreting this study’s findings. First, we recognize that the Google Trends data do not represent a random sampling of the population and may exclude important vulnerable groups without access to the internet or those who were not actively engaged in searching. Second, we were unable to determine the sociodemographic characteristics of those conducting the searches. COVID-19 disproportionately affects poor and vulnerable populations; additionally, patients with serious mental illness may be among the hardest hit [19]. Our results did not include the entire population, or all internet users, of every country. Third, individual search queries for insomnia, depression, or suicide may not accurately reflect the actual mental health status of internet users. Factors other than the COVID-19 pandemic, including cultural differences that affect the expression and evaluation of symptoms, as well as more complicated bio-psycho-social factors may influence mental health and thus internet search behaviors. However, the collective phenomenon of internet search behavior still can be a meaningful surrogate for mental health across large populations.

Conclusion
In conclusion, our analysis suggests that insomnia could be a part of routine screening for mental health during the COVID-19 pandemic. Monitoring Google Trends has the benefit of allowing for rapid longitudinal tracking at the international level during this unprecedented health crisis.
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Abstract

Background: SARS-CoV-2, the novel coronavirus that causes COVID-19, is a global pandemic with higher mortality and morbidity than any other virus in the last 100 years. Without public health surveillance, policy makers cannot know where and how the disease is accelerating, decelerating, and shifting. Unfortunately, existing models of COVID-19 contagion rely on parameters such as the basic reproduction number and use static statistical methods that do not capture all the relevant dynamics needed for surveillance. Existing surveillance methods use data that are subject to significant measurement error and other contaminants.

Objective: The aim of this study is to provide a proof of concept of the creation of surveillance metrics that correct for measurement error and data contamination to determine when it is safe to ease pandemic restrictions. We applied state-of-the-art statistical modeling to existing internet data to derive the best available estimates of the state-level dynamics of COVID-19 infection in the United States.

Methods: Dynamic panel data (DPD) models were estimated with the Arellano-Bond estimator using the generalized method of moments. This statistical technique enables control of various deficiencies in a data set. The validity of the model and statistical technique was tested.

Results: A Wald chi-square test of the explanatory power of the statistical approach indicated that it is valid ($\chi^2_{10}=1489.84$, $P<.001$), and a Sargan chi-square test indicated that the model identification is valid ($\chi^2_{946}=935.52$, $P=.59$). The 7-day persistence rate for the week of June 27 to July 3 was 0.5188 ($P<.001$), meaning that every 10,000 new cases in the prior week were associated with 5188 cases 7 days later. For the week of July 4 to 10, the 7-day persistence rate increased by 0.2691 ($P=.003$), indicating that every 10,000 new cases in the prior week were associated with 7879 new cases 7 days later. Applied to the reported number of cases, these results indicate an increase of almost 100 additional new cases per day per state for the week of July 4-10. This signifies an increase in the reproduction parameter in the contagion models and corroborates the hypothesis that economic reopening without applying best public health practices is associated with a resurgence of the pandemic.

Conclusions: DPD models successfully correct for measurement error and data contamination and are useful to derive surveillance metrics. The opening of America involves two certainties: the country will be COVID-19–free only when there is an effective vaccine, and the “social” end of the pandemic will occur before the “medical” end. Therefore, improved surveillance metrics are needed to inform leaders of how to open sections of the United States more safely. DPD models can inform this reopening in combination with the extraction of COVID-19 data from existing websites.
and then to seek accurate direct measurement of the model such as COVID-19 is to posit an underlying contagion model. The conventional approach to modeling the spread of diseases uses data sets posted on websites [54-56]. To improve statistical methods that extract information from data, particularly contaminants [52,53]. Moreover, timely information is needed on the data that are subject to significant measurement error and other inaccuracies [51]. Existing surveillance systems use empirical data, such as the number of confirmed cases or the number of tests, which can inform estimates of the current values of critical parameters such as the infection rate or reproduction rate. We explicitly recognized that the data generating process for the reported data contains an underlying contagion component; a politico-economic component, such as availability of accurate test kits; a social component, such as how strongly people adhere to social distancing measures, mask requirements, and shelter-in-place policies; and a sometimes inaccurate data reporting process that may obscure the underlying contagion process. Therefore, we sought to develop a statistical approach that can provide meaningful information despite the complex and sometimes obfuscating data generation process. Our approach is consistent with the principles of evidence-based medicine, including controlling for complex pathways that may include socioeconomic factors such as mediating variables and policy recommendations, and “based on the best available knowledge, derived from diverse sources and methods [5].”

There are two primary advantages to this empirical approach. First, we can apply the empirical model relatively quickly to a wide variety of contagion models and their possible dynamics within-geography and cross-geography personal interactions [3]. Martcheva [76] provides an excellent dynamic analysis of a wide variety of contagion models and their possible dynamics [72-77]. Unfortunately, they provide limited options for the statistical inference of parameter values from actual data [76]. The objective of this study is to derive surveillance metrics using methods that control for data limitations and contamination.

**Methods**

**Model Development**

In contrast to previous studies, we used an empirical approach that focuses on statistical modelling of widely available empirical data, such as the number of confirmed cases or the number of tests, which can inform estimates of the current values of critical parameters such as the infection rate or reproduction rate. We explicitly recognized that the data generating process for the reported data contains an underlying contagion component; a politico-economic component, such as availability of accurate test kits; a social component, such as how strongly people adhere to social distancing measures, mask requirements, and shelter-in-place policies; and a sometimes inaccurate data reporting process that may obscure the underlying contagion process. Therefore, we sought to develop a statistical approach that can provide meaningful information despite the complex and sometimes obfuscating data generation process. Our approach is consistent with the principles of evidence-based medicine, including controlling for complex pathways that may include socioeconomic factors such as mediating variables and policy recommendations, and “based on the best available knowledge, derived from diverse sources and methods [5].”

There are two primary advantages to this empirical approach. First, we can apply the empirical model relatively quickly to a...
short data set. This advantage stems from the panel nature of the model. We used US states as the cross-sectional variable; therefore, one week of data from 52 states and territories (including Puerto Rico and the District of Columbia) provides a reasonable sample size. In addition to enabling parameter estimation early in a pandemic, using this property, we tested to see if a shift had occurred in the infection or reproduction rates of the contagion process in the past week (ie, whether there is statistical evidence that reopening is associated with an acceleration in the number of cases).

The second advantage of our approach is that it directly measures and informs policy-relevant variables. For example, the White House issued guidance on reopening the US economy that depends on a decrease in the documented number of cases and in the proportion of positive test results over a 14-day period, among other criteria and considerations [23,78-83]. As noted above, the number and proportion of positive test results are the outcomes of a data generating process that includes not only the underlying contagion process but a multitude of mediating factors as well as idiosyncrasies of the data collection and a delayed reporting process. We specifically modeled the number of positive test results in our empirical model, which provides evidence of direct use in policy dialogue.

Herein, we proceed with a brief discussion of the contagion models that informed our selection of an empirical model. We describe the basic dynamic panel data (DPD) approach and its advantages for analyzing the current pandemic. We obtained results that validate the model specification, which is a necessary “fixed effect” to each of the equations, $\gamma$, which represents time-invariant state characteristics such as population rate. The $\gamma$ represent error terms.

We apply the dynamic panel data approach to the number of positive test results per day as reported on internet sites. To avoid imposing too much specificity, we allowed for some flexibility in the functional form by including the number of tests both linearly and quadratically and as a proportion of the population:

\[
\begin{align*}
\text{for empirical purposes, we will use difference equations because} \\
\text{mediating factors (often omitted); and} \\
\text{the number of exposed or infected individuals;} \\
\text{equations of the form} \\
\text{June 27-July 3 and July 4-10, 2020.} \\
\text{the daily and weekly persistence increased during the weeks of} \\
\text{Representing Contagion as a DPD Model} \\
\text{Transmission models are typically population-based differential} \\
\text{of the form} dy/dt = f(y,x), \text{where} \ y \text{is a vector of} \\
\text{subpopulation characteristic of interest, such as} \\
\text{the number of exposed or infected individuals;} \ x \text{is a vector of} \\
\text{mediating factors (often omitted); and} \ f \text{is a transition function.} \\
\text{For empirical purposes, we will use difference equations because} \\
\text{the data come in discrete time periods, specifically days.} \\
\text{For example, the sizes of the susceptible, infected, and recovered} \\
\text{populations in the susceptible-infected-recovered (SIR) model} \\
\text{in difference equation form are:} \\
\end{align*}
\]

\[
\begin{align*}
\text{where} \ S, I, \text{and} \ R \text{are the sizes of the susceptible, infected,} \\
\text{and recovered populations, respectively;} \ D \text{is the number of} \\
\text{deaths due to SARS-CoV-2;} \ N \text{is the size of the total population} \\
\text{(S + I + R + D); and the subscripts denote the time period.} \\
\end{align*}
\]
effects, which are an important control variable in the panel models. The next two terms are linear and quadratic terms of the number of tests administered, while the third term is the number of tests per person. The next three terms represent the effects of the number of tests administered. The fourth term allows for a shift or discontinuity in the level of new infections for the week of July 4–10 because of increasing concern that the pandemic has re-emerged, particularly in the previous 7 days. We would associate a positive shift with an underlying increase in infection rates. The final term is an error term that represents all types of measurement errors.

Data Sources
Case and test data, including the total number of tests administered and the number of positive results, were taken from the COVID Tracking Project [84], which compiles data from multiple sources. Data were accessed from GitHub [85] after 6 PM on July 10, 2020, so that the data would be complete for that day. Population estimates were derived from the 2019 annual state estimates from the US Census Bureau [86].

Estimation
There are three problems with the specification of Equation 3 for estimation purposes. First, the inclusion of lagged dependent variables on the right side means that the errors are autocorrelated and that the usual exogeneity restrictions are violated; therefore, least squares estimates are inappropriate. Second, some variables are omitted, such as all the variables represented in extensions of the SIR model, and other variables that represent socioeconomic factors influencing the contagion, testing, and reporting processes may also have been omitted. Third, our data set has a relatively short time duration, and the asymptotic properties of fixed-effects or random-effects panel data estimators such as statistical efficiency or normality apply as \( t \to \infty \). Use of these estimators with small values of \( t \) creates a small-sample problem with unknown or undesirable estimator properties. We applied the Arellano-Bond approach [87,88], which has improved properties for small samples and is appropriate for application to data sets with a small \( t \) and large \( i \).

Fortunately, DPD methods can be used to specifically resolve these statistical problems [89-95]. DPD models allow direct estimation of difference equations with panel data, which resolves multiple problems that appear in the COVID-19 data [96]. The technique we used was developed by Arellano and Bond [87], who applied a generalized method of moments (GMM) approach to a dynamic formulation of employment equations, such as the influence of employment levels in a previous period on employment levels in the current period [97-99]. The basic concept translates to the COVID-19 pandemic in the sense that the number of infections in the current period is a function of lagged infection numbers and other variables. In addition, the DPD removes the individual state effects by first differencing the model. Regressions that include a lagged value of the dependent variable violate the exogeneity restrictions for ordinary least squares and panel estimators such as fixed or random effect models because the lagged dependent variable will be correlated with the error term. DPD model estimation is an application of Hansen’s GMM approach to difference equations estimated from panel data [97,100-102]. The GMM approach solves the endogeneity problem [103,104]. Rather than minimizing a loss function such as the sum of squared errors or maximizing a distribution-specific likelihood function, the GMM approach focuses on the identification of restrictions, including exogeneity restrictions. In an estimable model, there are more identifying restrictions than parameters, and the GMM selects the parameter values that come closest to satisfying the overidentifying restrictions [105]. In our application, we used 10 explanatory variables as defined in Equation 3 and 940 overidentifying restrictions (ie, the same order of magnitude as the sample size \( n=1040 \)); therefore, the degrees of freedom were more than sufficient for statistical inference. The GMM procedure requires a set of instrumental variables; in the case of DPDs, the instruments include lags and/or lag differences in the \( Y \) variables. These instruments help resolve the endogeneity problem as well as the omitted-variables problem. In addition to addressing the theoretical concerns inherent in the estimation of any difference equation model, the DPD approach addresses multiple statistical issues that are likely to occur in COVID-19 data.

First, the GMM approach is asymptotically efficient; however, it also has good small sample properties, including samples with a large cross-section and a small number of time periods [102]. This is especially important for statistical analysis early in pandemics, when data are not available for a long period of time, as well as for our testing of whether changes in the transmission rate (that may have occurred 1 to 2 weeks ago) have affected the number of positive test results in the past week.

Second, this approach is robust to omitted variables because of its reliance on identifying restrictions and instrumental variables. This is important because we estimate a relatively sparse model that does not include direct controls for mediating factors, data collection issues, or reporting idiosyncrasies.

Third, the approach includes statistical testing of the overidentifying restrictions (ie, whether the empirical model and estimation technique are statistically valid). For this test, we used the Sargan chi-square test.

Fourth, this approach corrects for autocorrelation. A significant drawback to DPD methods is that they are computationally complex and become very time- and resource-intensive as the number of observations grows.

We used the Arellano-Bond estimation technique developed specifically for DPD applications. We implemented the Arellano-Bond technique using the `xtabond` command in Stata 16.1 (StataCorp LLC).

Model Validation
To validate the significance of the regression, we used a Wald chi-square statistic to test the null hypothesis that the independent variables did not explain the dependent variable (standard goodness-of-fit measures such as \( R^2 \) are uninformative in models with a lagged dependent variable). To test the appropriateness of the model, we applied the Sargan chi-square test. This is a test of the null hypothesis that the (over)identifying
restrictions of the model are statistically met; heuristically, this null hypothesis means that the model and estimation procedure are valid. We used \( \alpha \leq 5\% \) for tests of statistical significance.

### Model Parameters

We report the point estimates and the \( P \) values for all model parameters in Equation 3 as well as additional statistical test results and \( P \) values for combinations of parameters when of interest. Of interest are the null hypotheses: \( \beta_2 = 0, \beta_3 = 0, \beta_5 = 0, \) and \( \beta_6 = 0. \) These hypotheses jointly represent the hypothesis that there has been no change in the persistence of the pandemic (ie, the number of new COVID-19 cases over the past two weeks has remained relatively constant). We interpreted rejection of one or more of the hypotheses as evidence that the pandemic is evolving differently, with positive parameter values associated with greater persistence and a re-emergence of the pandemic.

### Surveillance Reporting

We translated the estimation results into a surveillance reporting context. The dynamic component (Equation 3) is presented in terms of the persistence rate per 100,000 cases, defined as the number of new COVID-19 cases in every 100,000 cases that remained constant, and this component was applied to the reported infection numbers to determine its effect on the number of cases per state per day. The contemporaneous component was applied to the reported infection numbers to determine its effect on the number of cases per state per day. The two effects were added to obtain a modeled total number of cases per state per day, and this number was multiplied by 52 to obtain a national figure (including the District of Columbia and Puerto Rico but excluding other territories).

### Results

#### Data

The internet data mining effort resulted in a panel (longitudinal data set) with 52 “panels” (50 states, the District of Columbia, and Puerto Rico) using observations from June 13 through July 10, 2020. Before the analysis, outlying and negative values were crosschecked with other reputable COVID-19 data tracking websites, including USA Facts [106] and the Johns Hopkins Coronavirus Resource Center [107]. The data set has \( m = 52 \times 28 = 1456 \) observations. Because the model requires 8 days of observations to account for various lags and differencing, the model estimation uses \( n = 52 \times 20 = 1040 \) observations.

#### Estimation Results

We present the estimation results in Table 1.

| Table 1. Arellano-Bond dynamic panel data modeling of the number of daily infections by state from March 20 to July 10, 2020. |
|---|---|---|
| Estimation | Coefficient | \( P \) value |
| **Variables** | | |
| Lagged daily positive cases | 0.0630 | .31 |
| Lagged daily positive shift, June 27-July 03 | 0.0977 | .14 |
| Lagged daily positive shift, July 04-10 | –0.1727 | .009 |
| Seven-day lagged daily positive cases | 0.5188 | <.001 |
| Seven-day lagged daily positive shift, June 27-July 03 | 0.0118 | .90 |
| Seven-day lagged daily positive shift, July 04-10 | 0.2691 | .002 |
| Constant | 17.7791 | .68 |
| Daily tests | 0.0520 | <.001 |
| Daily tests squared | –1.54 \times 10^{-7} | .002 |
| Daily tests / population | –86,527 | <.001 |
| **Fitness measurements** | | |
| Wald test of regression significance (\( \chi^2_{10} \)) | 1489.84 | <.001 |
| Sargan test of overidentifying restrictions (\( \chi^2_{946} \)) | 935.52 | .59 |
| Test of lagged daily positive cases + shift July 04-10 = 0 (\( \chi^2_{1} \)) | –9.92 | .002 |

#### Model Validation

To examine the model fit, we applied a Wald chi-square test of the null hypothesis that there is no explanatory power in the explanatory variables. The model was statistically significant (\( \chi^2_{10}=1489.84, \ P<.001 \)). The Sargan chi-square test failed to reject the null hypothesis of valid overidentifying restrictions (\( \chi^2_{946}=935.52, \ P=.593 \)).

#### Model Parameter Estimates

The coefficient on the lagged dependent variable of the number of daily cases that tested positive on the previous day was positive and statistically significant (0.0630, \( P<.001 \)). The shift values for this parameter for the weeks beginning June 27 and July 4, 2020, are 0.0977 (\( P=.138 \)) and –0.1727 (\( P=.009 \)), respectively. The effective parameter value for the week of July 4 is 0.0630 – 0.1727 = –0.1097 (\( P=.002 \)).
The coefficient on the 7-day lagged dependent variable, the number of daily cases that tested positive 7 days earlier, was positive and statistically significant (0.5188, P < .001). The shift values for this parameter for the weeks beginning June 27 and July 4, 2020, are 0.0118 (PS.897) and 0.2691 (P=.002), respectively. The effective parameter value for the week of July 4 is 0.5188 + 0.2691 = 0.7879 (P<.001).

The coefficient on the linear term in the number of daily tests administered was positive and statistically significant (0.0520, P<.001), and the coefficient on the quadratic term was negative and statistically significant (–1.54e-07, P=.002). The coefficient on the number of daily tests per person was negative and statistically significant (–86,527, P < .001).

**Surveillance Results**

Table 2 translates the statistical results into a user-friendly, intuitive surveillance reporting template. The first two rows are the reported number of cases and tests, respectively. The third row is the estimated 1-day persistence rate, as in, the number of cases estimated on the current day for every 10,000 cases the previous day. The fourth row is the 7-day persistence rate (ie, the estimated number of cases on the current day for every 10,000 cases 7 days prior). The fifth row is the estimated dynamic component of the model in terms of the number of cases per state per day. This was determined by applying the persistence rates from rows 3 and 4 to the average reported number of cases and adding the effects. The sixth row is the estimated contemporaneous component of the model in terms of number of cases per state per day. The seventh row sums the dynamic and contemporaneous effects to obtain the total estimated effect, as in, the estimated number of new positive test results per state per day. The first column contains the described information as state averages for the period of June 27 to July 03, 2020. The second column contains the information for the United States in aggregate. The third and fourth columns show the same data as the first two columns but for the period of July 4 to 10, 2020.

Table 2. Dynamic panel data estimation results for the United States from June 27 to July 10, 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>June 27-July 3</th>
<th>National average</th>
<th>July 4-10</th>
<th>National average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily average number of cases for the week</td>
<td>909</td>
<td>47,278</td>
<td>1048</td>
<td>54,491</td>
</tr>
<tr>
<td>Daily average number of tests for the week</td>
<td>12,281</td>
<td>638,619</td>
<td>12,630</td>
<td>656,741</td>
</tr>
<tr>
<td>Estimated daily persistence rate (per 10,000 cases)</td>
<td>1607</td>
<td>1607</td>
<td>–1106</td>
<td>–1106</td>
</tr>
<tr>
<td>Estimated 7-day persistence rate (per 10,000 cases)</td>
<td>5306</td>
<td>5306</td>
<td>7816</td>
<td>7816</td>
</tr>
<tr>
<td>Estimated dynamic component (number of cases per day)</td>
<td>499</td>
<td>25,968</td>
<td>595</td>
<td>30,923</td>
</tr>
<tr>
<td>Estimated contemporaneous component (number of cases per day)</td>
<td>466</td>
<td>24,254</td>
<td>490</td>
<td>25,464</td>
</tr>
<tr>
<td>Total number of estimated cases per day</td>
<td>966</td>
<td>50,221</td>
<td>1084</td>
<td>56,387</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Our primary findings are that the 7-day persistence rate is statistically significant and important in magnitude and that the 7-day persistence rate increased by almost 50% from the week of June 27-July 3 to the week of July 4-10 (Table 1). The increase in the 7-day persistence translates into an increase from 5306 new cases per 10,000 cases 7 days prior to 7816 new cases per 10,000 cases (Table 2). On average, this resulted in 95 new cases per state per day. Coupled with a modest increase in the contemporaneous component, the combined result is an estimated increase of 118 new cases per state per day or 6166 new cases nationally per day. The increase in the number of new cases per day is indicative of a shift in the underlying contagion transmission and corroborative of the statement that reopening the US economy has increased the contagion reproduction rate.

The coefficients on the daily lagged dependent variable are small in magnitude and do not indicate strong day-to-day persistence. The negative estimated daily persistence rate for the week of July 4 is indicative of a daily “snaggle-tooth” pattern in the number of daily cases at the state level. This simply indicates that a low number of cases on one day is offset by a high number of cases the next day, probably due to reporting delays and differential testing periods; this pattern appears slightly in the US aggregate data and is strongly evident in the California data. Other states exhibited different snaggle-tooth patterns, including high-incidence states such as Florida, Texas, and Georgia.

The contemporaneous component of the model contributed positively to the number of new daily cases but did not change significantly over the sample period.

**Limitations**

While DPD is useful in deriving dynamic estimates of the rate of transmission of COVID-19, static numbers using traditional surveillance tools must also be included to obtain a complete understanding of the pandemic.

**Conclusions**

The DPD model is a statistically validated analysis of reported COVID-19 data and an important addition to the epidemiological toolkit for understanding the progression of the pandemic. It is important to recognize that this is a supplementary tool that does not replace detailed contagion modeling with detailed and specific data for accurate
representation of contagion model parameters. However, there are four salient advantages of the DPD approach. First, this approach enables statistically efficient extraction of information from existing data sets, including statistical validation of results; therefore, it is applicable to the most commonly tracked and reported data in the current pandemic. Second, the tool could be applied relatively quickly after the pandemic started because of its ability to model reported data rather than detailed contact tracing data, which is largely unavailable to date. That is, changes in the evolution of the pandemic can be confirmed much more quickly using panel data than using aggregate data. Third, this approach informs real-time policy decisions, including decisions based on commonly reported data, such as reopening state economies. Fourth, the model results can help inform the parameterization of more traditional contagion models.

This model is consistent in that it shows a higher reproduction rate during the most recent 7 days; this confirms that in general, normal operation should not be resumed in the United States. Rather, empirically validated public health guidelines such as wearing masks, social distancing, social isolation, hand washing, and avoidance of social gatherings should be immediately adopted to reduce the contagion. In fact, White House guidelines recommend 14 sustained days of reduced COVID-19–related deaths, new infection cases, and proportions of positive test results prior to reopening. That threshold has not been met. While these findings reflect the national average, it is possible that some areas within the United States meet the White House guidelines, even though reopening is contraindicated in general.

The opening of America involves two certainties. First, the United States will be COVID-19–free only when there is an effective vaccine. While scientists are working at unprecedented speed worldwide to develop a SARS-CoV-2 vaccine [6,108-113], realistically, it will be necessary to rely on best public health practices to minimize COVID-19 infection and mortality for at least one more year [110,114-116]. Second, the “social” end of the pandemic will occur before the “medical” end [117]; therefore, improved surveillance metrics are needed to inform health policy on opening sections of America more safely.
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Abstract

Background: In the absence of a vaccine or effective treatment for COVID-19, countries have adopted nonpharmaceutical interventions (NPIs) such as social distancing and full lockdown. An objective and quantitative means of passively monitoring the impact and response of these interventions at a local level is needed.
Objective: We aim to explore the utility of the recently developed open-source mobile health platform Remote Assessment of Disease and Relapse (RADAR)–base as a toolbox to rapidly test the effect and response to NPIs intended to limit the spread of COVID-19.

Methods: We analyzed data extracted from smartphone and wearable devices, and managed by the RADAR-base from 1062 participants recruited in Italy, Spain, Denmark, the United Kingdom, and the Netherlands. We derived nine features on a daily basis including time spent at home, maximum distance travelled from home, the maximum number of Bluetooth-enabled nearby devices (as a proxy for physical distancing), step count, average heart rate, sleep duration, bedtime, phone unlock duration, and social app use duration. We performed Kruskal-Wallis tests followed by post hoc Dunn tests to assess differences in these features among baseline, prelockdown, and during lockdown periods. We also studied behavioral differences by age, gender, BMI, and educational background.

Results: We were able to quantify expected changes in time spent at home, distance travelled, and the number of nearby Bluetooth-enabled devices between prelockdown and during lockdown periods ($P<.001$ for all five countries). We saw reduced sociality as measured through mobility features and increased virtual sociality through phone use. People were more active on their phones ($P<.001$ for Italy, Spain, and the United Kingdom), spending more time using social media apps ($P<.001$ for Italy, Spain, the United Kingdom, and the Netherlands), particularly around major news events. Furthermore, participants had a lower heart rate ($P<.001$ for Italy and Spain; $P=.02$ for Denmark), went to bed later ($P<.001$ for Italy, Spain, the United Kingdom, and the Netherlands), and slept more ($P<.001$ for Italy, Spain, and the United Kingdom). We also found that young people had longer homestay than older people during the lockdown and fewer daily steps. Although there was no significant difference between the high and low BMI groups in time spent at home, the low BMI group walked more.

Conclusions: RADAR-base, a freely deployable data collection platform leveraging data from wearables and mobile technologies, can be used to rapidly quantify and provide a holistic view of behavioral changes in response to public health interventions as a result of infectious outbreaks such as COVID-19. RADAR-base may be a viable approach to implementing an early warning system for passively assessing the local compliance to interventions in epidemics and pandemics, and could help countries ease out of lockdown.

(J Med Internet Res 2020;22(9):e19992) doi:10.2196/19992
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mobile health; COVID-19; behavioral monitoring; smartphones; wearable devices; mobility; phone use

Introduction

On March 11, 2020, the World Health Organization declared the rapidly spreading SARS-CoV-2 virus outbreak a pandemic. This novel coronavirus is the cause of a contagious acute respiratory disease (COVID-19), which was first reported in Wuhan, Hubei Province, China [1-3]. As of July 1, 2020, it had infected over 10 million people and spread to 213 countries and territories around the world [4]. Although precise statistics on mortality are being determined, COVID-19 can be deadly with an estimated 1% case fatality rate, and this rate increases for older adults and those with underlying health problems [5,6]. The outbreak of COVID-19 has placed an unprecedented burden on health care systems in most-affected countries and has resulted in considerable economic losses and a possible global recession [7,8].

To date, there is no vaccine or highly effective treatment. The widely adopted strategy has been the use of nonpharmaceutical interventions (NPIs) such as social distancing and even full lockdown to control the spread of the virus and ease the pressure on health and care systems [9,10]. NPIs have been implemented in many countries including China, Italy, Spain, the United Kingdom, and the Netherlands. These measures have been shown to considerably reduce the new confirmed cases [9]. Key to the success of NPIs is the timing of these interventions and the response of the population, both of which might differ among countries and could necessitate further interventions in the case of low compliance either nationally or locally. Furthermore, US $11 trillion of fiscal measures have been announced by more than two-thirds of governments worldwide in an attempt to mitigate the fallout from the pandemic and lockdown [11]. Therefore, we urgently require an objective and quantitative way to monitor population behavior to assess the impact and response of such interventions. Additionally, we need to monitor for the potential effects of a rebound in cases in the winter months as social distancing measures are relaxed and to strategize and understand where course corrections are required. Similarly, understanding potential seasonal forcing of COVID-19 will require a good understanding of different NPIs’ effects, so they can be factored out.

The increasing availability of wide-bandwidth mobile networks, smartphones, and wearable sensors makes it possible to collect near real-time high-resolution data sets from large numbers of participants and greatly facilitates remote monitoring of behavior [12-14]. By leveraging sensor modalities in smartphones, which includes network and GPS location tracking, and Fitbit devices, which includes step counts and heart rate, it is possible to access mobility and even wellness for the population. To manage the data collected from multiple sensor modalities and mobile devices, platforms such as the open-source Remote Assessment of Disease and Relapse (RADAR)–base [15] mobile health platform have been developed [16]. This platform has been used to enable remote monitoring in a range of use cases including central nervous system diseases (major depressive disorder [MDD], epilepsy, and multiple sclerosis [MS]) as part of the
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Innovative Medicines Initiative (IMI2) RADAR–Central Nervous System (CNS) major program [17,18].

In this paper, we explore the utility of the RADAR-base platform as a toolbox to test the effect and response of NPIs aimed at limiting the spread of infectious diseases such as COVID-19 by leveraging participant data already collected from November 2017 onward as part of the ongoing RADAR-CNS studies [16,17,19]. Specifically, we created measures of mobility (as a proxy of physical distancing), phone use (as a proxy of virtual sociality), and physiological measures (heart rate and sleep), and compared these features among the baseline, prelockdown, and during lockdown periods. Furthermore, we also provide a joint analysis of these features to provide a holistic view and interpret these behavioral changes during COVID-19.

**Methods**

**Data Collection**

The RADAR-CNS studies were approved by all local ethics committees, and all participants signed informed consent [19]. We included 1062 participants recruited in five European countries: Italy, Spain, Denmark, the United Kingdom, and the Netherlands. Participants in the Netherlands were partially recruited through Hersenonderzoek.nl [20]. The data were collected for the purpose of finding new ways of monitoring MDD (Spain: n=150; the Netherlands: n=103; and the United Kingdom: n=316) and MS (Milan, Italy: n=208; Barcelona, Spain: n=179; and Copenhagen, Denmark: n=106) using wearable devices and smartphone technology to improve patients’ quality of life (QoL) and potentially change the treatment of these and other chronic disorders. As we focused on country-level behavioral changes in response to the NPIs, we aggregated data collected in Spain and did not focus on analyzing differences between participants with MDD and MS. Passive participant data, that is data that did not require conscious participant engagement, were collected continuously on a 24/7 basis through a smartphone and a Fitbit device, which included location, Bluetooth, activity, sleep, heart rate, and phone use data. In this study, we used participants’ own Android smartphones where available and provided a participant with a Motorola G5, G6, or G7 if participants had an iPhone or did not have a smartphone. For Fitbit devices, Fitbit Charge 2 devices were given to participants, and then Fitbit Charge 3 devices were given to the recently recruited participants when Fitbit Charge 2 devices were no longer available. We asked participants to wear the device on their nondominant hand. Although not used for this study, active data were also collected, which required clinicians or participants to fill out emailed surveys (eg, Inventory of Depressive Symptomatology [Self-Report]), app-delivered questionnaires (eg, Patient Health Questionnaire), or perform short clinical tests (eg, Expanded Disability Status Scale).

The data collection and management were handled by the open-source mHealth platform RADAR-Base [16]. The platform provides high scalability, interoperability, flexibility, and reliability while allowing the freedom for anyone to deploy. Due to the streaming first nature of the platform, it is also easy to aggregate, analyze, and provide insights into the data in real time, hence making the results of this work potentially deployable for localized monitoring and targeted interventions.

**Feature Extraction**

To study physical-behavioral changes in response to COVID-19 NPIs, we examined participants’ mobility by analyzing relative location and Bluetooth data from smartphones and step count data from Fitbit devices. We investigated phone unlock duration and social app use duration to study online social-behavioral changes. Physiological measures such as sleep and heart rate from Fitbit devices were also analyzed to identify possible changes as a result of lockdown. A full list of features is presented in Table 1. These features were extracted for each participant every day. The daily features were calculated using the data from 6 AM on the present day to 6 AM on the next day for all features except total sleep duration and bedtime, where 8 PM was used as the starting time point and 11 AM the finishing. When no data were found in a data modality for a participant on a day due to the participant not wearing the Fitbit device or not using the smartphone, we did not calculate the feature derived from that data modality on that day.
Table 1. A full list of extracted features.

<table>
<thead>
<tr>
<th>Category and modality</th>
<th>Features</th>
<th>Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone location</td>
<td>• Maximum travelled distance from home</td>
<td>• The maximum distance travelled from home location</td>
</tr>
<tr>
<td></td>
<td>• Homestay</td>
<td>• The time spent within 200 m radius of home location (determined using DBSCAN&lt;sup&gt;a&lt;/sup&gt;)</td>
</tr>
<tr>
<td></td>
<td>Smartphone Bluetooth</td>
<td>• Maximum number of nearby devices</td>
</tr>
<tr>
<td></td>
<td>• Maximum number of nearby devices</td>
<td>• The maximum number of Bluetooth-enabled nearby devices</td>
</tr>
<tr>
<td></td>
<td>Fitbit step count</td>
<td>• Step count</td>
</tr>
<tr>
<td></td>
<td>• Step count</td>
<td>• Daily total of Fitbit step count</td>
</tr>
<tr>
<td><strong>Physiological measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit sleep</td>
<td>• Bedtime</td>
<td>• The first sleep category at night</td>
</tr>
<tr>
<td></td>
<td>• Sleep duration</td>
<td>• Daily total duration of sleep categories (light, deep, and REM&lt;sup&gt;b&lt;/sup&gt;)</td>
</tr>
<tr>
<td></td>
<td>Fitbit heart rate</td>
<td>• Average heart rate</td>
</tr>
<tr>
<td></td>
<td>• Average heart rate</td>
<td>• The daily average heart rate</td>
</tr>
<tr>
<td><strong>Phone use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone user interaction</td>
<td>• Unlock duration</td>
<td>• The total duration of phone in the unlocked state</td>
</tr>
<tr>
<td>Smartphone use event</td>
<td>• Social app use duration</td>
<td>• The total duration spent on social apps (Google Play categories of Social, Communication, and Dating)</td>
</tr>
</tbody>
</table>

<sup>a</sup>DBSCAN: density-based spatial clustering of applications with noise.  
<sup>b</sup>REM: rapid eye movement.

The smartphone-derived location data were sampled once every 5 minutes by default, with longer sampling durations dependent on network connectivity. Spurious location coordinates were identified and removed if they differed from preceding and following coordinates by more than five degrees. Home location was determined daily by clustering location data between 8 PM and 4 AM with the mean coordinate of the cluster that the last coordinate belonged to being used. This choice was made because the largest cluster may not be the home location for a single night but the last location before phones shut down had a higher probability to be home location for that night. The clustering was implemented using density-based spatial clustering of applications with noise [21]. A duration gated by two adjacent coordinates was regarded as a valid homestay duration on the condition that both coordinates were no further than 200 meters from the home location. A duration longer than 1 hour was excluded due to the large proportion of missing data when compared to the 5-minute sampling duration. All valid homestay durations between 8 AM and 11 PM were summed to calculate daily homestay. Daily maximum distance from home was also computed based on the coordinates in the same period.

Bluetooth data, including the number of nearby and paired devices, were also collected from smartphones, which were sampled every hour. The daily maximum number of nearby devices was used as a mobility feature. An increased number of nearby devices (typically other phones) detected may indicate other users’ presence in the vicinity, which therefore can serve as a proxy of physical distancing.

In addition to mobility features extracted from smartphones, daily step count was taken from the Fitbit device, which was computed as the total steps a participant walked every day. Likewise, daily sleep duration was computed as the summation of three Fitbit-output sleep categories (light, deep, and rapid eye movement) sampled every 30 seconds from 8 PM to 11 AM the next day. Bedtime was defined as the time of the first sleep category reported by Fitbit after 8 PM. Note that the sleep categories referred to the sleep stages provided by the Fitbit application programming interface [22], which are not equivalent to the medical sleep stages. Finally, daily mean heart rate was calculated by averaging the Fitbit-output heart rate readings, sampled every 5 seconds at best. This sampling interval may be longer depending on Fitbit proprietary algorithms for remaining battery level, quality scoring, and network connectivity.

To explore changes in phone use, daily unlock duration was calculated by summing time periods starting with the unlocked state and ending with the standby state. Single intervals longer than 4 hours were excluded, which might result from a missing standby state or unintentionally leaving the phone unlocked. App use was quantified by classifying apps according to categories listed on Google Play [23]. As we were particularly interested in cyber-social interactions, we focused on the daily use time of social apps, including the Google Play categories of Social, Communication, and Dating. Among them are Facebook, Instagram, and WhatsApp.
Data Analysis

We plotted how the features evolved over 1.5 years for each country investigated. The participants’ daily median, 25th percentile, and 75th percentile of each feature were calculated and then plotted. A minimum of 20 participants’ data points was a prerequisite for calculation for any given day to reduce variance and noise. To facilitate interpretation, we also marked time points of public announcements related to lockdown policies [24].

To examine changes in mobility, physiological measures, and phone use induced by the lockdowns, comparisons among baseline, prelockdown, and during lockdown on the daily median of each feature were carried out using Kruskal-Wallis tests followed by post hoc Dunn tests [25,26]. For the during lockdown phase, we chose the entire period of the national lockdown in each country, which ended when NPIs were eased for the first time. For the prelockdown phase, we chose the period immediately prior to the first restrictive measure with the same length of the entire national lockdown. For the baseline phase, we chose the same period in 2019 as the 2020 national lockdown for countries starting to collect data earlier than 2019, which included Italy, Spain, and the United Kingdom. This was aimed at suppressing seasonal variability. For Denmark and the Netherlands where participant recruitment and data collection started much later, we chose the period that started with the earliest stable date (no considerate missing data or outliers) with the same length of the entire national lockdown. If a significant difference among these three periods was found after Benjamini–Yekutieli correction for the number of features (n=9), post hoc Dunn test was applied with Benjamini–Yekutieli correction for the number of groups (n=3) [27]. Box plots were used to present the results. A \( P < .05 \) after Benjamini–Yekutieli corrections was deemed statistically significant. It should be noted that we applied corrections resulting from multiple comparisons and multiple features in each country.

We also studied factors that might influence the subpopulation behavioral features during the lockdown period. The investigated factors included age, gender, BMI, and educational background. For age groups, we defined the young group as younger than 45 years and the older adult group as 45 years or older. For BMI groups, the low BMI group was defined as less than 25, and the high BMI group as greater than or equal to 25. For education groups, we defined the degree group as having a bachelor’s degree or above and the nondegree group as having lower qualifications. Furthermore, we defined a combined factor group of young men, as this subpopulation was suspected to be less compliant with social distancing measures. Here we focused on features of homestay and daily step count during the entire period of lockdown for each country. We performed Wilcoxon signed rank tests on these two features to examine statistically significant differences. The \( P \) values were corrected with the number of factors (n=5) and the number of features (n=2) using Benjamini–Yekutieli correction.

Finally, we investigated the effects of different NPIs, in particular immediately after national lockdowns. This was done by comparing the NPIs implemented in the five countries within the first 2 weeks after entering national lockdowns.

Results

Plots showing how the extracted features evolved from February 1, 2019, to July 5, 2020, and box plots of these features are shown in Figures 1-5 and in Figure 6, respectively. Detailed test statistics and \( P \) values comparing prelockdown and during lockdown measures are presented in Table 2. Figure 7 shows a zoomed in version of Figures 3 and 4.
Figure 1. Behavioral changes for Milan, Italy (208 participants). (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, (i) social app duration. Solid line: median; shade: 25th percentile to 75th percentile. dur: duration; WHO: World Health Organization.
Through RADAR-base, we quantified changes in mobility, phone use, and physiological measures as a result of NPIs introduced to control COVID-19. As expected, following national lockdowns, participants in all countries stayed at home for longer, travelled shorter distances, walked less, and had fewer Bluetooth-enabled devices in the vicinity.

In contrast to increased physical distancing (reduced sociability) suggested by these mobility features, higher phone use, indicating compensatory sociability, was observed. Italy, Spain, and the United Kingdom saw longer unlock duration, and these 3 countries together with the Netherlands also showed longer social app use duration. Tellingly, both unlock duration and social app use duration saw peaks around the news of national lockdowns in all countries.

Concurrent with the changes in mobility and phone use, changes in physiological measures were observed. Participants in Spain, Italy, and the United Kingdom went to bed later and slept more. Participants in Spain, Italy, and Denmark also had a decrease in heart rate. Although not statistically significant, an increase in sleep duration and bedtime in Denmark and the Netherlands, and a decrease in heart rate in the United Kingdom and the Netherlands can be seen in Figures 3-5.

**Figure 2.** Behavioral changes for Spain (329 participants). (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, (i) social app duration. Solid line: median; shade: 25th percentile to 75th percentile. dur: duration; WHO: World Health Organization.
Figure 3. Behavioral changes for Copenhagen, Denmark (106 participants). (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, (i) social app duration. Solid line: median; shade: 25th percentile to 75th percentile. dur: duration; WHO: World Health Organization.
Figure 4. Behavioral changes for the United Kingdom (316 participants). (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, (i) social app duration. Solid line: median; shade: 25th percentile to 75th percentile. dur: duration; WHO: World Health Organization.
Figure 5. Behavioral changes for the Netherlands (103 participants). (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, (i) social app duration. Solid line: median; shade: 25th percentile to 75th percentile. dur: duration; WHO: World Health Organization.
Figure 6. Box plots for comparisons among baseline, prelockdown, and during lockdown phases for different features. (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, and (i) social app duration. *means $P<.05$, **means $P<.01$, ***means $P<.001$. 

![Box plots for different features](image-url)
Table 2. Results of post hoc Dunn test (after Kruskal-Wallis tests) on the extracted features between prelockdown and during lockdown periods (only statistically significant differences were reported).

<table>
<thead>
<tr>
<th>Features</th>
<th>Italy</th>
<th>Spain</th>
<th>Denmark</th>
<th>UK</th>
<th>Netherlands</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Homestay</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>−9.38</td>
<td>−8.98</td>
<td>−5.44</td>
<td>−9.19</td>
<td>−7.33</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Maximum distance from home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>9.0</td>
<td>8.91</td>
<td>5.48</td>
<td>8.40</td>
<td>7.58</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Steps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>8.23</td>
<td>7.72</td>
<td>2.57</td>
<td>6.82</td>
<td>4.78</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.02</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Maximum number of nearby devices</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>9.68</td>
<td>8.16</td>
<td>5.06</td>
<td>10.2</td>
<td>7.73</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Total sleep duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>−4.65</td>
<td>−5.23</td>
<td>−5.6</td>
<td>−5.23</td>
<td>−4.24</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Bedtime</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>−4.31</td>
<td>−7.23</td>
<td>−5.28</td>
<td>−4.31</td>
<td>−7.23</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Heart rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>9.94</td>
<td>7.61</td>
<td>2.68</td>
<td>4.18</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.02</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td><strong>Unlock duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>−8.8</td>
<td>−8.57</td>
<td>−6.0</td>
<td>−8.8</td>
<td>−8.57</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Social app use duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z test</td>
<td>−7.72</td>
<td>−2.36</td>
<td>−5.72</td>
<td>−7.72</td>
<td>−2.36</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*The difference was not statistically significant.*
Figure 7. Zoomed in time series plots for Copenhagen, Denmark (left) and the United Kingdom (right). (a) homestay duration, (b) maximum distance from home, (c) Fitbit step count, (d) maximum number of nearby devices, (e) total sleep duration, (f) bedtime, (g) heart rate, (h) unlock duration, (i) social app duration, (j) COVID-19 confirmed and death cases. Solid line: median; shade: 25th percentile to 75th percentile. dur: duration; WHO: World Health Organization.

The differences across countries existed in the implemented NPIs as well. The requirement of staying at home except for essential trips and the cancellation of public events were implemented in all countries but Denmark where they were only recommended. Working places were required to close for some sectors in Spain, the United Kingdom, and Denmark, and were required to close for all but essential works in the Netherlands and Italy. Public transport was recommended to close in Italy, Spain, and Denmark. Among all countries, Spain had the least strict restrictions on gatherings and school closures (only geographically targeted).

We observed that the young group spent more time at home in Italy, Spain, and the United Kingdom, and degree holders spent more time at home in Italy and Denmark. The young group took fewer daily steps in Italy, the United Kingdom, and the Netherlands; the low BMI group took fewer daily steps in Italy, Spain, Denmark, and the United Kingdom; the young men group took fewer daily steps in Italy, the United Kingdom, and the Netherlands. Participants educated to degree level walked more in the United Kingdom and the Netherlands but less in Italy. The detailed results are presented in Table 3.
Table 3. Wilcoxon signed rank test results on the examined factors during lockdown periods (only statistically significant differences were reported).

<table>
<thead>
<tr>
<th>Features and factors</th>
<th>Italy</th>
<th>Spain</th>
<th>Denmark</th>
<th>UK</th>
<th>Netherlands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homestay</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>108</td>
<td>252</td>
<td>_ a</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>.003</td>
<td>_</td>
<td>&lt;.001</td>
<td>_</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>270</td>
<td>_</td>
<td>0</td>
<td>_</td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>_</td>
<td>.004</td>
<td>_</td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>_</td>
<td>_</td>
<td></td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>&lt;.001</td>
<td>_</td>
</tr>
<tr>
<td>Young men</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td></td>
</tr>
<tr>
<td>Step</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>283.5</td>
<td>_</td>
<td>_</td>
<td>285.5</td>
<td>151</td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>_</td>
<td>_</td>
<td>.004</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>67.5</td>
<td>277</td>
<td>_</td>
<td>_</td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>.005</td>
<td>_</td>
<td>_</td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>76</td>
<td>_</td>
<td>_</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>_</td>
<td>_</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>0</td>
<td>70</td>
<td>38</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.001</td>
<td>&lt;.001</td>
<td>_</td>
</tr>
<tr>
<td>Young men</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w test</td>
<td>149</td>
<td>_</td>
<td>26</td>
<td>_</td>
<td>0</td>
</tr>
<tr>
<td>( P \text{ value} )</td>
<td>&lt;.001</td>
<td>_</td>
<td>&lt;.001</td>
<td>_</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)The difference was not statistically significant.

Discussion

Principal Findings

We quantitatively investigated COVID-19 and associated lockdown-related changes in mobility, physiological measures, and phone use features derived from passive data collected through mobile devices (smartphones and wearable Fitbit devices) of participants recruited in five European countries to the RADAR-CNS program. We were able to measure significant changes in behavioral features between baseline, prelockdown, and during lockdown periods. As well as confirming expected changes such as spending more time at home, travelling much less, having far fewer nearby devices, we observed that people were more active on their phones, interacting with others through social apps particularly around major news events such as national lockdown, suggesting physical but maybe less social distancing. Furthermore, participants had lower heart rates, slept more, and went to bed later. In addition, we found that younger people spent more time at home and took fewer daily steps. Participants with lower BMI took more steps while maintaining comparable homestay with the higher BMI group. With 5 billion
global smartphone users and 500 million smartwatch and wearable device users [28,29], we propose that the ability to generate metrics such as these is vital for evaluating NPIs efficacy. Our mobility analyses are in line with Google mobility reports [30], where substantial reductions in mobility and increase in residential stays during lockdown periods were found in Italy, Spain, and the United Kingdom; Denmark and the Netherlands by comparison showed an increase in mobility trends for parks and a relatively small increase in residential stays. However, in comparison to Google mobility reports, which provide valuable aggregated data for short periods, RADAR-base is an open-source highly configurable platform that supports collection and analysis of participant-level mobile and phone data in near real time with a potential for targeted interventions. Specifically, focused test and tracing may be directed to people perceived to be at high risk based on their behavior. In addition, RADAR-base was also used to collect self-reported questionnaires related to emotional well-being, functional status, and disease symptom severity of its participants [19]. Since April 2020, new questionnaires have been distributed to specifically assess COVID-19 symptoms and diagnosis status of our RADAR-CNS research participants. Our future work will use the entirety of these data to investigate the potential of wearable data, such as digital early warning signs of COVID-19, the impact of COVID-19 on the QoL, and the clinical trajectories of their primary diagnosis (MDD or MS).

The difference in the response across nations may reflect differences in the implementation of NPIs, media communication, and cultural differences. Denmark implemented stricter restrictions on working places and public transports but were less strict on homestay and public events [24]. In contrast, Spain was more flexible on restrictions of group gatherings and school closures. The contrast in the implementation of different NPIs between the two countries showing distinct behaviors during lockdown sheds light on which NPIs might be more productive in promoting physical distancing. This shows the potential utility of RADAR-base for remotely monitoring the effect of different NPIs, and we also saw evidence of this in our data with participants beginning to return to prelockdown routines as NPIs were lifted. Future work will compare these differences within a country and across countries, which may further elaborate on the effect and impact of NPIs on infection rates and potential second waves.

It is interesting to note that the younger group in general stayed at home more and took fewer steps than the older group. Since most countries required staying at home except for essential trips, one reason could be that the older adults, often less experienced in using online shopping, had to go out for groceries. This conjecture requires future work to investigate. Those educated to the degree level stayed at home for significantly longer in Italy and Denmark, possibly reflecting higher employment in sectors better able to work from home. The low BMI group took more steps but retained similar homestay to the high BMI group, which suggested they may have found other means to exercise locally. This information helps us understand the effectiveness of the NPIs at a subpopulation level and may be useful in informed strategies for targeted NPIs.

The ability to simultaneously manage multiple data modalities in RADAR-base facilitates the joint analysis and interpretation of them together with NPIs. The decrease in heart rate may be explained by the concurrent reduction in steps, the increase in homestay, and total sleep duration. The reduction in mobility, coupled with an increase in phone use, could possibly serve as indicators of physical distancing observance and resultant compensated social interaction. The delayed bedtime might be related to children homeschooling as a result of school closure, increased phone use, and a lack of exercise. As such, RADAR-base can also be applied to monitor the population health when jointly interpreting features such as step count, sleep duration, and bedtime, which is vital if the social distancing is implemented for a longer duration.

Finally, it has been shown that an elevated resting heart rate may suggest acute respiratory infections [31]. It may be possible to infer one’s infection by continuously monitoring heart rate, especially when the population remains indoor for a vast majority of the time. Such monitoring provides the possibility to generate early warning signals for symptomatic or presymptomatic respiratory infections, thereby aiding timely self-isolation or treatment. The COVID-19–related symptom and diagnosis questionnaires have been added to the study and may provide a means to investigate these relationships further.

Media Effects

In addition to changes in trends over longer periods, we also identified interesting findings in relation to specific events (see Figure 7). A dramatic reduction in total sleep duration was observed in Denmark around March 11, 2020, which may be related to the announcement of the pending lockdown on that day and a 185% increase in the confirmed cases in Denmark on the previous day. Another example can be seen just after the mitigation phase was announced in the United Kingdom on March 12, in which social distancing was not strongly recommended, yet we saw participants isolating themselves voluntarily by staying at home for much longer. These observations highlight the potential role of media and social media in the distribution of information that may precipitate certain behavior. This observation may also explain the significant difference between the baseline and prelockdown phases, and suggests that people may have acted ahead of further government restriction. Furthermore, this is accompanied by a marked loss of week day and weekend periodic structure prelockdown and during the lockdown periods.

Limitations

There are some issues to consider concerning this work. First, the participants included in this study have different medical conditions (MDD or MS), which led to different baseline levels across countries. Nevertheless, as the focus of this study is the changes in the prelockdown and during lockdown phases relative to the baseline, we were still able to identify and compare the changes induced by lockdowns. We also analyzed the data collected in Spain split into MDD and MS separately and found the results only differed marginally. Understanding of any
artifacts or effects introduced into the RADAR-CNS data by the NPIs will be crucial in RADAR-CNS being able to deliver its aim of identifying signals that predict and prevent MDD and MS. Although the medical conditions of the population in this study might not be fully generalizable to a wider population healthy or with other conditions, we were able to demonstrate the utility of RADAR-base in monitoring behavioral changes, which can be readily generalized to other cohorts.

Second, the individual disease status at baseline may be different from that of the during lockdown period in each country, which might complicate the comparisons. To mitigate this, we used the same time period from the previous year to suppress the seasonal variability. We believe this complication on the population level was unlikely to be large, especially compared to the impact of lockdowns.

Third, participants recruited at different times may use different devices for smartphones and Fitbit depending on the availability and enrollment dates, which might make it difficult for interparticipant comparisons. Yet, this work focused on the population-level behavioral changes induced by NPIs where the handset variability was less of a factor.

Fourth, on account of requirements for participants’ privacy in the RADAR-CNS studies, location data were purposely obfuscated with a participant-specific random value preventing precise localization of the participants, which limited use of regional geographic factors within a country. It would be interesting to examine how specific regions react to lockdowns when these data are available in future work.

Fifth, limited sample sizes in certain countries and data loss impacted the smoothness of the plots showing how the extracted features evolved over time. The plots for Denmark and the Netherlands showed relatively large variance particularly in the early phase, as these sites have only recently begun recruiting. Several dips and spikes in step counts and heart rate were seen in all countries during July and August. This observation was due to having data loss because of connectivity issues with the Fitbit server during this time.

Last, we only explored a subset of features that can be derived from smartphones and Fitbit wearable devices. Future work will investigate whether other features offer additional information for a more complete description of lifestyle changes.

Conclusions

Using participants’ data from smartphones and wearable devices collected and managed by RADAR-base over 1.5 years covering the outbreak and subsequent spread of the COVID-19 pandemic across five European countries, we were able to detect and monitor the physical-behavioral and social-behavioral changes in response to the NPIs. We found that, as well as expected findings (that validated the data collection platform) relating to increased time spent at home, less travel, and fewer nearby Bluetooth-enabled devices, participants were more active on their phone, in particular, interacting with others using social apps, especially around major news events, suggesting increased physical distancing with socialising and interaction moving online. Furthermore, we found that participants had lower heart rates, slept more, and went to bed later. We demonstrated different responses across countries with Denmark showing attenuated responses to NPIs compared to other countries, which may be associated with their different focus of implementation NPIs. We found that younger people stayed at home for longer yet walked less compared to older adults and that the people with lower BMI remained more active during lockdown while having comparable homestay compared to their counterparts with higher BMI. Joint analysis of the extracted features is important for evaluating aspects of NPIs performance during their introduction and any subsequent relaxation of these measures. This work demonstrates the value of RADAR-base for collecting data from wearables and mobile technologies to understand the effect and response of public health interventions implemented in response to infectious outbreaks such as COVID-19. This ability to monitor response to interventions, in near real time, will be particularly important in understanding behavior as social distancing measures are relaxed as part of any COVID-19 exit strategy. Future work will include using participants’ responses to COVID-19–related questionnaires together with an expanded feature set to gain more specific understandings into the relationship between mobile devices–derived features and the COVID-19 symptoms.
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Abstract

Background: The perceived threat of a contagious virus may lead people to be distrustful of immigrants and out-groups. Since the COVID-19 outbreak, the salient politicized discourses of blaming Chinese people for spreading the virus have fueled over 2000 reports of anti-Asian racial incidents and hate crimes in the United States.

Objective: The study aims to investigate the relationships between news consumption, trust, intergroup contact, and prejudicial attitudes toward Asians and Asian Americans residing in the United States during the COVID-19 pandemic. We compare how traditional news, social media use, and biased news exposure cultivate racial attitudes, and the moderating role of media use and trust on prejudice against Asians is examined.

Methods: A cross-sectional study was completed in May 2020. A total of 430 US adults (mean age 36.75, SD 11.49 years; n=258, 60% male) participated in an online survey through Amazon’s Mechanical Turk platform. Respondents answered questions related to traditional news exposure, social media use, perceived trust, and their top three news channels for staying informed about the novel coronavirus. In addition, intergroup contact and racial attitudes toward Asians were assessed. We performed hierarchical regression analyses to test the associations. Moderation effects were estimated using simple slopes testing with a 95% bootstrap confidence interval approach.

Results: Participants who identified as conservatives (\(\beta=.08, P=.02\)), had a personal infection history (\(\beta=.10, P=.004\)), and interacted with Asian people frequently in their daily lives (\(\beta=.46, P<.001\)) reported more negative attitudes toward Asians after controlling for sociodemographic variables. Relying more on traditional news media (\(\beta=.08, P=.04\)) and higher levels of trust in social media (\(\beta=.13, P=.007\)) were positively associated with prejudice against Asians. In contrast, consuming news from left-leaning outlets (\(\beta=-.15, P=.001\)) and neutral outlets (\(\beta=-.13, P=.003\)) was linked to less prejudicial attitudes toward Asians. Among those who had high trust in social media, exposure had a negative relationship with prejudice. At high levels of trust in digital websites and apps, frequent use was related to less unfavorable attitudes toward Asians.

Conclusions: Experiencing racial prejudice among the Asian population during a challenging pandemic can cause poor psychological outcomes and exacerbate health disparities. The results suggest that conservative ideology, personal infection history, frequency of intergroup contact, traditional news exposure, and trust in social media emerge as positive predictors of prejudice against Asians and Asian Americans, whereas people who get COVID-19 news from left-leaning and balanced outlets show less prejudice. For those who have more trust in social media and digital news, frequent use of these two sources is associated with lower levels of prejudice. Our findings highlight the need to reshape traditional news discourses and use social media and mobile news apps to develop credible messages for combating racial prejudice against Asians.
Introduction

Background

Since the COVID-19 outbreak, the United States has become an epicenter, surpassing 5 million confirmed cases as of August 2020. The behavioral immune system theory posits that people’s tendency to avoid the risk of pathogen contagion is driven by cognitive and affective responses to informational cues [1-3]. Evidence supports that the perceived threat of a contagious virus will provoke strong aversive emotions, leading people to be distrustful of immigrants and out-groups [4,5]. Indeed, reports of anti-Asian racial incidents and hate crimes in the United States reached over 2000 since the term “Chineese virus” was used [6]. A national survey collected in March 2020 found 42% of US residents were likely to engage in discriminatory behaviors toward Asians because of their fear of the virus [7]. Relatedly, the Pew Research Center documented that 40% of Americans believed racial bias against Asians was more common than it was before the outbreak, and 31% of Asian Americans have experienced slurs or racist jokes since the pandemic [8].

Two psychological mechanisms are relevant in explaining the sharp increase in prejudice against out-groups when people cope with high levels of anxiety about infectious diseases. First, the contact hypothesis [9-11] postulates that positive face-to-face intergroup contact will improve out-group attitudes, contributing to prejudice reduction. Conversely, negative intergroup contact could elicit hostility toward out-groups. Because COVID-19 is transmitted through interpersonal interaction, the salience and magnitude of a perceived threat may result in either avoidance of Asians who are historically associated with diseases or hostile attitudes toward Asians [12].

Second, consuming information in news media and social media offers indirect forms of mediated or vicarious contact, thus shaping attitudes toward out-groups when people have minimal direct interaction with minority groups during shelter-in-place orders [13,14]. Early media coverage of the COVID-19 pandemic disproportionately focused on Chinese citizens’ consumption of raw bats and other wild animals [15]. Particularly on the internet, conspiracy theories and racist scapegoating of China arose, with widely shared articles, social media posts, and viral videos blaming Chinese people, and Asians in general, for their “dirty” and “unsanitary” eating habits [16]. At the same time, the US government officials' politically consequential messages such as referring to the virus as Chinese virus were prevalent in national press briefings [17]. The constant coverage in mainstream news and sharing on social media likely heightened the salience of infection risk and the impression of Chinese and Asian people as a threat to health in the public’s mind. As a majority of Americans have been closely following COVID-19 news from legacy media, local news, and social media [18-21], the prevalent rhetoric blaming China and the negative racial stereotypes can play an influential role in activating prejudice against Asians [22,23].

To date, little research has linked the two aforementioned mechanisms to bias toward stigmatized groups in the context of a global pandemic. Based on a cross-sectional online survey of 430 participants, we jointly examined two psychological mechanisms underlying the activation of prejudice against Asians and Asian Americans in the United States during the COVID-19 pandemic: intergroup contact and indirect contact of media consumption. To reflect the hyper-choice and hyper-partisan news environment, we differentiated three functionally different concepts of media consumption: media use, media trust, and media bias. Next, we compared how traditional news, social media use, and news apps cultivated racial attitudes. Last, this research lent empirical support to the moderating role of media use and trust in prejudice against Asians. Together, the timeliness of our results will yield theoretical and practical insights into developing public health interventions for reducing racial discrimination linked to the COVID-19 pandemic.

Intergroup Contact and Prejudice

Literature on the behavioral immune system has documented that humans’ subjective risk perceptions of contagious diseases will trigger a series of cognitive, affective, and behavior mechanisms to avoid pathogen infection [1,2]. The tendency of pathogen avoidance is integral to coping with infectious diseases. The salience of disease threats is often activated by situational cues such as media reports of virus outbreaks and disgusting images, thereby triggering pathogen-avoidant cognitions and behavioral avoidance [3]. Empirical evidence shows that salient disease cues increase the tendency to avoid people who are potentially infectious [24]. Moreover, the activation of the behavior immune activity could motivate aversion and prejudicial attitudes toward out-groups, especially minority members historically associated with dirtiness and diseases [24]. In sum, disease threats can sensitize people to risks of intergroup contact with visibly stigmatized members.

Despite a lower fatality rate than Middle East respiratory syndrome (MERS) and Ebola, the SARS-CoV-2 virus has caused one of the highest death tolls worldwide, and there is still no vaccine available [25]. As the surges of confirmed COVID-19 cases continue to dominate US media attention, the salience and magnitude of the perceived threat is heightened. The sensitivity of intergroup risks activated by constant rhetorical cues of blaming Chinese people can possibly explain an increase in prejudice against Asians. Through three online experiments, Huang et al [4] found that participants felt more negative about immigrants after reading a news report about the 2009 swine flu health risks and shortage of vaccine supply. Kim et al [26] conducted a national sample survey of 1000 American adults during the 2014 Ebola outbreak. Findings...
concluded that vulnerable people had more generalized xenophobia. Given that emotional attitudes toward out-groups are more closely related to subsequent discriminatory behaviors, we focus on affective feelings about Asians as a proxy for measuring prejudice [27].

Role of Media Use, Trust, and Source Bias in Out-Group Attitudes

In addition to serving as situational cues to activate aversion of minority groups, news reports offer indirect mediated contact that possibly shapes prejudice toward ethnic minorities [13,14]. Different from prior research, we differentiate three functionally different concepts of news consumption: modalities of media use, media trust, and media bias. We further offer an overview of how each concept relates to negative attitudes toward out-groups.

Decades of cultivation theory and news framing research have proved the direct influence of using traditional media, mostly newspapers and TV newscasts, on cultivating audiences’ prejudicial views of out-groups [28]. Persistent stereotypical media coverage of a particular racial group would result in prejudicial beliefs toward individuals of such group. For instance, Dixon [29] found that network TV news exposure resulted in more stereotypical views and negative perceptions of African Americans. Another study [30] examined racialized news framing of President Barack Obama, suggesting that exposure to negative frames about Obama activated underlying prejudicial beliefs and biased evaluations of African Americans in general. Likewise, negative TV portrayals of out-groups such as refugees increased prejudicial attitudes toward refugees based on experimental designs [14]. Therefore, the traditional news coverage of politicized COVID-19 discourses placing blame on China, along with the labeling of the disease as a “Chinese virus” or a “Wuhan virus,” might have a negative impact on racial perceptions and stereotypes of Asian Americans and Asians in general, leading to prejudice against them [22,23].

Although the aforementioned studies are insightful, relying on one average scale to measure individuals’ exposure to traditional media outlets (eg, print newspaper and TV) limits our understanding of how American audiences receive information from hyper-choice, hyper-partisan, networked news environments [13,14,23,29]. The average index approach assumes that modalities of news media consumption associate out-group attitudes equally. However, it is conceivable that different information channels emphasize distinct coverage of the pandemic and differ in the prevalence of anti-Asian discourses. Moreover, it remains unclear how the use of social media and digital outlets might be related to differential attitudes toward out-groups.

In addition to the well-documented influence of traditional media exposure on prejudice, the role of social media and digital outlets in shaping users’ views of ethnic minorities cannot be overlooked. Social media was and is an essential source for coping with the MERS outbreak and the ongoing pandemic [31-33]. At the same time, political leaders’ antiminority sentiment tended to circulate widely on social media platforms, contributing to an increase of hate crimes toward minority groups such as Muslims [34]. Although social media provides real-time updates and personally relevant feeds that might reinforce audience’s pre-existing biases, users are more likely to be susceptible to misinformation and racially offensive comments [16,20]. Analysis of 2.8 million COVID-19–related English tweets from February and March 2020 revealed that one of the top topics involved racist attacks and rude comments against East Asians [21]. Budhwani and Sun [35] found that tweets containing “Chinese virus” or “China virus” increased ten-fold after political leaders used the insensitive terms on Twitter. However, findings on linking social media use with attitudes toward stereotyped groups remain inconclusive. One study surveying US college students revealed no significant relationship between getting news from social media and prejudice toward undocumented immigrants [36]. In contrast, one recent online survey showed that believing in social media news was positively associated with the perceptions that Asian identity and the economic situation were threatened by the presence of Chinese people [37]. To address this gap, we will examine how stereotypes propagated on social media and online news may associate with prejudice toward Asians.

Media trust and media use are correlated but conceptually different [38]. A worldwide survey showed that traditional news exposure correlated positively with trust in TV and newspapers, whereas online news use was negatively associated with trust in traditional media [39]. Put differently, when people cope with the evolving situation of COVID-19, not all media types will be trusted equally and have a universal association with activating perceptions of racial stereotypes and prejudicial attitudes. In an increasingly fragmented and polarized media environment, we argue that media use and trust in each information source should be measured separately to generate valid conclusions about their distinct relationships with prejudice. To our knowledge, scant literature has investigated media use and trust simultaneously, nor have they probed the moderation role of viewers’ trust in each medium in the exposure-prejudice relationship. Since the outbreak, the use of TV news, online media, and social media sources grew substantially. At the same time, US public trust in news has hit a new low point. Only 29% of American showed trust in news overall in 2020, a significant decrease of 9% compared to 2017, and 14% of them trusted news from social media [40]. The public might trust legacy media more than social media because of journalists’ gatekeeping function and reporting accuracy [17,19,20]. Considering the polarization in US newspaper and TV network coverage of COVID-19 [41] and the partisan nature of news trust [42], exploring the moderating role of media trust in determining the direction of the influence of media use on prejudicial attitudes is vital.

Last, relying on conservative or liberal media could also be a significant determinant of negative attitudes toward out-groups. An online survey with 422 Italians demonstrated a positive relationship between exposure to right wing newspapers and TV newscasts, and prejudice against immigrants after controlling for participants’ political ideology. Conversely, using left-leaning news outlets showed a negative association with prejudice [43].

Guided by the behavioral immune system theory [1-5], associated outcomes of prejudice toward out-group members
[24-26], and the intergroup contact hypothesis (H) [9-12], we expect that salient perceived risks of contracting COVID-19 when interacting with Asians will positively be related to prejudice.

- **H1:** The frequency of direct intergroup contact will be positively associated with prejudicial attitudes toward Asians.

As no prior research distinguishes how modalities of news, news trust, and media bias relate to virus-activated prejudice, we propose the following research questions (RQs):

- **RQ1:** How will media use, media trust, and media bias be associated with prejudicial attitudes toward Asians?
- **RQ2:** How will media trust moderate the relationship between media use and prejudicial attitudes toward Asians?

**Methods**

**Participants and Procedure**

In May 2020, we recruited participants from Amazon’s Mechanical Turk (Mturk) program, a dominant internet-based platform for gathering online samples in behavioral science fields [44]. A short description containing the research title, keywords, and expected completion time was generated in a coauthor’s Mturk account. Interested participants clicked on an external link that rerouted them to take the Qualtrics survey. Upon completion, the Mturk program generated a random code for participants to receive compensation. The Mturk subject pools demonstrate proven advantages of being more attentive than collegiate populations [44]. Although the representativeness of Mturk samples raise some concerns, Levay et al [45] concluded that Mturk respondents’ attitudes toward social issues did not differ fundamentally from the random sample of the American National Election Studies after controlling for key demographics. Similarly, Mturk samples can generate data quality comparable to representative samples [46]. Moreover, Mturk’s recruitment speed is excellent for study designs that depend on current social events [47]. For instance, Park et al [48] used Mturk samples to study American adults’ information channel preferences during the 2016 Zika virus outbreak. Given that confirmed cases in the United States has surged since March 2020, Mturk samples are suitable for our objectives because of the ability to collect how individuals relied on legacy news and social media to cope with the global pandemic in a naturalistic setting.

To determine the required sample size to achieve desired statistical power, we performed an a priori estimate using G*Power version 3.1 (Heinrich-Heine-Universität Düsseldorf) before data collection [49]. A medium regression effect size ($R^2=0.13$) with 99% power and 18 predictors indicated a minimum sample of 275 [50]. To ensure the quality of study results, we limited the sample to people residing in the United States. Only participants who passed attention check questions were included in the analysis, yielding a final sample of 430 (mean age 36.75, SD 11.49 years; n=258, 60% male). The majority of participants were White (n=344, 80%), married (n=313, 72.8%), employed full-time (n=318, 74%), and had received Bachelor’s degrees (n=267, 62.1%), and 11.4% (n=49) reported having been infected by COVID-19. More than half of the participants (n=224, 52.1%) indicated their family income has been impacted by the outbreak. Table 1 summarizes demographic characteristics of the sample.
Table 1. Demographics of survey participants (N=430).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.75 (11.49)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>258 (60.0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>15 (3.5)</td>
</tr>
<tr>
<td>Some college</td>
<td>50 (11.6)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>267 (62.1)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>98 (22.8)</td>
</tr>
<tr>
<td><strong>Race</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>344 (80.0)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>52 (12.1)</td>
</tr>
<tr>
<td>Hispanic and Latino</td>
<td>34 (7.9)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (2.1)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or domestic partnership</td>
<td>313 (72.8)</td>
</tr>
<tr>
<td>Single</td>
<td>100 (23.3)</td>
</tr>
<tr>
<td>Other</td>
<td>17 (3.9)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed, ≥40 hours per week</td>
<td>318 (74)</td>
</tr>
<tr>
<td>Employed, &lt;40 hours per week</td>
<td>77 (17.9)</td>
</tr>
<tr>
<td>Other</td>
<td>35 (8.1)</td>
</tr>
<tr>
<td>Family income impacted, n (%)</td>
<td>224 (52.1)</td>
</tr>
<tr>
<td>Political ideology, mean (SD)</td>
<td>4.08 (2.13)</td>
</tr>
<tr>
<td>Personal infection of COVID-19, n (%)</td>
<td>49 (11.4)</td>
</tr>
</tbody>
</table>

aParticipants could select one or more self-identified races.

The Institutional Review Board office of Renmin University of China approved the research protocol, and responses were collected via Qualtrics software (Qualtrics International Inc). The first author at a US university in the southwest was provided with an anonymized data set containing no identifiable private information connected to participants. Ethics exemptions were obtained at coauthors’ institutions before launching the survey. At the beginning of the survey, the respondents agreed to participate in the research voluntarily for receiving compensation. Next, respondents answered questions related to traditional news exposure, social media use, perceived trust, and their top three news channels for staying informed about the novel coronavirus. In addition, the frequency of intergroup contact and racial attitudes toward Asians were assessed. The survey took approximately 16 minutes to complete (mean 15.95, SD 39.34 minutes).

**Measures**

**Intergroup Contact**

We used a common measure [13,37,51] to assess the frequency of direct intergroup contact on a 7-point scale: “How much contact do you have with Asian people (a) at work; (b) as neighbors; (c) as close friends?” (1=none at all, 7=a great deal; Cronbach α=.88, mean 4.11, SD 1.63).

**Media Use**

Respondents rated how often they get news about COVID-19 from five traditional sources including print newspaper or magazine, radio, local TV, national network television, and cable TV on a 4-point scale with endpoints labeled “never” and “often” (Cronbach α=.72, mean 2.80, SD 0.64). Two single 4-point scales measured social media use (mean 3.12, SD 0.88) and news websites or app use (mean 3.10, SD 0.83).

**Media Trust**

To gauge different levels of media trust in news sources, we asked participants to indicate how much they trust information about COVID-19 from the aforementioned media outlets (1=not at all, 7=very much) [38]. Trust in traditional media demonstrated good internal consistency (Cronbach α=.86, mean 4.83, SD 1.20). Two single items were measured: social media trust (mean 4.72, SD 1.67) and trust in websites or apps (mean 5.20, SD 1.26).
Media Bias

Exposure to biased news sources was assessed by asking respondents to select the top three news channels they frequently visited for gathering COVID-19 news. We obtained a list of 31 popular news brands across a wide range of platforms from the Pew Research Center’s survey of US media polarization and the 2020 election [52]. We then determined the political leanings of each news channel based on ratings provided by AllSides [53]. AllSides employs multiple methods to identify comprehensive media bias ratings for 600 media outlets. Next, we used a 5-point scale to represent each source’s ideological placement of left (-2), lean left (-1), center (0), lean right (+1) and right (+2). Exposure to left-leaning sources was calculated by taking the absolute value of the sum of selected channels’ bias ratings (mean 1.62, SD 1.05, range 0-5). Exposure to centrist news was calculated by the raw counts that neutral or balanced outlets were selected by each participant (mean 0.73, SD 0.71, range 0-3). Lastly, exposure to right-leaning media was measured by adding up selected sources’ bias scores (mean 0.70, SD 0.87, range 0-4).

Prejudicial Attitudes

We modified a measure from [54] to assess prejudicial attitudes toward Asians. The question was rephrased as “Since the COVID-19 outbreak, how much have you felt the following toward Asian people in general?” Respondents indicated, from 1 “not at all” to 7 “very much,” seven negative feelings: (1) jealousy, (2) anger, (3) resentment, (4) discomfort, (5) hatred, (6) despise, and (7) shame. These items formed a reliable scale with higher values representing higher levels of prejudice toward Asians (Cronbach $\alpha$=.97, mean 3.61, SD 1.83). The phrasing of "since the COVID-19 outbreak" was included to set a standard time frame as a basis for participants to respond to news consumption and disease-linked attitudes. Using specific and concrete wording is a recommended practice for survey designs [55]. Specifying a consistent time frame allowed us to pinpoint the relationships between people’s exposure and trust in COVID-19 news and negative feelings toward Asians during the pandemic.

Controls

As news consumption is associated with sociodemographic variables, we measured common characteristics for statistical control [13,37,43]. Respondents reported demographic characteristics including age, gender (1=male, 0=female), educational attainment, ethnicity (1=White, 0=others), marital status (1=married or domestic partnership, 0=others), and employment status (1=full-time, 0=others). Personal infection of COVID-19 was measured with one dichotomous item (1=yes, 0=no). Lastly, we measured political ideology on a 7-point scale from 1 “very liberal” to 7 “very conservative” (mean 4.08, SD 2.13).

Statistical Analysis

Table 2 summarizes bivariate correlations of continuous variables. Next, we performed four-step hierarchical linear regression analyses using SPSS version 26 (IBM Corp) to predict prejudicial attitudes toward Asians since the COVID-19 spread. All variance inflation factor scores among predictor variables were less than 3, indicating there was no multicollinearity. The first models included respondents’ demographic characteristics and history of personal infection as controls. In the second model, we investigated the main effect of direct intergroup contact to test H1. To answer RQ1, media use, trust in each channel, and exposure to news sources with political leanings were entered in the third model. To explore RQ2, we used mean-centered media use and mean-centered trust scores to compute three separate interaction terms, which were then included in the fourth model. Interaction terms were created by multiplying use of a given medium by trust in the given medium. Subsequently, we conducted significant tests of simple slopes with a 95% bootstrap confidence interval approach in Mplus version 8 (Muthén & Muthén). Moderation effects were tested by creating 5000 bootstrap samples. Such an approach is recommended because it leads to less-inflated type I error rates and provides coverage of confidence intervals [56,57].
Table 2. Bivariate correlations with \( P \) values.

<table>
<thead>
<tr>
<th>Variables</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Intergroup contact</td>
<td>( r )</td>
<td>.64</td>
<td>.44</td>
<td>.11</td>
<td>.06</td>
<td>.42</td>
<td>.48</td>
<td>.31</td>
<td>-.12</td>
<td>.03</td>
<td>-.01</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>.05</td>
<td>.24</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.60</td>
<td>.84</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>2. Traditional media use</td>
<td>( r )</td>
<td>.44</td>
<td>1</td>
<td>.38</td>
<td>.21</td>
<td>.66</td>
<td>.50</td>
<td>.40</td>
<td>-.03</td>
<td>.01</td>
<td>.04</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.61</td>
<td>.86</td>
<td>.46</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>3. Social media use</td>
<td>( r )</td>
<td>.11</td>
<td>.38</td>
<td>1</td>
<td>.16</td>
<td>.25</td>
<td>.45</td>
<td>.20</td>
<td>.08</td>
<td>-.09</td>
<td>-.06</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.03</td>
<td>&lt;.001</td>
<td>—</td>
<td>.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.10</td>
<td>.06</td>
<td>.24</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>4. Websites or apps use</td>
<td>( r )</td>
<td>.06</td>
<td>.21</td>
<td>.16</td>
<td>1</td>
<td>.21</td>
<td>.07</td>
<td>.30</td>
<td>.10</td>
<td>-.02</td>
<td>.02</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.24</td>
<td>&lt;.001</td>
<td>.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.048</td>
<td>.72</td>
<td>.72</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>5. Traditional media trust</td>
<td>( r )</td>
<td>.42</td>
<td>.66</td>
<td>.25</td>
<td>.21</td>
<td>1</td>
<td>.51</td>
<td>.56</td>
<td>.03</td>
<td>.05</td>
<td>-.13</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.53</td>
<td>.28</td>
<td>.008</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>6. Social media trust</td>
<td>( r )</td>
<td>.48</td>
<td>.50</td>
<td>.45</td>
<td>.07</td>
<td>.51</td>
<td>1</td>
<td>.44</td>
<td>-.06</td>
<td>-.03</td>
<td>-.02</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.23</td>
<td>.53</td>
<td>.74</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7. Websites or app trust</td>
<td>( r )</td>
<td>.31</td>
<td>.40</td>
<td>.20</td>
<td>.30</td>
<td>.56</td>
<td>.44</td>
<td>1</td>
<td>.05</td>
<td>.03</td>
<td>-.09</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>.29</td>
<td>.54</td>
<td>.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8. Left-leaning</td>
<td>( r )</td>
<td>-0.12</td>
<td>-0.03</td>
<td>0.08</td>
<td>0.10</td>
<td>0.03</td>
<td>-.06</td>
<td>0.05</td>
<td>1</td>
<td>-0.45</td>
<td>-0.37</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.01</td>
<td>.61</td>
<td>.10</td>
<td>.048</td>
<td>.53</td>
<td>.23</td>
<td>.29</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9. Centrist</td>
<td>( r )</td>
<td>.03</td>
<td>.01</td>
<td>-.09</td>
<td>-.02</td>
<td>.05</td>
<td>-.03</td>
<td>.03</td>
<td>-.45</td>
<td>1</td>
<td>-.21</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.60</td>
<td>.86</td>
<td>.06</td>
<td>.72</td>
<td>.28</td>
<td>.53</td>
<td>.54</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>.15</td>
</tr>
<tr>
<td>10. Right-leaning</td>
<td>( r )</td>
<td>-.01</td>
<td>.04</td>
<td>-.06</td>
<td>.02</td>
<td>-.13</td>
<td>-.02</td>
<td>-.09</td>
<td>-.37</td>
<td>-.21</td>
<td>1</td>
</tr>
<tr>
<td>( P ) value</td>
<td>.84</td>
<td>.46</td>
<td>.24</td>
<td>.72</td>
<td>.008</td>
<td>.74</td>
<td>.06</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>.30</td>
</tr>
<tr>
<td>11. Prejudice</td>
<td>( r )</td>
<td>.64</td>
<td>.34</td>
<td>.07</td>
<td>-.04</td>
<td>.31</td>
<td>.43</td>
<td>.21</td>
<td>-.18</td>
<td>-.07</td>
<td>.05</td>
</tr>
<tr>
<td>( P ) value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.16</td>
<td>.40</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.15</td>
<td>.30</td>
</tr>
</tbody>
</table>

\( ^a \)Not applicable.

**Results**

Table 3 presents the results of the hierarchical regression models predicting prejudicial attitudes toward Asians. Demographic variables and COVID-19 infection history significantly explained 25% of the variance in prejudice (\( F_{8,421}=17.65, P<.001 \)). Specifically, participants who were married (\( \beta=.13, P=.001 \)), held conservative beliefs (\( \beta=.08, P=.02 \)), and had a personal infection (\( \beta=.10, P=.004 \)) reported more negative attitudes toward Asians.
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Turning to the first hypothesis, we found a positive association between intergroup contact and prejudice (β=.46, P<.001) after controlling for demographic characteristics, supporting H1. Respondents who interacted with Asian people frequently in their daily lives were more inclined to hold unfavorable attitudes toward Asians.

For RQ1, media use, trust, and reliance on biased sources showed significantly divergent relationships with prejudicial attitudes toward Asians (R² change 0.04, F_{18,411}=25.23, P<.001). Reading print newspapers and watching TV newscasts about COVID-19 was positively associated with higher levels of prejudice (β=.08, P=.04). Regarding the main effects of media trust, the results suggested that the more people trusted news circulated on social media, the higher their prejudicial attitudes were (β=.13, P=.007). Trust in traditional media and digital channels had no significant associations with negative feelings about Asians. Notably, relying on liberal media (β=-.15, P=.001) and balanced news sources (β=-.13, P=.003) for staying informed about the COVID-19 epidemic was significantly associated with lower levels of negative attitudes toward Asians.

The second RQ explored whether news trust moderated the relationship between media use and prejudice against Asians. Interaction terms explained a 3% increase in variance in prejudice (R² change 0.03, F_{21,408}=24.33, P<.001). The interaction term of trust and social media use was statistically significant (β=-.12, P=.003). We also found a similar significant

### Table 3. Hierarchical regression analysis predicting prejudicial attitudes toward Asians since COVID-19 (N=430).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1, β</th>
<th>P value</th>
<th>Model 2, β</th>
<th>P value</th>
<th>Model 3, β</th>
<th>P value</th>
<th>Model 4, β</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-.15</td>
<td>.001</td>
<td>-.06</td>
<td>.11</td>
<td>-.05</td>
<td>.18</td>
<td>-.02</td>
<td>.54</td>
</tr>
<tr>
<td>Male</td>
<td>.01</td>
<td>.87</td>
<td>-.06</td>
<td>.11</td>
<td>-.06</td>
<td>.10</td>
<td>-.05</td>
<td>.19</td>
</tr>
<tr>
<td>Education</td>
<td>.15</td>
<td>.001</td>
<td>.04</td>
<td>.29</td>
<td>.04</td>
<td>.29</td>
<td>.02</td>
<td>.60</td>
</tr>
<tr>
<td>White</td>
<td>-.06</td>
<td>.14</td>
<td>-.02</td>
<td>.62</td>
<td>-.03</td>
<td>.46</td>
<td>-.03</td>
<td>.40</td>
</tr>
<tr>
<td>Married</td>
<td>.27</td>
<td>&lt;.001</td>
<td>.18</td>
<td>&lt;.001</td>
<td>.14</td>
<td>&lt;.001</td>
<td>.13</td>
<td>.001</td>
</tr>
<tr>
<td>Employed full-time</td>
<td>.06</td>
<td>.15</td>
<td>.01</td>
<td>.73</td>
<td>-.01</td>
<td>.83</td>
<td>-.01</td>
<td>.90</td>
</tr>
<tr>
<td>Political ideology</td>
<td>.14</td>
<td>.001</td>
<td>.09</td>
<td>.01</td>
<td>.08</td>
<td>.04</td>
<td>.08</td>
<td>.02</td>
</tr>
<tr>
<td>Personal infection</td>
<td>.23</td>
<td>&lt;.001</td>
<td>.13</td>
<td>&lt;.001</td>
<td>.12</td>
<td>.001</td>
<td>.10</td>
<td>.004</td>
</tr>
<tr>
<td>Intergroup contact</td>
<td>N/A</td>
<td>N/A</td>
<td>.55</td>
<td>&lt;.001</td>
<td>.47</td>
<td>&lt;.001</td>
<td>.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Media use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional media</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.09</td>
<td>.04</td>
<td>.08</td>
<td>.04</td>
</tr>
<tr>
<td>Social media</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.05</td>
<td>.16</td>
<td>-.06</td>
<td>.06</td>
</tr>
<tr>
<td>Websites or apps</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.05</td>
<td>.16</td>
<td>-.06</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Media trust</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional media</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.03</td>
<td>.59</td>
<td>.05</td>
<td>.36</td>
</tr>
<tr>
<td>Social media</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.14</td>
<td>.005</td>
<td>.13</td>
<td>.007</td>
</tr>
<tr>
<td>Websites or apps</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.02</td>
<td>.60</td>
<td>-.05</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Media sources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left-leaning</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.16</td>
<td>.001</td>
<td>-.15</td>
<td>.001</td>
</tr>
<tr>
<td>Centrist</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.14</td>
<td>.003</td>
<td>-.13</td>
<td>.003</td>
</tr>
<tr>
<td>Right-leaning</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.04</td>
<td>.35</td>
<td>-.03</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Interaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional media use * trust</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.02</td>
<td>.57</td>
</tr>
<tr>
<td>Social media use * trust</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.12</td>
<td>.003</td>
</tr>
<tr>
<td>Websites/apps use * trust</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>R²</td>
<td>0.25</td>
<td>&lt;.001</td>
<td>0.49</td>
<td>&lt;.001</td>
<td>0.53</td>
<td>&lt;.001</td>
<td>0.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>R² change</td>
<td>N/A</td>
<td>N/A</td>
<td>0.24</td>
<td>&lt;.001</td>
<td>0.04</td>
<td>&lt;.001</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

---

*aStandardized beta coefficients (β) are reported.

bIn models 3 and 4, scores of media use and trust are mean-centered.

cN/A: not applicable.
interaction effect of websites and apps trust and use on prejudice ($\beta = -0.13$, $P < .001$). To explore how variation in media trust changes the relationship between use of social media or digital news and prejudice, we conducted simple slopes analyses. As depicted in Figure 1, the negative relationship between social media use and prejudicial attitudes was significantly greater among participants who had higher levels of trust in social media news, when compared to those with medium and low trust in social media (unstandardized simple slope $-0.36$, 95% CI $-0.61$ to $-0.12$). Additionally, Figure 2 illustrates that, at high levels of trust in online websites and mobile apps, frequent use of digital media was related to less unfavorable attitudes toward Asians (unstandardized simple slope for high trust $-0.35$, 95% CI $-0.56$ to $-0.14$).

Figure 1. Interaction plot showing predicted values of prejudicial attitudes toward Asians as a function of social media use and trust in social media.

One SD below the mean of social media trust (unstandardized simple slope 0.03, 95% CI $-0.14$ to 0.20)

Mean of social media trust (unstandardized simple slope $-0.17$, 95% CI $-0.34$ to 0.02)

One SD above the mean of social media trust (unstandardized simple slope $-0.36$, 95% CI $-0.61$ to $-0.12$)

Note: Because social media use scores are mean-centered, zero on the x-axis represents mean.
Figure 2. Interaction plot showing predicted values of prejudicial attitudes toward Asians as a function of websites/apps use and trust in websites/apps.

- One SD below the mean of websites/apps trust (unstandardized simple slope 0.11, 95% CI –0.07 to 0.29)
- Mean of websites/apps trust (unstandardized simple slope –0.12, 95% CI –0.28 to 0.04)
- One SD above the mean of websites/apps trust (unstandardized simple slope –0.35, 95% CI –0.56 to –0.14)

Note: Because websites/apps use scores are mean-centered, zero on the x-axis represents mean.

Discussion

Principal Findings

Drawing from the behavioral immune system theory, intergroup relations, and media psychology literature, this study is a novel attempt to investigate the joint mechanisms of direct intergroup contact and mediated contact offered by diverse news sources on associating with prejudicial attitudes toward Asians during the COVID-19 outbreak. In accordance with previous studies [1-5,7,9-13,24,26], participants who subscribed to conservative beliefs, had personal COVID-19 infection history, and interacted with Asian people frequently in their daily lives reported more negative attitudes toward Asians after controlling for sociodemographic variables. It might be plausible that people with conservative beliefs are more wary of China’s influence, making them more likely to blame visible targets with Asian-looking features during the pandemic. Importantly, the medium effect size between intergroup contact and prejudice underscores the role of direct social interaction in relating to people’s out-group attitudes triggered by pandemic threats. As expected, human tendency to avoid contagious diseases will stimulate aversive emotions when interacting with minorities explicitly associated with spreading COVID-19. Frequent contact with stigmatized Asian members during the pandemic might increase perceived risks of contracting the virus and, thus, link to negative attitudes.

We empirically examined the associations between three forms of indirect mediated contact and prejudice. The findings reveal the divergent role of news exposure, trust, and political-leaning media in racial attitudes when political orientation and intergroup contact are controlled for. Relying more on traditional news media was positively related to prejudice toward Asians, supporting the TV news’ capability to activate or reinforce prevalent racial stereotypes [28-30]. In line with a current report [40], the survey participants watched more national, local, and cable television news rather than receiving information from print media. The positive association can be mostly driven by the fact that TV newscasts live streaming the President’s daily press briefings increased viewers’ firsthand exposure to the China-blaming discourses. Participants tend to hold unfavorable attitudes toward negatively portrayed groups on TV because repeated exposure to such politicized messages makes accessible the audiences’ cognitive schemas of associating Asians or Chinese immigrants with disease threats during an unfamiliar pandemic [41,58].
Regression results suggest habitual selections of news outlets with ideological leanings are a more driven factor than the modalities of media in associating with disease-activated racial attitudes. Consuming news from left-leaning and neutral outlets was associated with less prejudicial attitudes toward Asians holding other factors constant. Journalistic powerhouses with liberal and centrist perspectives are more critical of the current administration’s effort in curbing the pandemic and attribute the blame to uncoordinated policy responses at all levels of governments. Although conservative news such as Fox and liberal outlets such as CNN shared similar keyword use of mentioning China and the novel virus, a recent study found CNN news stories featured more scientific statements from Dr Anthony Fauci and Dr Deborah Birx, and emphasized more protective responses such as social distancing and lockdowns than their conservative counterparts did [59]. Liberal and centrist media’s emphasis on scientific evidence and prevention strategies possibly explains why those relying on these sources for COVID-19 news hold less prejudice and perceived threats by the presence of Asians.

It is worth highlighting the positive link between social media trust and prejudice. Trust in social media was positively associated with prejudicial attitudes toward Asians. The nature of filter algorithms and selective exposure patterns might afford social media users to be exposed to or spread unfiltered discriminative information about Asians. Using social media as news sources increases users’ probability to encounter trending anti-Asian sentiment, even when users do not actively seek such information. People tend to trust information created and shared by friends and family members within homogenous networks [60]. Recent studies [21,35,61] found that hate speech and racist attacks against Asians sharply increased on Twitter after the World Health Organization recognized COVID-19 as a global pandemic in mid-March. Common tweet keywords associated with China were eating habits, animals, virus, blame, and cause, echoing the China-blaming discourses [35,61]. Therefore, the more people trust social media (and thus the stigmatizing comments in this channel), the more likely they would perceive Asian people as the major responsible party for spreading the virus, thereby triggering negative attitudes.

Notably, this study contributes to existing literature by identifying trust in social media and digital websites and apps as a boundary condition of the news exposure-prejudice relationship. Among those who used social media infrequently, those who trusted social media more reported higher prejudice against Asians than those who trusted social media less. However, this difference became less pronounced among heavy users. Likewise, for those who had high levels of trust in digital websites and apps, frequent use was related to less unfavorable attitudes toward Asians. It could be possible that heavy users of social media and digital news have advanced media literacy of filter algorithms, equipping them with higher efficacy to move beyond personalized feeds and search for less politicized information and diverse perspectives. In other words, frequent use of social media and digital sources buffers the relationship between trust in social media and digital apps, and prejudice linked to COVID-19. Together, these results suggest that researchers should consider using nuanced measures of media exposure, media trust, and media bias to generate more accurate conclusions. In a hyper-choice networked news environment, Americans’ use of and trust in traditional media, social media, and well-known news brands with distinct political leanings have more complex relationships with their disease-ignited prejudice toward minority groups than previously assumed.

Limitations and Future Directions

We acknowledge limitations of this study. First, the self-selected sample might reflect respondents’ heightened concerns about COVID-19-related topics. In addition, the cross-sectional study did not guarantee the causal effects of intergroup contact and news use on influencing racial attitudes. Hence, it is possible that participants who held negative views about the Chinese government or Chinese people selected to consume anti-Asian coverage on traditional outlets and social media because those news reports confirmed their existing viewpoints. Given our correlational findings, longitudinal studies will expand upon the results to establish the causal relationships. Second, the study did not directly measure the prevalence of anti-Asian discourses circulated via all media outlets since the major outbreak in the United States. However, a recent study analyzing Google Trends data between December 2019 to March 2020 showed that the “Chinese virus” rhetoric has led to a sharp increase in search rates for anti-Chinese slurs. Therefore, we can confidently infer that an increase in search rates reflected trending news reports and social media discussion related to anti-Asian sentiment and racist attacks [16].

First, in light of these limitations, future research should content analyze the prevalence of anti-Asian sentiment on different types of media and correlate with public attitudes to replicate these findings. Second, as citizens can access the same news content from multiple modalities, conventional categorizations of media use might not capture a full picture of people’s news consumption. A granular examination of website-tracking data to pinpoint what types of news coverage individuals frequently visit for coping with the pandemic will be informative. Last, future inquiries can compare the influence of negative portrayals of Asians circulated through traditional media and social networking sites on out-group attitudes and behavioral avoidance using experimental designs.

Conclusions

Experiencing racial discrimination among the Asian population during a challenging pandemic could cause poor psychological outcomes and exacerbate health disparities [62]. The results suggest that conservative ideology, personal infection history, intergroup contact, traditional news exposure, and trust in social media positively associate with prejudice against Asians and Asian Americans. Conversely, relying on left-leaning and balanced news outlets is related to less prejudice. For those who have more trust in social media and digital news, frequent use of these two sources is associated with lower levels of prejudice. This research highlights the urgent need to reshape part of the traditional news discourses. Emphasizing scientific evidence and political institutions’ responsibility for creating effective solutions rather than placing the blame on ethnic minorities will decrease the citizens’ perceptions of infection threats, thereby reducing disease-related racial prejudice. It is also critical for
public health organizations to leverage social media and mobile news apps for developing credible messages to combat racial discrimination against Asians linked to the COVID-19 pandemic.
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Abstract

Background: Northwell Health, an integrated health system in New York, has treated more than 15,000 inpatients with COVID-19 at the US epicenter of the SARS-CoV-2 pandemic.

Objective: We describe the demographic characteristics of patients who died of COVID-19, observation of frequent rapid response team/cardiac arrest (RRT/CA) calls for non–intensive care unit (ICU) patients, and factors that contributed to RRT/CA calls.

Methods: A team of registered nurses reviewed the medical records of inpatients who tested positive for SARS-CoV-2 via polymerase chain reaction before or on admission and who died between March 13 (first Northwell Health inpatient expiration) and April 30, 2020, at 15 Northwell Health hospitals. The findings for these patients were abstracted into a database and statistically analyzed.

Results: Of 2634 patients who died of COVID-19, 1478 (56.1%) had oxygen saturation levels \( \geq 90\% \) on presentation and required no respiratory support. At least one RRT/CA was called on 1112/2634 patients (42.2%) at a non-ICU level of care. Before the RRT/CA call, the most recent oxygen saturation levels for 852/1112 (76.6%) of these non-ICU patients were at least 90%. At the time the RRT/CA was called, 479/1112 patients (43.1%) had an oxygen saturation of <80%.

Conclusions: This study represents one of the largest reviewed cohorts of mortality that also captures data in nonstructured fields. Approximately 50% of deaths occurred at a non-ICU level of care despite admission to the appropriate care setting with normal staffing. The data imply a sudden, unexpected deterioration in respiratory status requiring RRT/CA in a large number of non-ICU patients. Patients admitted at a non-ICU level of care suffered rapid clinical deterioration, often with a sudden decrease in oxygen saturation. These patients could benefit from additional monitoring (eg, continuous central oxygenation saturation), although this approach warrants further study.

(J Med Internet Res 2020;22(9):e23565) doi:10.2196/23565
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Introduction

Downstate New York was the first epicenter of the SARS-CoV-2 pandemic in the United States [1,2]. Northwell Health, an integrated health system, has treated more than 15,000 inpatients with COVID-19. Comprehensively analyzing the characteristics of patients who die of COVID-19 can help define the clinical nature of COVID-19 infection and potentially suggest new care...
protocols. For 7 years, Northwell Health has used a centralized mortality review process with data validated through rigorous internal review and high interrater reliability (92% to 96%). This robust process was applied to a customized database to review all 2634 patients who died of COVID-19 in Northwell Health’s adult acute care hospitals between March and April 2020. During this overwhelming surge, documentation was made in various notes as well as in structured fields in the electronic health record (EHR) systems. This study describes the demographic characteristics of patients who died of COVID-19 and the observation of frequent rapid response team/cardiac arrest (RRT/CA) calls for patients not in the intensive care unit (ICU). We also discuss factors that contributed to the RRT/CA calls, which may be a significant element in planning for a resurgence of the pandemic.

Methods

Study Design

Northwell Health is New York State’s largest health care provider and private employer. With 23 hospitals (including specialty hospitals) and nearly 800 outpatient practice sites, the organization cares for over 2 million people in greater metropolitan New York. A team of registered nurses in the corporate quality department retrospectively reviewed medical records from 15 acute care hospitals. This team routinely conducts clinical reviews of all adult acute inpatient mortalities (approximately 5000 per year). A physician advisor was available to the team to consult on clinical questions.

Database elements were based on Northwell Health’s experience with treating patients with COVID-19, literature review from countries that had early experience in treating patients, and clinical trials being conducted at the Feinstein Institutes for Medical Research. Also, the data were captured in the database established under the direction of critical care intensivists at the epicenter of the pandemic, other subject matter experts, and quality leadership. During data abstraction, modifications and enhancements were made to the database based on trends and emerging information. The demographic data, comorbidities, clinical findings, and management of COVID-19 patients who died were analyzed.

Patient Characteristics

The analyzed cases included inpatients who tested positive for SARS-CoV-2 via polymerase chain reaction before or on admission and who then died between March 13 (first Northwell Health inpatient death) and April 30, 2020. Emergency department (ED) mortalities were excluded. Demographic data and comorbidities were abstracted from the medical records of admitted patients. Initially, data were collected on 10 patient comorbidities that were deemed important and were then narrowed down to 6 comorbidities for inclusion based on our initial analysis. Transfers from one in-system hospital to another were merged and considered as a single visit. Notable patient outcomes that were measured were the level of ICU care (validated and abstracted from the provider order) and a call for RRT/CA. The Institutional Review Board of Northwell Health deemed this study as exempt and waived the requirement for informed consent.

Statistical Analysis

Statistical analyses were performed using chi-square tests for categorical variables and t tests for continuous variables. A multivariable logistic regression model was created to determine independent risk factors for the outcome variables. Statistical significance was considered at P<.05. All statistical analyses were performed in SAS v9.4 (SAS Institute).

Data Sharing

The data that support the findings of this study are available on request from COVID19@northwell.edu. The data are not publicly available due to restrictions, as this could compromise the privacy of the research participants.

Results

Patient Characteristics

The baseline characteristics of the 2634 patients who died of COVID-19 are described in Tables 1-3. The age range was 21-107 years in the following categories: 21 to 39 years (49/2634, 1.9%), 40 to 59 years (351/2634, 13.3%), 60 to 79 years (1241/2634, 47.1%), and ≥80 years (993/2634, 37.7%). In the patient cohort, 1664/2634 patients (63.2%) were male and 970/2634 (36.8%) were female. Among the 2634 patients, 1256 (47.7%) were White, 463 (17.6%) were Black, 230 (8.7%) were Asian, and 685 (26.0%) were of other/unknown race. The majority of patients (1350/2634, 64.9%) reported Medicare as their insurance. The most common comorbidities among these patients were hypertension (1719/2634, 65.3%), diabetes (1043/2634, 39.6%), and dementia (431/2634, 16.4%). Fewer patients had chronic obstructive pulmonary disease (385/2634, 14.6%), heart failure (291/2634, 11.1%), and end stage renal disease (166/2634, 6.3%). Of these six comorbidities, more than half of the patients (1350/2634, 51.3%) had 2 or more comorbidities, and 445/2634 (16.9%) had 0 comorbidities. The majority of patients with a known BMI, calculated as weight in kilograms divided by height in meters squared, of 25 or more were categorized as follows: 25 to 29.99 (732/2634, 27.8%), 30 to 34.99 (401/2634, 15.2%), 35 to 39.99 (190/2634, 7.2%), and ≥40 (147/2634, 5.6%).

http://www.jmir.org/2020/9/e23565/
Table 1. Baseline characteristics of patients hospitalized with COVID-19 who died (N=2634), n (%).

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>21-39</td>
<td>49 (1.86)</td>
</tr>
<tr>
<td>40-59</td>
<td>351 (13.3)</td>
</tr>
<tr>
<td>60-79</td>
<td>1241 (47.1)</td>
</tr>
<tr>
<td>≥80</td>
<td>993 (37.7)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1664 (63.2)</td>
</tr>
<tr>
<td>Female</td>
<td>970 (36.8)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1256 (47.7)</td>
</tr>
<tr>
<td>Black</td>
<td>463 (17.6)</td>
</tr>
<tr>
<td>Asian</td>
<td>230 (8.7)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>685 (26.0)</td>
</tr>
<tr>
<td><strong>Payment method</strong></td>
<td></td>
</tr>
<tr>
<td>Commercial insurance</td>
<td>413 (15.7)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>341 (13.0)</td>
</tr>
<tr>
<td>Medicare</td>
<td>1839 (69.8)</td>
</tr>
<tr>
<td>Self-pay</td>
<td>41 (1.6)</td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>1719 (65.3)</td>
</tr>
<tr>
<td>COPD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>385 (14.6)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1043 (39.6)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>291 (11.1)</td>
</tr>
<tr>
<td>Dementia</td>
<td>431 (16.4)</td>
</tr>
<tr>
<td>End stage renal disease</td>
<td>166 (6.3)</td>
</tr>
<tr>
<td><strong>Number of comorbidities</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>445 (16.9)</td>
</tr>
<tr>
<td>1</td>
<td>839 (31.9)</td>
</tr>
<tr>
<td>2</td>
<td>934 (35.5)</td>
</tr>
<tr>
<td>3</td>
<td>343 (13.0)</td>
</tr>
<tr>
<td>4</td>
<td>66 (2.5)</td>
</tr>
<tr>
<td>5</td>
<td>7 (0.3)</td>
</tr>
<tr>
<td>6</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</strong></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>494 (18.8)</td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>82 (3.1)</td>
</tr>
<tr>
<td>18.5-24.99</td>
<td>588 (22.3)</td>
</tr>
<tr>
<td>25-29.99</td>
<td>732 (27.8)</td>
</tr>
<tr>
<td>30-34.99</td>
<td>401 (15.2)</td>
</tr>
<tr>
<td>35-39.99</td>
<td>190 (7.2)</td>
</tr>
<tr>
<td>≥40</td>
<td>147 (5.6)</td>
</tr>
</tbody>
</table>
aCOPD: chronic obstructive pulmonary disease.
Table 2. Hospitalization characteristics of patients hospitalized with COVID-19 who died (N=2634), n (%).

<table>
<thead>
<tr>
<th>Hospitalization characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Admission source</strong></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>1895 (72.0)</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>127 (4.8)</td>
</tr>
<tr>
<td>Skilled nursing facility</td>
<td>411 (15.6)</td>
</tr>
<tr>
<td>Transfer from another acute care hospital</td>
<td>201 (7.6)</td>
</tr>
<tr>
<td><strong>Emergency department visit</strong></td>
<td></td>
</tr>
<tr>
<td>Within 48 hours of this admission</td>
<td>51 (1.9)</td>
</tr>
<tr>
<td>Within 7 days of this admission</td>
<td>125 (4.8)</td>
</tr>
<tr>
<td><strong>Readmission</strong></td>
<td></td>
</tr>
<tr>
<td>Within 24 hours</td>
<td>20 (0.8)</td>
</tr>
<tr>
<td>Within 7 days</td>
<td>75 (2.9)</td>
</tr>
<tr>
<td>Within 30 days</td>
<td>194 (7.4)</td>
</tr>
<tr>
<td><strong>Level of care at time of death</strong></td>
<td></td>
</tr>
<tr>
<td>ICU&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1299 (49.3)</td>
</tr>
<tr>
<td>Non-ICU</td>
<td>1335 (50.7)</td>
</tr>
<tr>
<td><strong>Level of care at time of admission</strong></td>
<td></td>
</tr>
<tr>
<td>ICU</td>
<td>541 (20.5)</td>
</tr>
<tr>
<td>Medical/surgical unit</td>
<td>1230 (46.7)</td>
</tr>
<tr>
<td>Telemetry/stepdown unit</td>
<td>863 (32.8)</td>
</tr>
<tr>
<td><strong>Overall length of stay (days)</strong></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>1420 (53.9)</td>
</tr>
<tr>
<td>≥8</td>
<td>1214 (46.1)</td>
</tr>
<tr>
<td><strong>ICU length of stay (days)</strong></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>872 (33.1)</td>
</tr>
<tr>
<td>≥8</td>
<td>574 (21.8)</td>
</tr>
<tr>
<td><strong>Oxygen saturation on presentation (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>459 (17.4)</td>
</tr>
<tr>
<td>80-89.9</td>
<td>667 (25.3)</td>
</tr>
<tr>
<td>≥90</td>
<td>1478 (56.1)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>30 (1.2)</td>
</tr>
<tr>
<td><strong>Initial respiratory support on presentation</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1397 (53.0)</td>
</tr>
<tr>
<td>Nasal cannula</td>
<td>363 (13.8)</td>
</tr>
<tr>
<td>Nonrebreather mask</td>
<td>742 (28.2)</td>
</tr>
<tr>
<td>Ventilator</td>
<td>24 (0.9)</td>
</tr>
<tr>
<td>High-flow nasal cannula</td>
<td>8 (0.3)</td>
</tr>
<tr>
<td>Ventimask</td>
<td>11 (0.4)</td>
</tr>
<tr>
<td>BiPAP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>13 (0.5)</td>
</tr>
<tr>
<td>Other</td>
<td>27 (1.0)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>49 (1.9)</td>
</tr>
<tr>
<td>RRT/CA&lt;sup&gt;d&lt;/sup&gt; while not at ICU level of care</td>
<td>1112 (42.2)</td>
</tr>
</tbody>
</table>
Table 3. Mechanical ventilation characteristics of patients hospitalized with COVID-19 who died.

<table>
<thead>
<tr>
<th>Mechanical ventilation characteristic</th>
<th>n</th>
<th>%</th>
<th>Total patients (N=2634)</th>
<th>Patients who were ventilated (n=1403)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional ventilator</td>
<td>1259</td>
<td>47.9</td>
<td>47.9</td>
<td>89.7</td>
</tr>
<tr>
<td>Converted BiPAP(^a)</td>
<td>142</td>
<td>0.1</td>
<td>0.1</td>
<td>10.1</td>
</tr>
<tr>
<td>Anesthesia machine</td>
<td>2</td>
<td>0.08</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Increased oxygen requirement prior to mechanical ventilation</td>
<td>1332</td>
<td>50.6</td>
<td>50.6</td>
<td>94.9</td>
</tr>
</tbody>
</table>

**Mechanical ventilation length, days**

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>%</th>
<th>Total patients (N=2634)</th>
<th>Patients who were ventilated (n=1403)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-7</td>
<td>851</td>
<td>32.3</td>
<td>32.3</td>
<td>60.7</td>
</tr>
<tr>
<td>≥8</td>
<td>552</td>
<td>20.9</td>
<td>20.9</td>
<td>39.3</td>
</tr>
<tr>
<td>Terminal wean</td>
<td>270</td>
<td>10.3</td>
<td>10.3</td>
<td>19.2</td>
</tr>
</tbody>
</table>

\(^a\)BiPAP: bilevel positive airway pressure.

**Patient Outcomes**

Most patients were admitted from home (1895/2634, 71.9%). The remaining patients were admitted from a skilled nursing facility (411/2634, 15.6%), an acute care facility (201/2634, 7.6%), or a rehabilitation facility (127/2634, 4.8%). The percentage of patients with a prior ED visit within 7 days of admission was 4.8% (125/2634), and that of patients with a prior ED visit within 48 hours of admission was 1.9% (51/2634). The percentage of patients readmitted within 30 days was 7.4% (194/2634), 2.9% (75/2634) were readmitted within 7 days, and 0.8% (20/2634) were readmitted within 24 hours. On presentation, most patients (1478/2634, 56.1%) had an oxygen saturation level greater than or equal to 90%, and more than half (1397/2634, 53.0%) required no respiratory support. Others required a nasal cannula (363/2634, 13.8%), a nonrebreather mask (742/2634, 28.2%), or mechanical ventilation (24/2634, 0.9%). More than half of the patients who died (1403/2634, 53.2%) required mechanical ventilation during their clinical course. Of those 1403 patients, 1332 (94.9%) had increasing oxygen requirements before intubation, 1259 (89.7%) were on traditional ventilators, 142 (10.1%) were on converted BiPAP machines, and 2 (0.1%) were on anesthesia machines. The length of time on mechanical ventilation was 0 to 7 days for 851/1403 patients (60.7%) and 8 days or more for 552/1403 patients (39.3%).

Prone positioning was documented for 756/2634 patients (28.7%), and 270/2634 patients (10.3%) patients were terminally weaned. Do not resuscitate (DNR) orders were completed for 1631/2634 patients (61.9%). A palliative care consult was provided to 1014/2634 patients (38.5%). At the time of death, the level of care was ICU for 1299/2634 patients (49.3%) and non-ICU for 1335/2634 patients (50.7%).

**Patient Outcomes Based on RRT/CA Calls**

Of the 2634 patients, 1112 (42.2%) had an RRT/CA call at a non-ICU level of care, while 1522 (57.8%) did not. As shown in Tables 4-6, the RRT/CA group was significantly different from the non-RRT/CA group in terms of age, race, and comorbidities. Among patients between 60 and 79 years of age,
618/1112 (55.6%) were in the RRT/CA group and 623/1522 (40.9%) were in the non-RRT/CA group. In terms of race, there were significantly fewer White patients in the RRT/CA group (404/1112, 36.3%, versus 852/1522, 56.0%; \( P < .001 \)). The RRT/CA cohort had a significantly higher rate of patients with diabetes (491/1112, 44.2%, versus 552/1522, 36.3%; \( P < .001 \)). Patients in the RRT/CA cohort were more likely to be admitted from home (926/1112, 83.3%) than patients in the non-RRT/CA cohort (969/1522, 63.7%). Patients in the RRT/CA cohort were more likely than patients in the non-RRT/CA cohort to be admitted to a medical/surgical unit (576/1112, 51.8%, versus 654/1522, 42.9%) or telemetry/step-down unit (455/1112, 40.9%, versus 408/1522, 26.8%), and to die at an ICU level of care (671/1112, 60.3%, versus 628/1522, 41.3%). An overall length of stay (LOS) of 8 days or more was more common in the RRT/CA cohort (645/1112, 58.0%) than in the non-RRT/CA cohort (569/1522, 37.4%), as was an ICU LOS of 0 to 7 days (472/1112, 42.0%, versus 400/1522, 26.3%) and of 8 days or more (271/1112, 24.4%, versus 303/1522, 19.9%). After adjusting for demographic and clinical characteristics, oxygen saturation levels at presentation were significant for the RRT/CA cohort at oxygen saturation levels of 80% to 89% (odds ratio [OR] 1.988, 95% CI 1.511-2.616) and of \( \geq 90\% \) (OR 2.517, 95% CI 1.962-3.230). For the logistic regression results, see Table 7.
Table 4. Baseline characteristics of patients who died of COVID-19 who experienced an RRT/CA call at a non-ICU level of care (N=2634).

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>RRT/CA&lt;sup&gt;a&lt;/sup&gt; call</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=1112), n (%)</td>
<td>No (n=1522), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>21-39</td>
<td>19 (1.7)</td>
<td>30 (2.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>194 (17.5)</td>
<td>157 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-79</td>
<td>618 (55.6)</td>
<td>623 (40.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥80</td>
<td>281 (25.3)</td>
<td>712 (40.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>Male</td>
<td>714 (64.2)</td>
<td>950 (62.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>398 (35.8)</td>
<td>572 (37.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>White</td>
<td>404 (36.3)</td>
<td>852 (56.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>235 (21.1)</td>
<td>228 (15.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>125 (11.2)</td>
<td>105 (6.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other/unknown</td>
<td>348 (31.3)</td>
<td>337 (22.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Payment method</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Commercial insurance</td>
<td>226 (20.3)</td>
<td>187 (12.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>166 (14.9)</td>
<td>175 (11.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>702 (63.1)</td>
<td>1137 (74.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-pay</td>
<td>18 (1.6)</td>
<td>23 (1.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Yes</td>
<td>740 (66.5)</td>
<td>979 (64.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>372 (33.5)</td>
<td>543 (35.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Yes</td>
<td>147 (13.2)</td>
<td>238 (15.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>965 (86.8)</td>
<td>1284 (84.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>491 (44.2)</td>
<td>552 (36.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>621 (55.9)</td>
<td>970 (63.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart failure</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Yes</td>
<td>106 (9.5)</td>
<td>185 (12.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1006 (90.5)</td>
<td>1337 (87.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dementia</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>98 (8.8)</td>
<td>333 (21.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1014 (91.2)</td>
<td>1189 (78.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>End stage renal disease</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Yes</td>
<td>85 (7.6)</td>
<td>81 (5.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1027 (92.4)</td>
<td>1441 (94.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of comorbidities</td>
<td></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>0</td>
<td>202 (18.2)</td>
<td>243 (15.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>355 (31.9)</td>
<td>484 (31.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline characteristics</td>
<td>RRT/CA(^a) call</td>
<td>(P) value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>--------------------</td>
<td>-------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes (n=1112), n (%)</td>
<td>No (n=1522), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>388 (34.9)</td>
<td>546 (35.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>134 (12.1)</td>
<td>209 (13.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>31 (2.8)</td>
<td>35 (2.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2 (0.2)</td>
<td>5 (0.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**BMI (kg/m\(^2\))**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown</td>
<td>136 (12.2)</td>
<td>358 (23.5)</td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>22 (1.9)</td>
<td>60 (3.9)</td>
</tr>
<tr>
<td>18.5-24.99</td>
<td>236 (21.2)</td>
<td>352 (23.1)</td>
</tr>
<tr>
<td>25-29.99</td>
<td>352 (31.7)</td>
<td>380 (24.9)</td>
</tr>
<tr>
<td>30-34.99</td>
<td>206 (18.5)</td>
<td>195 (12.8)</td>
</tr>
<tr>
<td>35-39.99</td>
<td>88 (7.9)</td>
<td>102 (6.7)</td>
</tr>
<tr>
<td>(\geq)40</td>
<td>72 (6.5)</td>
<td>75 (4.9)</td>
</tr>
</tbody>
</table>

\(a\)RRT/CA: rapid response team/cardiac arrest.
\(b\)COPD: chronic obstructive pulmonary disease.
<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>RRT/CA(^a) call</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=1112), n (%)</td>
<td>No (n=1522), n (%)</td>
</tr>
<tr>
<td>Admission source</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>926 (83.3)</td>
<td>969 (63.7)</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>34 (3.0)</td>
<td>93 (6.1)</td>
</tr>
<tr>
<td>Skilled nursing facility</td>
<td>80 (7.2)</td>
<td>331 (21.7)</td>
</tr>
<tr>
<td>Transfer from another acute care hospital</td>
<td>72 (6.5)</td>
<td>129 (8.5)</td>
</tr>
<tr>
<td>Emergency department visit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 48 hours of this admission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (2.6)</td>
<td>22 (1.5)</td>
</tr>
<tr>
<td>No</td>
<td>1083 (97.4)</td>
<td>1500 (98.6)</td>
</tr>
<tr>
<td>Within 7 days of this admission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>61 (5.5)</td>
<td>64 (4.2)</td>
</tr>
<tr>
<td>No</td>
<td>1051 (94.5)</td>
<td>1458 (95.8)</td>
</tr>
<tr>
<td>Readmission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 24 hours</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (0.6)</td>
<td>13 (0.9)</td>
</tr>
<tr>
<td>No</td>
<td>1105 (99.4)</td>
<td>1509 (99.2)</td>
</tr>
<tr>
<td>Within 7 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (2.8)</td>
<td>44 (2.9)</td>
</tr>
<tr>
<td>No</td>
<td>1081 (97.2)</td>
<td>1478 (97.1)</td>
</tr>
<tr>
<td>Within 30 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>71 (6.4)</td>
<td>123 (8.1)</td>
</tr>
<tr>
<td>No</td>
<td>1041 (93.6)</td>
<td>1399 (91.9)</td>
</tr>
<tr>
<td>Level of care at time of death</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICU(^c)</td>
<td>671 (60.3)</td>
<td>628 (41.3)</td>
</tr>
<tr>
<td>Non-ICU</td>
<td>441 (39.7)</td>
<td>894 (58.7)</td>
</tr>
<tr>
<td>Level of care at time of admission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICU</td>
<td>81 (7.3)</td>
<td>460 (30.2)</td>
</tr>
<tr>
<td>Medical/surgical unit</td>
<td>576 (51.8)</td>
<td>654 (42.9)</td>
</tr>
<tr>
<td>Telemetry/stepdown unit</td>
<td>455 (40.9)</td>
<td>408 (26.8)</td>
</tr>
<tr>
<td>Overall length of stay (days)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>467 (42.0)</td>
<td>953 (62.6)</td>
</tr>
<tr>
<td>≥8</td>
<td>645 (58.0)</td>
<td>569 (37.4)</td>
</tr>
<tr>
<td>ICU length of stay (days)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>472 (42.4)</td>
<td>400 (26.3)</td>
</tr>
<tr>
<td>≥8</td>
<td>271 (24.4)</td>
<td>303 (19.9)</td>
</tr>
<tr>
<td>Oxygen saturation on presentation (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>152 (13.7)</td>
<td>307 (20.2)</td>
</tr>
<tr>
<td>80-89.9</td>
<td>289 (26.0)</td>
<td>378 (24.8)</td>
</tr>
<tr>
<td>≥90</td>
<td>664 (59.7)</td>
<td>814 (53.5)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>7 (0.6)</td>
<td>23 (1.5)</td>
</tr>
<tr>
<td>Baseline characteristics</td>
<td>RRT/CA³ call</td>
<td>P value</td>
</tr>
<tr>
<td>--------------------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Yes (n=1112), n (%)</td>
<td>No (n=1522), n (%)</td>
</tr>
<tr>
<td><strong>Initial respiratory support on presentation</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>687 (61.8)</td>
<td>710 (46.7)</td>
</tr>
<tr>
<td>Nasal cannula</td>
<td>161 (14.5)</td>
<td>202 (13.3)</td>
</tr>
<tr>
<td>High-flow nasal cannula</td>
<td>0 (0.0)</td>
<td>8 (0.5)</td>
</tr>
<tr>
<td>Ventimask</td>
<td>2 (0.2)</td>
<td>9 (0.6)</td>
</tr>
<tr>
<td>BiPAPd</td>
<td>2 (0.2)</td>
<td>11 (0.7)</td>
</tr>
<tr>
<td>Nonrebreather mask</td>
<td>239 (21.5)</td>
<td>503 (33.1)</td>
</tr>
<tr>
<td>Ventilator</td>
<td>1 (0.1)</td>
<td>23 (1.5)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (0.4)</td>
<td>23 (1.5)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>16 (1.4)</td>
<td>33 (2.2)</td>
</tr>
<tr>
<td>Mechanical ventilation</td>
<td>723 (65.0)</td>
<td>680 (44.7)</td>
</tr>
<tr>
<td><strong>Type of mechanical ventilation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional ventilator</td>
<td>650 (58.5)</td>
<td>609 (40.0)</td>
</tr>
<tr>
<td>Converted BiPAP</td>
<td>71 (6.4)</td>
<td>71 (4.7)</td>
</tr>
<tr>
<td>Anesthesia machine</td>
<td>2 (0.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Increased oxygen requirement before mechanical ventilation</td>
<td>699 (62.9)</td>
<td>633 (41.6)</td>
</tr>
<tr>
<td><strong>Mechanical ventilation length (days)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>461 (41.5)</td>
<td>390 (25.6)</td>
</tr>
<tr>
<td>≥8</td>
<td>262 (23.6)</td>
<td>290 (19.1)</td>
</tr>
<tr>
<td><strong>Terminal wean</strong></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Yes</td>
<td>109 (9.8)</td>
<td>161 (10.6)</td>
</tr>
<tr>
<td>No</td>
<td>1003 (90.2)</td>
<td>1361 (89.4)</td>
</tr>
<tr>
<td><strong>Proning</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>500 (45.0)</td>
<td>256 (16.8)</td>
</tr>
<tr>
<td>No</td>
<td>612 (54.9)</td>
<td>1266 (83.2)</td>
</tr>
<tr>
<td>Proning without mechanical ventilation</td>
<td>116 (10.4)</td>
<td>75 (4.9)</td>
</tr>
<tr>
<td>Proning before mechanical ventilation</td>
<td>171 (15.4)</td>
<td>42 (2.7)</td>
</tr>
<tr>
<td>Proning during mechanical ventilation</td>
<td>99 (8.9)</td>
<td>115 (7.5)</td>
</tr>
<tr>
<td>Proning before and during mechanical ventilation</td>
<td>114 (10.3)</td>
<td>24 (1.6)</td>
</tr>
<tr>
<td><strong>DNR³ complete</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>558 (50.2)</td>
<td>1073 (70.5)</td>
</tr>
<tr>
<td>No</td>
<td>554 (49.8)</td>
<td>449 (29.5)</td>
</tr>
<tr>
<td><strong>Palliative care consult</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>385 (34.6)</td>
<td>629 (41.3)</td>
</tr>
<tr>
<td>No</td>
<td>727 (65.4)</td>
<td>893 (58.7)</td>
</tr>
<tr>
<td><strong>Clinical trial inclusion</strong></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>91 (8.2)</td>
<td>23 (1.5)</td>
</tr>
<tr>
<td>Baseline characteristics</td>
<td>RRT/CA&lt;sup&gt;a&lt;/sup&gt; call</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>--------------------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes (n=1112), n (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No (n=1522), n (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1021 (91.8)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1499 (98.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>RRT/CA: rapid response team/cardiac arrest.
<sup>b</sup>N/A: not applicable.
<sup>c</sup>ICU: intensive care unit.
<sup>d</sup>BiPAP: bilevel positive airway pressure.
<sup>e</sup>DNR: do not resuscitate.

Table 6. Additional characteristics associated with RRT/CA calls for patients at a non–intensive care unit level of care (n=1112), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required escalation in level of care following initial RRT/CA&lt;sup&gt;a&lt;/sup&gt; call</td>
<td>716 (64.4)</td>
</tr>
<tr>
<td>Oxygen saturation at time RRT/CA call initiated (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>479 (43.1)</td>
</tr>
<tr>
<td>80-89</td>
<td>407 (36.6)</td>
</tr>
<tr>
<td>≥90</td>
<td>128 (11.5)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>98 (8.8)</td>
</tr>
<tr>
<td>Oxygen supplement at time RRT/CA call initiated</td>
<td></td>
</tr>
<tr>
<td>Nonrebreather mask with or without nasal cannula</td>
<td>868 (78.1)</td>
</tr>
<tr>
<td>Nasal cannula</td>
<td>147 (13.2)</td>
</tr>
<tr>
<td>Room air</td>
<td>40 (3.6)</td>
</tr>
<tr>
<td>Ventimask</td>
<td>18 (1.6)</td>
</tr>
<tr>
<td>Ventilator</td>
<td>11 (1.0)</td>
</tr>
<tr>
<td>High-flow nasal cannula</td>
<td>9 (0.8)</td>
</tr>
<tr>
<td>BiPAP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5 (0.4)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>14 (1.3)</td>
</tr>
<tr>
<td>Most recent oxygen saturation before RRT/CA initiated (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;80</td>
<td>43 (3.9)</td>
</tr>
<tr>
<td>80-89</td>
<td>211 (18.9)</td>
</tr>
<tr>
<td>90≤</td>
<td>852 (76.6)</td>
</tr>
<tr>
<td>Unable to determine</td>
<td>6 (0.5)</td>
</tr>
<tr>
<td>Documented timing of most recent oxygen saturation before RRT/CA initiated (hours)</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>263 (23.7)</td>
</tr>
<tr>
<td>1-2</td>
<td>191 (17.2)</td>
</tr>
<tr>
<td>2-3</td>
<td>140 (12.6)</td>
</tr>
<tr>
<td>3-4</td>
<td>109 (9.8)</td>
</tr>
<tr>
<td>&gt;4</td>
<td>409 (36.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>RRT/CA: rapid response team/cardiac arrest.
<sup>b</sup>BiPAP: bilevel positive airway pressure.
Table 7. Regression analysis of patients who died of COVID-19 who experienced a rapid response team/cardiac arrest call at a non-intensive care unit level of care (N=2634).

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Estimate</th>
<th>P value</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-69</td>
<td>0.2653</td>
<td>.20</td>
<td>1.304</td>
<td>0.872-1.949</td>
</tr>
<tr>
<td>70-79</td>
<td>0.1721</td>
<td>.44</td>
<td>1.188</td>
<td>0.766-1.842</td>
</tr>
<tr>
<td>≥80</td>
<td>−0.3179</td>
<td>.17</td>
<td>0.728</td>
<td>0.460-1.151</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−0.2299</td>
<td>.02</td>
<td>0.795</td>
<td>0.658-0.960</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.6134</td>
<td>&lt;.001</td>
<td>1.847</td>
<td>1.445-2.361</td>
</tr>
<tr>
<td>Asian</td>
<td>0.6548</td>
<td>&lt;.001</td>
<td>1.925</td>
<td>1.395-2.655</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>0.5333</td>
<td>&lt;.001</td>
<td>1.704</td>
<td>1.362-2.133</td>
</tr>
<tr>
<td><strong>Payment method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>−0.0458</td>
<td>.78</td>
<td>0.955</td>
<td>0.691-1.321</td>
</tr>
<tr>
<td>Medicare</td>
<td>−0.0107</td>
<td>.94</td>
<td>0.989</td>
<td>0.750-1.305</td>
</tr>
<tr>
<td>Self-pay</td>
<td>−0.3020</td>
<td>.40</td>
<td>0.739</td>
<td>0.367-1.488</td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart failure</td>
<td>0.1429</td>
<td>.34</td>
<td>1.154</td>
<td>0.860-1.547</td>
</tr>
<tr>
<td>End stage renal disease</td>
<td>0.6184</td>
<td>.002</td>
<td>1.856</td>
<td>1.262-2.729</td>
</tr>
<tr>
<td>COPD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−0.1216</td>
<td>.35</td>
<td>0.886</td>
<td>0.687-1.141</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.1239</td>
<td>.21</td>
<td>1.132</td>
<td>0.931-1.376</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>0.0833</td>
<td>.38</td>
<td>1.087</td>
<td>0.902-1.310</td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>−0.4645</td>
<td>&lt;.001</td>
<td>0.628</td>
<td>0.491-0.804</td>
</tr>
<tr>
<td>≥30</td>
<td>−0.0545</td>
<td>.62</td>
<td>0.947</td>
<td>0.765-1.173</td>
</tr>
<tr>
<td><strong>Admit source</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>0.9060</td>
<td>&lt;.001</td>
<td>2.474</td>
<td>1.850-3.310</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>0.2904</td>
<td>.25</td>
<td>1.337</td>
<td>0.813-2.199</td>
</tr>
<tr>
<td>Transfer from acute care hospital</td>
<td>0.0544</td>
<td>.80</td>
<td>1.056</td>
<td>0.691-1.614</td>
</tr>
<tr>
<td><strong>Oxygen saturation on presentation (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80-89</td>
<td>0.6871</td>
<td>&lt;.001</td>
<td>1.988</td>
<td>1.511-2.616</td>
</tr>
<tr>
<td>≥90</td>
<td>0.9232</td>
<td>&lt;.001</td>
<td>2.517</td>
<td>1.962-3.230</td>
</tr>
<tr>
<td>Proning</td>
<td>1.1840</td>
<td>&lt;.001</td>
<td>3.267</td>
<td>2.667-4.003</td>
</tr>
</tbody>
</table>

<sup>a</sup>COPD: chronic obstructive pulmonary disease.

**Discussion**

**Summary of Findings**

This study represents a review of one of the largest cohorts of COVID-19 mortality that includes data documented in nonstructured fields within the EHR. An experienced team of registered nurses was able to extract detailed information from the medical record that is typically not included in a structured data set analysis. The demographics of the patients who died are similar to those in other published studies: age predominately over 69, male majority, payor mix (reflecting age and Medicare along with a low number of self-paying patients, namely 41/2634, 1.6%), and multiple comorbidities [3-12].

**Circumstances Preceding Patient Deterioration**

This study provides a detailed clinical picture of the circumstances that precede the sudden deterioration in non-ICU patients reported by clinicians, which have not been fully examined in the literature. A striking reported feature of COVID-19 is the rapid progression of respiratory failure soon after the onset of dyspnea and hypoxemia [13]. The US National Institutes of Health (NIH) has reported that hypoxemia is...
common in hospitalized patients with COVID-19 and that the criteria for hospital admission, ICU admission, and mechanical ventilation differ between countries [14]. In some hospitals in the United States, more than 25% of hospitalized patients require ICU care, mostly due to acute respiratory failure. The NIH recommends close monitoring for worsening respiratory status for adults with COVID-19 who are receiving supplemental oxygen. These recommendations align with our findings in the non-ICU patient population.

Approximately half of the deaths (1335/2634, 50.7%) occurred at a non-ICU level of care despite admission to the appropriate care setting with normal staffing. Our analysis of patients who experienced at least one RRT/CA call at a non-ICU level of care revealed that 716/1112 (64.4%) required an escalation in their level of care. Of the RRT/CA patients, 664/1112 (59.7%) presented to the hospital with oxygen saturation levels greater than or equal to 90%. In addition, 687/1112 (61.8%) had no oxygen support. Of the RRT/CA patients, 1031/1112 (92.7%) were admitted to a non-ICU level of care with normal staffing levels, which was appropriate based on their care needs. At presentation to the ED, the oxygen saturation levels for these patients were significantly higher than those for patients admitted to the ICU. Before the RRT/CA call, the most recent oxygen saturation levels recorded for the non-ICU patients remained high, at ≥90% for 852/1112 (76.6%) of patients. Oxygen saturations were documented within two hours of the RRT/CA call in 454/1112 (40.9%) of patients in the RRT/CA cohort. When the RRT/CA was called, 479/1112 (43.1%) of patients had an oxygen saturation less than 80%, and 78.1% (868/1112) were on a nonrebreather mask or a nonrebreather mask with nasal cannula. These data imply a sudden, unexpected deterioration in respiratory status requiring an RRT/CA call in a large number of non-ICU patients.

Limitations
This study includes the following limitations. First, the study focuses on the demographic and clinical characteristics of in-hospital COVID-19 patients who died between March 13 and April 30, 2020; it does not provide a comparison group of similar patients who survived during the same time period. Second, data were obtained from the EHR and manually abstracted from medical records through retrospective review; however, some routine documentation was less detailed due to the volume of patients being treated. Third, race was documented as other/unknown in 685/2634 (26%) of patients; therefore, conclusions about race could not be drawn. Fourth, missing BMI data were included in the category of “unknown” BMI. Finally, the study does not recognize a specific trigger that can distinguish which non-ICU patients in the cohort should be monitored.

Conclusions
Patients admitted to a non-ICU level of care appear to suffer rapid clinical deterioration, often with the hallmark of a sudden decrease in oxygen saturation. This finding suggests that non-ICU patients could benefit from additional monitoring, such as continuous central oxygenation saturation. The availability of wireless patch monitoring should be considered along with other methods, such as carbon dioxide and cardiac monitoring. Although this approach does not ensure reduced mortality, the number of RRT/CA calls infers that this area warrants further study.
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Abstract

Background: South Korea is among the best-performing countries in tackling the coronavirus pandemic by using mass drive-through testing, face mask use, and extensive social distancing. However, understanding the patterns of risk perception could also facilitate effective risk communication to minimize the impacts of disease spread during this crisis.

Objective: We attempt to explore patterns of community health risk perceptions of COVID-19 in South Korea using internet search data.

Methods: Google Trends (GT) and NAVER relative search volumes (RSVs) data were collected using COVID-19–related terms in the Korean language and were retrieved according to time, gender, age groups, types of device, and location. Online queries were compared to the number of daily new COVID-19 cases and tests reported in the Kaggle open-access data set for the time period of December 5, 2019, to May 31, 2020. Time-lag correlations calculated by Spearman rank correlation coefficients were employed to assess whether correlations between new COVID-19 cases and internet searches were affected by time. We also constructed a prediction model of new COVID-19 cases using the number of COVID-19 cases, tests, and GT and NAVER RSVs in lag periods (of 1-3 days). Single and multiple regressions were employed using backward elimination and a variance inflation factor of <5.

Results: The numbers of COVID-19–related queries in South Korea increased during local events including local transmission, approval of coronavirus test kits, implementation of coronavirus drive-through tests, a face mask shortage, and a widespread campaign for social distancing as well as during international events such as the announcement of a Public Health Emergency of International Concern by the World Health Organization. Online queries were also stronger in women (r=0.763-0.823; P<.001) and age groups ≤29 years (r=0.726-0.821; P<.001), 30-44 years (r=0.701-0.826; P<.001), and ≥50 years (r=0.706-0.725; P<.001). In terms of spatial distribution, internet search data were higher in affected areas. Moreover, greater correlations were found in mobile searches (r=0.704-0.804; P<.001) compared to those of desktop searches (r=0.705-0.717; P<.001), indicating changing behaviors in searching for online health information during the outbreak. These varied internet searches related to COVID-19 represented community health risk perceptions. In addition, as a country with a high number of coronavirus tests, results showed that adults perceived coronavirus test–related information as being more important than disease-related knowledge. Meanwhile, younger, and older age groups had different perceptions. Moreover, NAVER RSVs can potentially be used for health risk perception assessments and disease predictions. Adding COVID-19–related searches provided by NAVER could increase the performance of the model compared to that of the COVID-19 case–based model and potentially be used to predict epidemic curves.
Conclusions: The use of both GT and NAVER RSVs to explore patterns of community health risk perceptions could be beneficial for targeting risk communication from several perspectives, including time, population characteristics, and location.

Methods

Data Sets

The daily numbers of new COVID-19 cases and coronavirus tests from January 20 to May 31, 2020, were collected from the Kaggle open-access data set by Kim and colleagues [3]. We used the Time.csv data set to retrieve the number of new daily COVID-19 cases and daily tests, and the TimeProvince.csv data set to collect cumulative coronavirus cases by region. Those data sets covered all cities in South Korea. In addition, internet search data related to COVID-19 were retrieved from the GT [19] and NAVER websites [20] in the same collocation. The information searched was collected 6 weeks earlier from December 5, 2019, to explore patterns before the occurrence of the first COVID-19 case in South Korea. Data were collected using COVID-19–related terms, including coronavirus (코로나 바이러스), MERS (메르스), face mask (마스크), social distancing (사회적 거리두기), and Shincheonji (신천지) in the Korean language, and data were retrieved according to time, gender, age groups, types of device, and location. These keywords were used to represent online information searches for COVID-19–related information, personal protective measures, and preventive approaches. Specific keywords for MERS (메르스) were used to assess whether there was an increase of information searches in the early stage of the outbreak using specific terms related to MERS as reported in previous research [21]. In addition, the Shincheonji (신천지) keyword was also used to collect online information searches following a cluster in the Shincheonji church and to define whether this cluster induced a surge of online information searches. For terms that were more than one word, quotes were used to increase the accuracy of data in both GT and NAVER as suggested in an earlier GT research framework [22]. The health category and web search option for online queries from the world’s largest search engine and Korean local search engine, which has a higher market share than Google in South Korea [18]. This study explores patterns of public health risk perceptions toward the ongoing outbreak from several different perspectives, including time, population characteristics, and location as used in epidemiological studies. We also constructed a prediction model of new COVID-19 cases using the number of COVID-19 cases, tests, and GT and NAVER relative search volumes (RSVs) in lag periods (of 1-3 days). Future studies are warranted to define the best lag period to perform effective risk communication in the early stages of a disease outbreak.
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Introduction

The World Health Organization (WHO) declared the COVID-19 outbreak a pandemic on March 11, 2020 [1]. By May 31, 2020, the disease had infected 5,934,936 individuals worldwide [2] including 11,468 individuals in South Korea. The first COVID-19 case in South Korea was confirmed on January 20, 2020 [3]. Slow upturns in disease transmission were reported before February 19, 2020; the local clusters observed in Daegu led to daily increases in the number of new cases [4]. Numerous approaches were undertaken to prevent disease transmission, including coronavirus drive-through testing and social distancing [5,6]. Coronavirus drive-through tests were identified as a safe and efficient screening approach, with each test taking approximately 10 minutes, thus minimizing cross-infection among people being tested [6]. To date, the average number of daily new cases is lower by ten-fold or more compared to those during the peak of the epidemic (from February 19 to March 15, 2020) [3]. Consequently, South Korea is considered among the best-performing countries in tackling the pandemic.

On the contrary, adequate risk communication could also have helped minimize the impacts of disease transmission [7]. Thus, in the pandemic period, the WHO suggests regular risk communication by updating the public and stakeholders on any changes in the status of the pandemic [8]. This action might be challenging because proper risk communication needs a robust understanding of risk perceptions, which helps to identify what knowledge the public needs [7]. However, studies exploring risk perception are often conducted using survey methods or content analyses [7,9-11], which require more resources and longer time. In particular, when investigating an emerging disease, those approaches might be less affordable since the health system will be overburdened with the surge of health care use, thus resulting in more barriers to assessing community health risk perceptions.

Therefore, this study aims to explore patterns of community health risk perceptions toward COVID-19 in South Korea using internet search data. This study is part of infodemiological research that was first introduced in 1996 [12] and explores the distribution of information on the internet [13] for public health and policy about the ground situation in the population. Infodemiology commonly deals with disease-related topics as well as outbreaks and epidemics [14]. This approach can potentially be used since internet query data can be provided easily, promptly, [15], and in a cost-effective manner compared to survey methods [16], and it can potentially capture anomalous patterns in near real time [17].

In this analysis, we used COVID-19–related internet search data provided by Google Trends (GT) and NAVER to represent online queries from the world’s largest search engine and Korean local search engine, which has a higher market share than Google in South Korea [18]. This study explores patterns of public health risk perceptions toward the ongoing outbreak from several different perspectives, including time, population characteristics, and location as used in epidemiological studies. We also constructed a prediction model of new COVID-19 cases using the number of COVID-19 cases, tests, and GT and NAVER relative search volumes (RSVs) in lag periods (of 1-3 days). Future studies are warranted to define the best lag period to perform effective risk communication in the early stages of a disease outbreak.
The RSVs represent search requests made to those search engines. For GT, the RSVs for a specific term are normalized according to the corresponding time and location [23]. GT RSVs can be downloaded for different times and locations [19], while NAVER provides queries for various times, genders, ages, and types of device categories [20].

**Statistical Analysis**

Analyses of health risk perceptions toward COVID-19 were performed using data from January 20 to March 22, 2020. This time frame was selected since this study aims to explore patterns of internet searches representing health risk perceptions in the initial weeks of the outbreak. Data were analyzed in a single graphical form to explore trends in new COVID-19 cases, numbers of tests, and internet searches on a daily basis. Time-lag correlations calculated by Spearman rank correlation coefficients were employed to assess whether correlations of new COVID-19 cases with GT and NAVER RSVs were affected by time within 3 days of a lag or lead period. Statistical analyses were performed using Stata 13 (StataCorp), and strong correlations were defined as correlation coefficients $r > 0.7$. Moreover, multilayer maps created using Tableau Public 2020 (Tableau Software, Inc) were generated to define the distributions of new COVID-19 cases and internet searches.

This study also undertakes the task of predicting new COVID-19 cases. Several predictors, including the number of COVID-19 cases, tests, and GT and NAVER RSVs in lag periods (of 1-3 days) were used to predict the target variable, which was the number of new COVID-19 cases. The prediction value was calculated using single and multiple linear regressions employing backward elimination and a variance inflation factor (VIF) of $<5$ in Stata 13. A lower VIF level was considered to minimize the presence of multicollinearity in the model, particularly in epidemiologic studies [24]. Models were constructed using the development data set (January 20 to March 22, 2020) as used in health risk perception analyses and validated using the future validation data set (March 23 to May 31, 2020). The root mean squared error (RMSE) was assessed for evaluating the models’ performances, as well as Akaike information criterion (AIC) for selecting a correct model and Bayesian information criterion (BIC) for finding the best model for future predictions [25].

**Results**

Community health risk perceptions captured by GT and NAVER RSVs were divided into several parts including patterns by time, population characteristics, and location.

**Trends in New COVID-19 Cases, Number of Tests, and Internet Searches on a Daily Basis**

South Korea reported the first case of COVID-19 on January 20, 2020 (Figure 1), with four peaks of disease transmissions as of May 31, 2020. The first peak occurred until February 18, 2020. The average new cases increased to 311 per day and decreased to 50 cases per day since March 16, 2020. The fourth peak was observed on May 8, 2020, which corresponded with implementation of a new normal starting on May 6, 2020 [26]. Furthermore, as of May 31, 2020, South Korea had reported 11,468 cases of COVID-19. Large numbers of tests were also performed during the outbreak. South Korea performed 6848 tests on average per day from January 20 to May 31, 2020, and 910,822 tests in total, making South Korea one of the countries with the highest number of tests performed.

**Figure 1.** Time series of new COVID-19 cases and number of tests in South Korea.

During the outbreak, trends of information searches for coronavirus (코로나 바이러스) captured by GT and NAVER were similar (Figure 2). Three peaks of internet searches were observed in the second and fifth weeks of January and in the fourth week of February 2020. Coronavirus-related searches remained high for several days after the first COVID-19 case was reported in Wuhan on December 12, 2019, along with MERS (메르스)-related queries, which were also elevated in the last two peaks. However, massive surges of information searches occurred along with the identification of the first COVID-19 case in South Korea on January 20 and with the WHO’s declaration of the Public Health Emergency of
International Concern (PHEIC) on January 30, 2020. Compared to the daily data on new COVID-19 cases, information searches provided by GT and NAVER peaked 7-9 days earlier. The third peak of coronavirus searches possibly corresponded to the immense increase in the number of new COVID-19 cases due to local transmission. Searches gradually decreased even after the outbreak was declared a pandemic by the WHO on March 11, 2020 [1].

Figure 2. Time series of new COVID-19 cases and Google Trends and NAVER relative search volumes related to the coronavirus and MERS in South Korea. MERS: Middle East respiratory syndrome; WHO: World Health Organization.

Furthermore, coronavirus test–related (코로나 바이러스 테스트) searches were not captured in GT; hence, Figure 3 only illustrates NAVER RSVs related to coronavirus tests, face masks, and social distancing. Increases in internet searches were observed weeks after the COVID-19 cases were reported and before a coronavirus test kit was approved on February 7, 2020 [27]. The second wave of information searches was found in the third week of February 2020, which might have been caused by an increase in the number of new COVID-19 cases and the implementation of coronavirus drive-through tests on February 23, 2020 [6]. However, patterns of coronavirus test–related searches seemed more similar to trends of new COVID-19 cases compared to the daily numbers of tests.

Figure 3. Time series of the daily number of coronavirus tests and NAVER relative search volumes related to coronavirus tests, face masks, and social distancing in South Korea. CDC: Centers for Disease Control and Prevention.

Similar patterns of online queries about coronavirus tests were also identified for face masks (마스크). From the perspective of personal protective measures, the number of face mask–related queries increased in the same period when people began to search for coronavirus tests and face mask shortages in early February [28] and gradually declined in late February, as a regular supply of face masks was provided by the federal government [29]. Moreover, the massive increase in locally
acquired cases also induced internet searches related to social distancing (사회적 거리두기) as one of the preventive approaches. Those searches reached a peak as a widespread campaign for social distancing was commended in the first week of March 2020 in South Korea [5]. In contrast, the number of Shincheonji (신천지)–related searches increased as the Shincheonji cluster was discovered on February 18, 2020 [30], and gradually decreased thereafter, even before the surge in new COVID-19 cases peaked on February 29, 2020 (Figure 4).

**Figure 4.** Time series of new COVID-19 cases, Google Trends, and NAVER relative search volumes related to the Shincheonji cluster in South Korea.

The results in Tables 1 and 2 demonstrated a moderate correlation ($r=0.628$) between new COVID-19 cases and GT RSVs related to coronavirus with a lag of 3 days. On the contrary, a strong correlation ($r=0.718$) of coronavirus information searches counting for both men and women with a lag of 3 days showed no differences for NAVER RSVs. However, the correlations varied across different age groups and lag periods. Strong correlations were observed with a lag of 3 days for all ages ($r=0.729$) and those aged $\leq 18$ years ($r=0.821$), 19-24 years ($r=0.784$), 25-29 years ($r=0.726$), 50-54 years ($r=0.706$), and $\geq 50$ years ($r=0.725$). Meanwhile, the weakest correlation was found in the age group of 35-39 years ($r=0.622$). The $\leq 18$ years and 19-24 years age groups for NAVER RSVs had strong correlations in almost all lag and lead periods. Moreover, the strength of the correlations decreased in the lead period or a few days after the number of new COVID-19 cases increased for both GT and NAVER RSVs. Compared to NAVER RSVs, GT RSVs for coronavirus had weaker correlations with new COVID-19 cases.
Table 1. Time-lag correlation coefficients between new COVID-19 cases, Google Trends, and NAVER relative search volumes related to the coronavirus in South Korea.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.628&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.718&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>0.718&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.729&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.821&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.784&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.726&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.661&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.622&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.648&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.685&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.706&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.725&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>2 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.605</td>
<td>0.684</td>
<td>0.684</td>
<td>0.694</td>
<td>0.805</td>
<td>0.759</td>
<td>0.696</td>
<td>0.621</td>
<td>0.581</td>
<td>0.607</td>
<td>0.655</td>
<td>0.680</td>
<td>0.693</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>1 day</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.590</td>
<td>0.670</td>
<td>0.670</td>
<td>0.681</td>
<td>0.812</td>
<td>0.759</td>
<td>0.678</td>
<td>0.601</td>
<td>0.561</td>
<td>0.593</td>
<td>0.638</td>
<td>0.662</td>
<td>0.682</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>0 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.576</td>
<td>0.654</td>
<td>0.654</td>
<td>0.663</td>
<td>0.803</td>
<td>0.737</td>
<td>0.659</td>
<td>0.578</td>
<td>0.538</td>
<td>0.565</td>
<td>0.606</td>
<td>0.634</td>
<td>0.655</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>1 day</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.554</td>
<td>0.647</td>
<td>0.647</td>
<td>0.661</td>
<td>0.794</td>
<td>0.736</td>
<td>0.660</td>
<td>0.579</td>
<td>0.536</td>
<td>0.560</td>
<td>0.606</td>
<td>0.633</td>
<td>0.658</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>2 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.505</td>
<td>0.591</td>
<td>0.591</td>
<td>0.606</td>
<td>0.759</td>
<td>0.688</td>
<td>0.600</td>
<td>0.513</td>
<td>0.477</td>
<td>0.508</td>
<td>0.554</td>
<td>0.580</td>
<td>0.606</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>3 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.491</td>
<td>0.579</td>
<td>0.579</td>
<td>0.597</td>
<td>0.749</td>
<td>0.682</td>
<td>0.587</td>
<td>0.500</td>
<td>0.468</td>
<td>0.498</td>
<td>0.537</td>
<td>0.565</td>
<td>0.592</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Strongest correlation for each column.

<sup>b</sup>Italics represent a strong correlation with \( r > 0.7 \).
Table 2. Time-lag correlation coefficients between new COVID-19 cases, Google Trends, and NAVER relative search volumes related to the coronavirus test in South Korea.

<table>
<thead>
<tr>
<th>Day</th>
<th>Google Trends</th>
<th>NAVER</th>
<th>Age groups (years)</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Men</td>
</tr>
<tr>
<td>–3 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–2 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–1 day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\) NA: not applicable.

\(b\) Italics represent strong correlations with \(r>0.7\).

\(c\) Strongest correlation for each column.

Different patterns were noted in coronavirus test–related searches. No correlation could be calculated for GT RSVs due to the insufficient number of queries recorded. Strong correlations were found with a lag of 1 day for men \((r=0.795)\) and a lead of 1 day for women \((r=0.823)\) for NAVER RSVs, as well as for all age groups with a lead of 1 day \((r=0.828)\). Moreover, weak to strong correlations were reported in different age groups. The 19-24 years age group had a strong correlation \((r=0.725)\) with a lag of 1 day, followed by the 30-34 years age group \((r=0.786)\) with a lead of 1 day, 35-39 years age group \((r=0.826)\) with a lag of 1 day, and 40-44 years age group \((r=0.755)\) with a lag of 0 days.

**Trends in Online Information Searches Based on the Type of Device Used for Accessing the Internet**

Figures 5 and 6 show trends of online information searches for coronavirus and coronavirus tests using mobile devices and desktops. Mobile search queries for coronavirus were higher in all peaks of information searches. For coronavirus test–related searches, mobile searches seemed to be more frequent and stable than those of desktop searches in all peaks.
Spearman rank correlation coefficients in Table 3 demonstrated strong correlations for the overall data set (mobile and desktop searches) of coronavirus searches with a lag of 3 days ($r=0.729$), as well as mobile searches ($r=0.761$). Interestingly, mobile searches had stronger correlation coefficients for all lag and lead periods than did overall searches. However, weak to moderate correlations ($r=0.417-0.546$) were observed for coronavirus-related searches through desktop devices. For coronavirus test online searches, strong correlations ($r=0.770-0.828$) were reported for all lag and lead days. Still, mobile searches were observed to have a stronger correlation coefficient than desktop searches. The strongest correlations were found with a lag of 0 days for mobile searches ($r=0.804$) and with a lag of 1 day for desktop searches ($r=0.717$).
Table 3. Time-lag correlation coefficients between new COVID-19 cases and NAVER relative search volumes related to the coronavirus and coronavirus test in South Korea.

<table>
<thead>
<tr>
<th>Day</th>
<th>Coronavirus searches (type of device)</th>
<th>Coronavirus test searches (type of device)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
<td>Mobile</td>
</tr>
<tr>
<td>−3 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.729 a,b</td>
<td>0.761 a</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>−2 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.694</td>
<td>0.726</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>−1 day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.681</td>
<td>0.720</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.663</td>
<td>0.704</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1 day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.661</td>
<td>0.692</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.606</td>
<td>0.650</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.597</td>
<td>0.633</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aStrongest correlation for each column.

bItalics represent a strong correlation with \( r > 0.7 \).

**Distributions of new COVID-19 Cases and Internet Searches**

Spatial distributions of new COVID-19 cases and GT RSVs are illustrated in Figure 7. Results showed that 9 days before confirmed cases were reported in South Korea, the numbers of GT RSVs related to the coronavirus captured in Gyeonggi-do, Seoul, Chungcheongnam-do, Daegu, and Ulsan Provinces increased. Thereafter, the aforementioned provinces reported COVID-19–confirmed cases. During the early weeks of disease transmission (as of February 15, 2020), COVID-19 had spread in Seoul, Incheon, Gwangju, Gyeonggi-do, and Jeollabuk-do (Figure 7). Similar patterns were also captured for GT RSVs, which seemed to be elevated in those periods in the western part of South Korea where confirmed cases were reported.
Furthermore, a surge in new COVID-19 cases began on February 19, 2020. GT RSVs gradually increased during that period in the eastern part of South Korea, including Daegu, the epicenter of local transmission. Daegu contributed 71.79% of confirmed cases or 262.14 cases per 100,000 population as of March 22, 2020 [31], and had a higher estimated death rate than the national rate [32]. Interestingly, increases in the number of online searches were observed a week before those massively expanding cases in provinces surrounding Daegu. The large numbers of locally acquired cases were reported from February 25 to March 4, 2020, and swiftly declined in mid-March. When the number of new cases decreased, the number of internet searches in the western part of South Korea began to increase, which indicated an elevation in the number of COVID-19 cases in the latter part of the study period.

**Predicting new COVID-19 Cases**

Three different models for predicting new COVID-19 cases were established in this study (Table 4). New COVID-19 cases with a lag of 1 day, number of COVID-19 tests with lags of 2 days and 1 day, GT coronavirus searches with a lag of 1 day, and NAVER coronavirus searches with a lag of 3 days were selected as important predictors for the models. Model 1 showed high performance, which indicates that this model represented 89% of new COVID-19 cases in contrast with model 2, which only represented 35% of cases as shown in the adjusted $r^2$ values. By combining those two models (a case-based model and internet search data–based model), the model’s performance seemed to have slightly increased to nearly 90%, resulting in the lowest RMSE as observed in model 3.
Table 4. Prediction model of new COVID-19 cases in South Korea.

<table>
<thead>
<tr>
<th>Models and predictors</th>
<th>Coef(^a) (95% CI)</th>
<th>P value for F test</th>
<th>Adjusted ( r^2 )</th>
<th>RMSE(^b)</th>
<th>AIC(^c)</th>
<th>BIC(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 (predictors included new COVID-19 cases and number of COVID-19 tests)</td>
<td></td>
<td>&lt;.001</td>
<td>0.891</td>
<td>54.348</td>
<td>1851.326</td>
<td>1864.03</td>
</tr>
<tr>
<td>New COVID-19 cases lag 1 day</td>
<td>0.942 (0.883 to 1.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tests lag 2 days</td>
<td>~0.004 (~0.007 to ~0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tests lag 1 day</td>
<td>0.004 (0.001 to 0.007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cons(^e)</td>
<td>3.957 (~5.415 to 13.329)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 (predictors included GT(^f) and NAVER RSVs(^g) related to coronavirus)</td>
<td></td>
<td>&lt;.001</td>
<td>0.354</td>
<td>133.802</td>
<td>2153.293</td>
<td>2162.805</td>
</tr>
<tr>
<td>GT RSVs lag 1 day</td>
<td>~0.964 (~1.604 to ~0.324)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAVER RSVs lag 3 days</td>
<td>3.583 (2.859 to 4.308)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cons</td>
<td>28.920 (4.338 to 53.503)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3 (predictors included new COVID-19 cases, number of tests, and GT and NAVER RSVs related to coronavirus)</td>
<td></td>
<td>&lt;.001</td>
<td>0.895</td>
<td>53.177</td>
<td>1835.169</td>
<td>1851.022</td>
</tr>
<tr>
<td>New COVID-19 cases lag 1 day</td>
<td>0.880 (0.809 to 0.951)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tests lag 2 days</td>
<td>~0.004 (~0.006 to ~0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tests lag 1 day</td>
<td>0.004 (0.002 to 0.007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAVER RSVs lag 3 days</td>
<td>0.536 (0.177 to 0.894)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cons</td>
<td>~4.334 (~15.136 to 6.467)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Coef: coefficient.
\(^b\) RMSE: root mean squared error.
\(^c\) AIC: Akaike information criterion.
\(^d\) BIC: Bayesian information criterion.
\(^e\) Cons: constant.
\(^f\) GT: Google Trends.
\(^g\) RSV: relative search volume.

Models were then plotted in Figure 8 for both the development and validation sets. Model 3 performed better compared to the two other models in the development set as assessed by the value of the adjusted \( r^2 \) as well as RMSE, AIC, and BIC. In the validation set, this model also performed well, and this was indicated by the RMSE decreasing to 18.320.

Figure 8. Prediction of new COVID-19 cases in South Korea.
Discussion

Public Health Risk Perceptions

Risk perception is defined as a person’s subjective judgment toward the likelihood of negative occurrences including diseases or illnesses [33]. In terms of disease outbreaks, understanding community health risk perceptions are needed in the early phase of an outbreak, particularly in the case of an emerging disease. This is because in the initial period, there will be limited treatments, few resources, and delays in active interventions [34]. Therefore, exploring the perception of risk is a necessary step in managing the risk of an outbreak. Since a robust public risk perception assessment could help in divining effective risk communication, this step should be taken immediately to reduce the impact of the COVID-19 outbreak. Consequently, it is more affordable to conduct the community health risk perception assessment using internet search data, since it can be provided more easily, promptly, and cost-effectively compared to survey methods [16] and can potentially capture anomalous patterns in real time [17]. With the widespread use of the internet and mobile devices, internet search data can be more accurate in representing the community health risk perceptions [35], as information-seeking intentions are directly affected by risk perceptions [9].

Principal Results

In this study, we found various correlations, which ranged from weak to strong, among GT and NAVER RSVs, new COVID-19 cases, and the number of tests. Previous studies also reported strong correlations between GT and NAVER RSVs compared to surveillance data [16,36]. Therefore, increased searches for COVID-19–related information might represent community health risk perceptions during local and international events. NAVER RSVs, as a local search engine that has the largest market share in South Korea (57.31% for all search categories in 2020 as of June 14) [18], seemed to be more sensitive to local issues such as coronavirus tests as shown in Figure 3. A similar result was also reported in a previous study that demonstrated that Baidu (in China) has better predictive performance for disease prediction than GT RSVs [36]. These findings suggest that NAVER RSVs could also potentially complement the use of GT RSVs, which are excessively used in the fields of infodemiology.

Patterns of community risk perceptions retrieved from information searches in this analysis were explained by examining different aspects: time, gender, age groups, types of device used for accessing the internet, and spatial distributions. Patterns according to time revealed that the number of online queries related to COVID-19 increased during local events including local transmission, approval of coronavirus test kits, implementation of coronavirus drive-through tests, a face mask shortage, a widespread campaign for social distancing, and transmission of the Shinchoenji cluster, as well as during international events such as the announcement of the PHEIC. Yet, South Korea was also one of the countries affected by the MERS epidemic [37]. That experience might have also contributed to the increased number of searches for coronavirus information even though cases had not yet been detected until then. Moreover, MERS-related searches also remained high during the study period. These findings indicated that public health risk perceptions increased following both local and international crises. Hence, risk communication should promptly be conducted, considering that health risk perceptions might change over time as the outbreak progresses.

Patterns according to time also revealed decreased numbers of GT and NAVER RSVs in the middle of the epidemic curve, which might have been caused by the extensive availability of online news and health expert reports during that period [38]. It might also have been provoked by decreased risk perceptions as the epidemic progressed [7]. Thus, using internet query data to analyze community risk perceptions could be useful in the early stage of an outbreak.

Moreover, patterns categorized by different age groups revealed that younger (≤29 years) and older age groups (≥50 years) had strong correlations of internet searches for coronavirus information with new COVID-19 cases. This finding demonstrated the high-risk perceptions of those age groups, even 3 days before an increase in the number of new COVID-19 cases locally. High-risk perceptions in younger age groups might have been induced by massive internet access for acquiring information and high numbers of confirmed cases in that age group (33.24%) in South Korea [31,39]. Meanwhile, perceived vulnerability might be common in older age groups, since an older age is one of the prominent risk factors for COVID-19 mortality [40], and 98.08% of fatal cases in South Korea occurred in older adults [31]. Additionally, a previous study showed that the older age group had higher risk perceptions [7]. In contrast, the age group of 30–49 years only showed weak to moderate correlations even 3 days before the event. This might have been due to the lower percentage of confirmed cases (23.94%) in that age group compared to that in the younger age group (≤29 years), which could also have influenced health risk perceptions. Meanwhile, online queries concerning coronavirus tests showed high-risk perceptions in the 35–44 years age group. These findings illustrate that adults perceived the coronavirus test–related information to be more important than disease-related knowledge. It might also have been influenced by the massive number of coronavirus tests conducted so far. Meanwhile, younger (aged ≤29 years) and older age groups (aged ≥50 years) had a different perception, thereby making infection-related information an essential search. In terms of gender, both men and women perceived the coronavirus as having similar levels of risk, but risk perception for coronavirus tests was higher among women. This result is similar to that reported in a previous study, which showed a higher risk perception in the women’s group [7]. Hence, health risk communication should target both men and women as well as vulnerable age groups.

As to device use, patterns demonstrated that mobile device searches had stronger correlations with COVID-19–related searches compared to desktop queries. Strong correlations for mobile device searches were even observed 3 days before the outbreak. However, desktop searches showed a strong correlation with a lag of 1 day, which was 2 days later compared to mobile searches. This finding implies that high-risk
perceptions stimulated an enormous number of mobile searches during the outbreak period. Identical results were also illustrated in a previous study by Shin and colleagues [16]. The widespread use of mobile devices in the digital era [35] has promoted changes in behavior from desktop to mobile device users. Therefore, the government should ensure that risk communication can be easily accessed through mobile platforms for rapid dissemination. Research findings also demonstrated that the spatial distributions of internet searches were higher in locations with new COVID-19 cases. This finding was similar to that in previous studies, which indicated that individuals in affected areas have higher risk perceptions [7,11].

Later in the analysis, we also addressed the prediction of new COVID-19 cases using three different models. Results showed that adding COVID-19–related searches provided by NAVER could increase the performance of the model compared to that of the COVID-19 case–based model. This result resembled an earlier study [17], which also found that a model’s performance increased with use of internet search data from local search engines. Furthermore, in the validation set, this model performed better, which might have been caused by a longer period for querying NAVER data; therefore, trends could be adjusted better and affect the model’s performance in the validation set. Hence, considering NAVER RSVs data for case prediction could be important, employing the same data set to better understand health risk perceptions is also of importance, particularly in the early stage of an outbreak.

Briefly, this study provides a depiction of community health risk perceptions toward COVID-19 in South Korea, which tended to be higher in the period of local and international events, also for women, certain age groups, and people in affected areas. During the outbreak, people were more likely to access the internet through mobile devices, which are potential channels where health risk communication can be effectively and densely disseminated. Moreover, NAVER RSVs can potentially be used for health risk perception assessments and disease prediction. This method demonstrated an easy and low-cost approach for estimating health risk perceptions during a pandemic. Since providing a rapid risk perception assessment is needed in the early stage of an outbreak, combining GT and NAVER RSVs could be beneficial for targeting risk communication in terms of time, population characteristics, and location. GT RSVs alone only revealed patterns according to time and location [41]. However, this study only explored the positive risk perceptions toward COVID-19 rather than negative risk perceptions such as psychological impacts. As multiple studies also reported increases in incidence of anxiety, depression, anger, insomnia, distress, and suicidality during the initial phase of the epidemic [42], exploring the negative risk perceptions of the COVID-19 pandemic would be important for future works.

Limitations
As online search queries might change over time, identifying the best lag time for conducting risk communication is challenging. However, using either GT or NAVER RSVs allowed flexibility in defining the time range of data queries. Thus, we can collect adequate retrospective data sets for identifying the best lag time. In addition, this analysis might be limited to specific time frames and included only two popular search engines and certain keywords, as well as was limited for positive risk perceptions. Therefore, further research that considers those aspects to improve results of the risk perception analysis is required.

Conclusions
Community health risk perceptions toward the COVID-19 outbreak in South Korea observed from GT and NAVER RSVs increased during local and international events and were higher in women, certain age groups, and in affected areas. Although NAVER RSVs tended to be more sensitive in terms of local issues, integrating GT and NAVER RSVs could potentially provide varied search patterns in terms of time, population characteristics, and location. Moreover, online searches also identified important variables in predicting epidemic curves in the initial stage of an outbreak.

Acknowledgments
This study was funded in part by the Ministry of Science and Technology (MOST) in Taiwan (grant no MOST108-2221-E-038-018 and MOST109-2221-E-038-018) and the Higher Education Sprout Project by the Ministry of Education (MOE) in Taiwan (grant no DP2-108-21121-01-A-01-04) to ECYS. This work also was supported by the National Research Foundation of Korea (NRF) grant funded by the Korean government (MSIT; no 2018R1C1B6001723) to ES. The sponsors had no role in the research design or contents of the manuscript for publication. Moreover, we gratefully thank Jihoo Kim and colleagues for providing open-access data on COVID-19–related information in South Korea on Kaggle.

Authors’ Contributions
AH designed the study, performed the experiments, analyzed the data, and drafted and revised the manuscript. ES contributed analytical suggestions and revised the manuscript. AF analyzed the data and revised the manuscript. ECYS conceived the study, designed the experiments, and revised the manuscript. All authors approved the final version.

Conflicts of Interest
None declared.

References
http://www.jmir.org/2020/9/e19788/


23. FAQ about Google Trends data. Google URL: https://support.google.com/trends/answer/4365533?hl=en&ref_topic=6248052


Abbreviations

AIC: Akaike information criterion
BIC: Bayesian information criterion
GT: Google Trends
MERS: Middle East respiratory syndrome
MOE: Ministry of Education
MOST: Ministry of Science and Technology
NRF: National Research Foundation of Korea
PHEIC: Public Health Emergency of International Concern
RMSE: root mean squared error
RSV: relative search volume
VIF: variance inflation factor
WHO: World Health Organization

http://www.jmir.org/2020/9/e19788/
Self-Reported Compliance With Personal Preventive Measures Among Chinese Factory Workers at the Beginning of Work Resumption Following the COVID-19 Outbreak: Cross-Sectional Survey Study

Yihang Pan1,2*, MD; Yuan Fang3*, PhD; Meiqi Xin4, PhD; Willa Dong5, MSPH; Liemin Zhou6, MD; Qinghua Hou6, MD; Fanping Li7, MD; Gang Sun8, MD; Zilong Zheng1, MD; Jinqiu Yuan1,2,9*, PhD; Zixin Wang4*, PhD; Yulong He10*, MD

1Big Data Center, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
2Precision Medicine Center, Scientific Research Center, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
3Department of Early Childhood Education, The Education University of Hong Kong, Hong Kong, China (Hong Kong)
4JC School of Public Health and Primary Care, Chinese University of Hong Kong, Hong Kong, China (Hong Kong)
5Department of Health Behavior, Gillings School of Global Public Health, University of North Carolina at Chapel Hill, Chapel Hill, NC, United States
6Department of Neurology, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
7Department of Endocrinology, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
8Department of Clinical Nutrition, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
9Clinical Research Center, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
10Center for Digestive Disease, The Seventh Affiliated Hospital, Sun Yat-sen University, Shenzhen, China
*these authors contributed equally

Corresponding Author:
Yulong He, MD
Center for Digestive Disease
The Seventh Affiliated Hospital
Sun Yat-sen University
No. 628 Zhenyuan Road
Guangming (New) District
Shenzhen, 518107
China
Phone: 86 755 81206988
Email: heyulong@mail.sysu.edu.cn

Abstract

Background: Maintaining compliance with personal preventive measures is important to achieve a balance of COVID-19 pandemic control and work resumption.

Objective: The aim of this study was to investigate self-reported compliance with four personal measures to prevent COVID-19 among a sample of factory workers in Shenzhen, China, at the beginning of work resumption in China following the COVID-19 outbreak. These preventive measures included consistent wearing of face masks in public spaces (the workplace and other public settings); sanitizing hands using soap, liquid soap, or alcohol-based hand sanitizer after returning from public spaces or touching public installations and equipment; avoiding social and meal gatherings; and avoiding crowded places.

Methods: The participants were adult factory workers who had resumed work in Shenzhen, China. A stratified two-stage cluster sampling design was used. We randomly selected 14 factories that had resumed work. All full-time employees aged ≥18 years who had resumed work in these factories were invited to complete a web-based survey. Out of 4158 workers who had resumed work in these factories, 3035 (73.0%) completed the web-based survey from March 1 to 14, 2020. Multilevel logistic regression models were fitted.

Results: Among the 3035 participants, 2938 (96.8%) and 2996 (98.7%) reported always wearing a face mask in the workplace and in other public settings, respectively, in the past month. However, frequencies of self-reported sanitizing hands (2152/3035,
70.9%), avoiding social and meal gatherings (2225/3035, 73.3%), and avoiding crowded places (1997/3035, 65.8%) were relatively low. At the individual level, knowledge about COVID-19 (adjusted odds ratios [AORs] from 1.16, CI 1.10-1.24, to 1.29, CI 1.21-1.37), perceived risk (AORs from 0.58, CI 0.50-0.68, to 0.85, CI 0.72-0.99) and severity (AOR 1.05, CI 1.01-1.09, and AOR 1.07, CI 1.03-1.11) of COVID-19, perceived effectiveness of preventive measures by the individual (AORs from 1.05, CI 1.00-1.10, to 1.09, CI 1.04-1.13), organization (AOR 1.30, CI 1.20-1.41), and government (AORs from 1.14, CI 1.04-1.25, to 1.21, CI 1.02-1.42), perceived preparedness for a potential outbreak after work resumption (AORs from 1.10, CI 1.00-1.21, to 1.50, CI 1.36-1.64), and depressive symptoms (AORs from 0.93, CI 0.91-0.94, to 0.96, CI 0.92-0.99) were associated with self-reported compliance with at least one personal preventive measure. At the interpersonal level, exposure to COVID-19–specific information through official media channels (AOR 1.08, CI 1.04-1.11) and face-to-face communication (AOR 0.90, CI 0.83-0.98) were associated with self-reported sanitizing of hands. The number of preventive measures implemented in the workplace was positively associated with self-reported compliance with all four preventive measures (AORs from 1.30, CI 1.08-1.57, to 1.63, CI 1.45-1.84).

Conclusions: Measures are needed to strengthen hand hygiene and physical distancing among factory workers to reduce transmission following work resumption. Future programs in workplaces should address these factors at multiple levels.

(J Med Internet Res 2020;22(9):e22457) doi:10.2196/22457
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Introduction

As of July 1, 2020, 10,357,662 cases of COVID-19 and 508,055 deaths from the disease have been reported worldwide [1]. China has reported 85,232 confirmed COVID-19 cases and 4648 deaths [1]. To curb the epidemic, the Chinese government formally requested that enterprises not resume work prior to February 10, 2020, with the exception of those involved in providing basic and essential services [2,3]. These strict control measures were shown to be effective but were likely detrimental to the economy [1], as China reported a 6.8% decline in its first quarter gross domestic product in 2020 compared to the previous year [4] (Figure 1).

Figure 1. Background of the present survey, including the trend of cumulative confirmed COVID-19 cases in mainland China and critical responses to COVID-19 in Shenzhen, a city in Guangdong Province. PHE: public health emergency; WHO: World Health Organization.

In China, full work resumption is imminent. Starting on February 10, 2020, the Chinese government implemented guidelines to ensure that enterprises were adequately prepared for work resumption. Each enterprise was required to establish a comprehensive contingency plan, appoint a designated coordinator, monitor the health status of all employees and their travel history, and ensure the supply of all necessary preventive equipment [2,3]. Local governments are assessing these preparations and granting official permission for work resumption [2,3]. To scale up work resumption, official permission from local governments was no longer required as of February 20, 2020, in some Chinese cities (eg, Shenzhen) [2]. There are concerns that an increase in public contact after work resumption may result in a second wave of the COVID-19 pandemic in China [5].

Maintaining compliance with personal preventive measures plays an important role in achieving the balance between pandemic control and work resumption. Universal use of face masks [6], hand hygiene [7], and physical distancing (eg, avoiding social and meal gatherings and avoiding crowded
investigated self-reported compliance with four personal preventive measures was important to control the COVID-19 pandemic in these countries [5,9,12].

Understanding factors associated with compliance with personal preventive measures is important to develop effective interventions. As interventions addressing factors at multiple levels are more likely to be successful in changing behavior, we used the socio-ecological model as the conceptual framework of our study [13]. This model considers determinants of health behaviors at the individual, interpersonal, and social-structural levels. Prior research on COVID-19 and other pandemics suggests the applicability of the socio-ecological model to inform behavioral change interventions in China. At the individual level, being knowledgeable about COVID-19 was associated with higher adoption of personal preventive measures among Hong Kong Chinese residents in the early phase of the pandemic [14]. Perceptions related to COVID-19 may also affect compliance with these personal preventive measures. For example, risk perception, perceived severity of the disease, perceived effectiveness of the preventive measures, and perceived preparedness of health systems and governments were associated with adoption of personal preventive measures during the severe acute respiratory syndrome (SARS) and H1N1 pandemics in China [15-18]. In addition, mental health status may be a particularly salient individual-level factor, as early studies in China have documented high levels of psychological problems (e.g., stress, panic, depression, and anxiety) triggered by the COVID-19 pandemic [19-21]. Mental health problems have been associated with lower adoption of personal preventive measures during the COVID-19 pandemic [19]. At the interpersonal level, the heightened level of governmental alerts was accompanied by widespread coverage of COVID-19-related information across different media, including television, newspapers, and social media [14]. Additionally, different media channels may have varying effects on compliance with personal preventive measures. During the Middle East respiratory syndrome (MERS) outbreak, increased exposure to MERS-specific information through social media and interpersonal communication was associated with higher adoption of personal preventive measures. However, the association between exposure to information disseminated through traditional media (e.g., television and newspapers) and personal preventive measures was nonsignificant [22,23]. At the social-structural level, implementation of organizational preventive measures during work resumption may differ across factories, which may also affect compliance with personal preventive measures.

To the best of our knowledge, no study has investigated self-reported compliance with personal preventive measures and associated factors among workers who resumed work during the COVID-19 pandemic. To address these gaps, this study investigated self-reported compliance with four personal preventive measures among a sample of factory workers in Shenzhen, China. We examined the effects of sociodemographic factors, individual-level factors (knowledge, perception, and depressive symptoms), interpersonal-level factors (exposure to COVID-19–specific information through different media), and social-structural-level factors (preventive measures implemented by the factories).

Methods

Study Design
We conducted a closed cross-sectional web-based survey of 3035 factory workers in Shenzhen, China from March 1 to 14, 2020. Of the 13 million residents in Shenzhen in 2018, 65.1% were internal migrants and 34.3% were factory workers [24].

Participants and Data Collection
By March 1, 2020, 100 factories in Shenzhen had resumed work. A stratified two-stage cluster sampling design was used to recruit the study participants. First, 14 factories were randomly selected by the research team. Of these 14 factories, 10 (71%) manufactured electronic devices, 2 (14%) manufactured watches, 1 (7%) manufactured beverages, and 1 (7%) manufactured biotechnology products. All full-time employees aged ≥18 years who had resumed work in these factories were invited to complete a web-based survey.

We developed a web-based questionnaire using Questionnaire Star, a commonly used web-based survey platform in China, and the link to the questionnaire could be shared using the WeChat social media platform. In addition to national guidelines, the Shenzhen government requested that each factory establish WeChat groups including all employees as part of the preparation for work resumption [2,3]. A designated coordinator responsible for COVID-19 control in each factory facilitated the data collection. This coordinator posted the study information and the link to access the web-based self-administered questionnaire in the WeChat group, and they invited all eligible workers who had resumed work to participate. The coordinator also sent out reminders in the WeChat groups biweekly during the recruitment period. These designated coordinators did not participate in the actual survey. The coordinators and participants were asked not to disseminate the link to access the survey to people outside the 14 selected factories. Before starting the web-based survey, the participants read a statement indicating that participation was voluntary, refusal to participate would have no effect on them, the survey would not collect personal contacts or identifying information, and the data would be kept strictly confidential and would only be used for research purposes. Web-based informed consent was obtained. Each individual WeChat account was allowed to access the web-based questionnaire once to avoid duplicate responses. The survey contained 93 items (approximately 15 items per page for 6 pages) and required approximately 20 minutes to complete. The Questionnaire Star tool performed completeness checks before the questionnaire was submitted. Participants were able to review and change their responses using a Back button. An electronic coupon for ¥10 (US $1.3) was sent to participants upon completion. All data were stored in the Questionnaire Star server and protected by a password. Only the corresponding authors had access to the database.
Ethics approval was obtained from the Seventh Affiliated Hospital, Sun Yat-sen University (reference: KY-2020-005-001).

**Measures**

**Design of the Questionnaire**
A panel consisting of two public health researchers, a health psychologist, two clinicians, a senior factory manager, and a factory worker was formed to develop the questionnaire used in the current study. The questionnaire was pilot-tested among 10 factory workers to assess its clarity and readability. These 10 workers did not participate in the actual survey. Based on the participants’ comments, the panel revised and finalized the questionnaire.

**Self-Reported Compliance With Personal Preventive Measures in the Past Month**
Participants were asked to report the frequency at which they wore face masks in the workplace and in other public settings (public places or transportation) in the past month (response categories: every time, often, sometimes, never). A composite variable was created representing self-reported consistent wearing of a face mask in public places (referring to participants who reported always using a face mask both in the workplace and in other public settings). The participants were also asked what types of face mask they used and whether they reused their face masks. The participants also reported the frequency at which they sanitized their hands using soaps, liquid soaps, and alcohol-based sanitizers after returning from public spaces or touching public installations and equipment (eg, handrails, escalator control panels, or door knobs; response categories: every time, often, sometimes, never), and whether they avoided social meals and gatherings with people who do not live together or avoided crowded places in the past month.

**Background Characteristics**
Participants were asked to report sociodemographic characteristics such as age, gender, internal migrant status, highest education level, relationship status, monthly personal income, status as frontline workers or management staff, and the type of factory they worked in.

**Individual-Level Variables**
To assess the participants’ knowledge related to transmission routes of COVID-19, a composite indicator variable was constructed by counting the number of correct responses to five knowledge items related to COVID-19 transmission routes (ranging from 0 to 5).

To assess their perceptions related to COVID-19, four scales were constructed for this study: (1) the 4-item Perceived Severity Scale, (2) the 4-item Perceived Effectiveness of Individual Preventive Measures Scale, (3) the 2-item Perceived Effectiveness of Governmental Preventive Measures Scale, and (4) the 2-item Perceived Preparedness Scale (preparation of the health system and workplace). The response categories for these scales were 1=disagree/ineffective, 2=neutral, and 3=agree/effective. The Cronbach alpha values of these four scales ranged from .70 to .92, and single factors were identified by exploratory factor analysis (EFA) that explained 77.3% to 80.9% of the total variance. In addition, a single item was used to measure the participants’ perceived risk of contracting COVID-19 in the next three months (response categories: 1=low, 2=moderate, 3=high), and another item measured the perceived effectiveness of preventive measures implemented by the factories (response categories: 1=very ineffective, 2=ineffective, 3=neutral, 4=effective, 5=very effective).

Depressive symptoms were measured by a validated Chinese version of the Patient Health Questionnaire-9 (PHQ-9) [25]. The Cronbach alpha of the PHQ-9 was .90; one factor was identified by EFA that explained 54.7% of the total variance.

**Interpersonal-Level Variables**
Three items were used to assess the daily average time (hours) of exposure to COVID-19–specific information through official media sources (television, newspapers, and official web-based media such as news apps or blogs and social media accounts of governmental organizations). The Exposure Through Official Media Channels Scale was formed by summing the individual item scores. The Cronbach alpha of the Exposure Through Official Media Channels Scale was .71; one factor was identified by EFA that explained 63.4% of the total variance. In addition, two single items measured the daily average time of exposure to COVID-19–specific information through unofficial media channels (individual blogs and social media accounts) and direct interpersonal communication. The response categories for the aforementioned items were 1=almost none, 2=less than 1 hour, 3=1-2 hours, 4=3-4 hours, and 5=5 or more hours.

**Social-Structural–Level Variables**
Both the designated coordinators responsible for COVID-19 control within the sampled factories and the study participants were asked to report whether their factory had implemented seven preventive measures advocated by the Shenzhen government [2,3]. A composite indicator variable was constructed by counting the number of preventive measures implemented by the factory (ranging from 0 to 7). The items and scales measuring individual-level, interpersonal-level, and social-structural–level variables are shown in Multimedia Appendix 1.

**Sample Size Planning**
The target sample size was 3000. Given a statistical power of .80 and an alpha value of .05 and assuming the self-reported level of compliance with a personal preventive measure in the reference group (without a facilitating condition) to be 30%-80%, the sample size could detect a smallest odds ratio (OR) of 1.23 between people with and without the facilitating conditions (PASS 11.0, NCSS LLC). Assuming the response rate was 60%, it was necessary to invite 5000 workers to participate in the survey. The median number of workers who had resumed working in factories by the end of February 2020 was approximately 350. Therefore, the research team selected 14 factories for the study.

**Statistical Analysis**
Self-reported consistent face mask wearing in public spaces, sanitizing hands every time after returning from public spaces or touching public installations or equipment, avoiding social
and meal gatherings with people who do not live together, and avoiding crowded places were the dependent variables. Multilevel logistic regression models (level 1: factories; level 2: individual participants) were fit to analyze the factors associated with the dependent variables. Random intercept models were used to allow the intercept of the regression model to vary across factories, which could account for intracorrelated nested data. Multilevel logistic regression models are commonly used in studies using cluster sampling methods [26]. Univariate two-level logistic models were first used to assess the significance of the association between each of the background characteristics and the dependent variables. Background characteristics with $P<.05$ in the univariate analysis were adjusted in the multivariate two-level logistic regression models. In addition, principal component analysis with varimax rotation was used to perform EFA [27]. SPSS version 23.0 for Windows (IBM Corporation) was used for the data analysis, and $P<.05$ was considered to be statistically significant.

**Results**

**Background Characteristics**

Of 4158 workers (between 90 and 835 across different factories) who had resumed work in the selected factories on March 1, 2020, 3035 completed the web-based survey (between 56 and 635 participants across different factories); the overall response rate was 73.0%. Over half the 3035 participants were aged ≤30 years (1552, 51.1%), male (1612, 53.1%), internal migrants (2956, 97.4%), married (1812, 59.7%), had not received tertiary education (2004, 66%), had a monthly income lower than ¥5000 (US $714) (1538, 50.8%), were frontline workers (1847, 60.9%), and were manufacturing electronic devices (2353, 77.5%) (Table 1).
Table 1. Background characteristics of the participants (N=3035), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>653 (21.5)</td>
</tr>
<tr>
<td>26-30</td>
<td>899 (29.6)</td>
</tr>
<tr>
<td>31-40</td>
<td>1195 (39.4)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>288 (9.5)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1612 (53.1)</td>
</tr>
<tr>
<td>Female</td>
<td>1423 (46.9)</td>
</tr>
<tr>
<td>Internal migrant</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2956 (97.4)</td>
</tr>
<tr>
<td>No</td>
<td>79 (2.6)</td>
</tr>
<tr>
<td>Relationship status</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>878 (28.9)</td>
</tr>
<tr>
<td>Have a stable boyfriend or girlfriend</td>
<td>345 (11.4)</td>
</tr>
<tr>
<td>Married</td>
<td>1812 (59.7)</td>
</tr>
<tr>
<td>Highest education level attained</td>
<td></td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>1163 (38.3)</td>
</tr>
<tr>
<td>Senior high school or equivalent</td>
<td>841 (27.7)</td>
</tr>
<tr>
<td>College or university</td>
<td>895 (29.5)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>136 (4.5)</td>
</tr>
<tr>
<td>Monthly personal income (¥)</td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>175 (5.9)</td>
</tr>
<tr>
<td>3000-4999</td>
<td>1363 (44.9)</td>
</tr>
<tr>
<td>5000-6999</td>
<td>763 (25.1)</td>
</tr>
<tr>
<td>7000-9999</td>
<td>327 (10.8)</td>
</tr>
<tr>
<td>≥10,000</td>
<td>403 (13.3)</td>
</tr>
<tr>
<td>Type of work</td>
<td></td>
</tr>
<tr>
<td>Frontline worker</td>
<td>1847 (60.9)</td>
</tr>
<tr>
<td>Manager</td>
<td>1188 (39.1)</td>
</tr>
<tr>
<td>Type of factory worked in</td>
<td></td>
</tr>
<tr>
<td>Electronic device manufacturing</td>
<td>2353 (77.5)</td>
</tr>
<tr>
<td>Watchmaking</td>
<td>307 (10.1)</td>
</tr>
<tr>
<td>Beverage manufacturing</td>
<td>191 (6.3)</td>
</tr>
<tr>
<td>Biotechnology product manufacturing</td>
<td>184 (6.1)</td>
</tr>
</tbody>
</table>

a1 ¥=US $0.14 on March 1, 2020.

Self-Reported Compliance With Personal Preventive Measures in the Past Month

In the past month, 2938/3035 participants (96.8%) reported always wearing a face mask in the workplace, and 2996/3035 participants (98.7%) reported always wearing a face mask in other public settings. More than 95% of participants (2904/3035, 95.7%) reported consistently wearing a face mask in any public place. Nonsurgical grade respirators were most commonly used by participants (2073/3035, 68.3%), and 601/3035 (19.8%) reused face masks. Self-reported sanitizing of hands (2152/3035, 70.9%), avoiding social and meal gatherings (2225/3035, 73.3%) and avoiding crowded places (1997/3035, 65.8%) were less common (Table 2).
Table 3, Table 4, and Table 5 show the responses to the survey items measuring the individual-, interpersonal-, and social-structural-level variables, respectively.

Table 2. Self-reported compliance with personal preventive measures related to COVID-19 (N=3035), n (%).

<table>
<thead>
<tr>
<th>Measure and responses</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of face mask wearing in the workplace</strong></td>
<td></td>
</tr>
<tr>
<td>Every time</td>
<td>2996 (98.7)</td>
</tr>
<tr>
<td>Often</td>
<td>33 (1.1)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Never</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td><strong>Frequency of face mask wearing in public places other than the workplace or on public transportation</strong></td>
<td></td>
</tr>
<tr>
<td>Every time</td>
<td>2938 (96.8)</td>
</tr>
<tr>
<td>Often</td>
<td>91 (3.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Never</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td><strong>Consistent face mask wearing in any public space</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>131 (4.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>2904 (95.7)</td>
</tr>
<tr>
<td><strong>Type of face mask worn</strong></td>
<td></td>
</tr>
<tr>
<td>Surgical mask</td>
<td>1360 (44.8)</td>
</tr>
<tr>
<td>Nonsurgical grade respirator</td>
<td>2073 (68.3)</td>
</tr>
<tr>
<td>N-95 mask</td>
<td>801 (26.4)</td>
</tr>
<tr>
<td>Cloth mask</td>
<td>161 (5.3)</td>
</tr>
<tr>
<td><strong>Reuse of face masks</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2434 (80.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>601 (19.8)</td>
</tr>
<tr>
<td><strong>Frequency of hand sanitation (using soap, liquid soap, or alcohol-based sanitizer) after returning from public spaces or touching public installations</strong></td>
<td></td>
</tr>
<tr>
<td>Every time</td>
<td>2152 (70.9)</td>
</tr>
<tr>
<td>Often</td>
<td>419 (16.8)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>243 (8.0)</td>
</tr>
<tr>
<td>Never</td>
<td>131 (4.3)</td>
</tr>
<tr>
<td><strong>Avoiding social and meal gatherings with other people who do not live together</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>810 (26.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>2225 (73.3)</td>
</tr>
<tr>
<td><strong>Avoiding crowded places</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1056 (34.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>1997 (65.8)</td>
</tr>
</tbody>
</table>
Table 3. Responses to survey items measuring individual-level variables (N=3035).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge about transmission route of COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Knowledge about transmission route of COVID-19 (answered Yes), n (%)</td>
<td></td>
</tr>
<tr>
<td>Contact with droplets</td>
<td>2871 (94.6)</td>
</tr>
<tr>
<td>Touching contaminated objects</td>
<td>2707 (89.2)</td>
</tr>
<tr>
<td>Direct contact with wildlife</td>
<td>2625 (86.5)</td>
</tr>
<tr>
<td>Contact with feces</td>
<td>2364 (77.9)</td>
</tr>
<tr>
<td>Contact with asymptomatic patients</td>
<td>2319 (76.4)</td>
</tr>
<tr>
<td><strong>Correct responses to COVID-19 transmission route questions</strong></td>
<td></td>
</tr>
<tr>
<td>Number of correct responses to COVID-19 transmission route questions, mean (SD)</td>
<td>4.2 (1.3)</td>
</tr>
<tr>
<td>0 correct responses, n (%)</td>
<td>131 (4.3)</td>
</tr>
<tr>
<td>1 correct response, n (%)</td>
<td>49 (1.6)</td>
</tr>
<tr>
<td>2 correct responses, n (%)</td>
<td>94 (3.1)</td>
</tr>
<tr>
<td>3 correct responses, n (%)</td>
<td>264 (8.7)</td>
</tr>
<tr>
<td>4 correct responses, n (%)</td>
<td>634 (20.9)</td>
</tr>
<tr>
<td>5 correct responses, n (%)</td>
<td>1863 (61.4)</td>
</tr>
<tr>
<td><strong>Perceptions related to COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived risk of contracting COVID-19 (answered High), n (%)</td>
<td>36 (1.2)</td>
</tr>
<tr>
<td>Perceived risk of contracting COVID-19, mean (SD)</td>
<td>1.3 (0.5)</td>
</tr>
<tr>
<td><strong>Perceived consequences of COVID-19 (answered Agree), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Permanent bodily damage to infected people</td>
<td>1226 (40.4)</td>
</tr>
<tr>
<td>High mortality rate of infected people</td>
<td>1687 (55.6)</td>
</tr>
<tr>
<td>Lack of effective treatment</td>
<td>1687 (55.6)</td>
</tr>
<tr>
<td>Lack of effective vaccines for prevention</td>
<td>1772 (58.4)</td>
</tr>
<tr>
<td>Perceived Severity Scale&lt;sup&gt;a&lt;/sup&gt; score, mean (SD)</td>
<td>9.1 (2.1)</td>
</tr>
<tr>
<td><strong>Perceived effectiveness of individual-level preventive measures (answered Effective), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Wearing face masks</td>
<td>2407 (79.3)</td>
</tr>
<tr>
<td>Sanitizing hands frequently</td>
<td>2464 (81.2)</td>
</tr>
<tr>
<td>Household disinfection</td>
<td>2331 (76.8)</td>
</tr>
<tr>
<td>Avoiding gatherings</td>
<td>2722 (89.7)</td>
</tr>
<tr>
<td>Perceived Effectiveness of Individual Preventive Measures Scale&lt;sup&gt;b&lt;/sup&gt; score, mean (SD)</td>
<td>11.1 (1.8)</td>
</tr>
<tr>
<td>Perceived effectiveness of preventive measures taken by the factory (answered Effective or Very effective), n (%)</td>
<td>2525 (83.2)</td>
</tr>
<tr>
<td>Perceived effectiveness of preventive measures taken by the factory, mean score (SD)</td>
<td>4.2 (1.0)</td>
</tr>
<tr>
<td><strong>Perceived effectiveness of governmental preventive measures (answered Effective), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Closure of public spaces (eg, restaurants, theaters)</td>
<td>2610 (86.0)</td>
</tr>
<tr>
<td>Restricting people coming in and out of Shenzhen</td>
<td>2583 (85.1)</td>
</tr>
<tr>
<td>Perceived Effectiveness of Governmental Preventive Measures Scale&lt;sup&gt;c&lt;/sup&gt; score, mean (SD)</td>
<td>5.6 (0.9)</td>
</tr>
<tr>
<td><strong>Perceived organizational preparedness for COVID-19 outbreak after work resumption (answered Agree), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>The factory in which you are working is well prepared for a COVID-19 outbreak after work resumption</td>
<td>2586 (85.2)</td>
</tr>
<tr>
<td>The medical system in Shenzhen is well prepared for a COVID-19 outbreak after work resumption</td>
<td>2297 (75.7)</td>
</tr>
<tr>
<td>Perceived Preparedness Scale&lt;sup&gt;d&lt;/sup&gt; score, mean (SD)</td>
<td>5.6 (0.8)</td>
</tr>
<tr>
<td><strong>Mental health status</strong></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9(^e) score, mean (SD)</td>
<td>2.1 (4.0)</td>
</tr>
<tr>
<td>Probable depression (PHQ-9 score ≥10), n (%)</td>
<td>170 (5.6)</td>
</tr>
</tbody>
</table>

\(^a\)Perceived Severity Scale: 4 items, Cronbach \(\alpha=0.70\); 1 factor was identified by exploratory factor analysis explaining 77.3% of the total variance.

\(^b\)Perceived Effectiveness of Individual-Level Preventive Measures Scale: 4 items, Cronbach \(\alpha=0.92\); 1 factor was identified by exploratory factor analysis explaining 80.9% of the total variance.

\(^c\)Perceived Effectiveness of Structural-Level Preventive Measures Scale: 2 items, Cronbach \(\alpha=0.85\).

\(^d\)Perceived Organizational Preparedness Scale: 2 items, Cronbach \(\alpha=0.76\).

\(^e\)PHQ-9: Patient Health Questionnaire-9, 9 items, Cronbach \(\alpha=0.90\); 1 factor was identified by exploratory factor analysis explaining 54.7% of the total variance.
Table 4. Responses to items measuring interpersonal-level variables (N=3035).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Daily average time of exposure to COVID-19–related information through different official media channels, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Television</strong></td>
<td></td>
</tr>
<tr>
<td>Almost no exposure</td>
<td>613 (20.2)</td>
</tr>
<tr>
<td>&lt;1 hour</td>
<td>1408 (46.4)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>607 (20.0)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>146 (4.8)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>258 (8.5)</td>
</tr>
<tr>
<td><strong>Newspapers</strong></td>
<td></td>
</tr>
<tr>
<td>Almost no exposure</td>
<td>1627 (53.6)</td>
</tr>
<tr>
<td>&lt;1 hour</td>
<td>907 (29.9)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>294 (9.7)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>79 (2.6)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>127 (4.2)</td>
</tr>
<tr>
<td><strong>Official web-based media (news apps, blogs of governmental organizations)</strong></td>
<td></td>
</tr>
<tr>
<td>Almost no exposure</td>
<td>134 (4.4)</td>
</tr>
<tr>
<td>&lt;1 hour</td>
<td>1263 (41.6)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>911 (30.0)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>258 (8.5)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>469 (15.5)</td>
</tr>
<tr>
<td><strong>Exposure Through Official Media Channels Scale</strong></td>
<td>7.0 (2.6)</td>
</tr>
<tr>
<td><strong>Daily average time of exposure to COVID-19–related information through unofficial media channels (eg, personal blogs)</strong></td>
<td></td>
</tr>
<tr>
<td>Hours of exposure, mean (SD)</td>
<td>2.4 (1.1)</td>
</tr>
<tr>
<td>Almost no exposure, n (%)</td>
<td>543 (17.9)</td>
</tr>
<tr>
<td>&lt;1 hour, n (%)</td>
<td>1436 (47.3)</td>
</tr>
<tr>
<td>1-2 hours, n (%)</td>
<td>571 (18.8)</td>
</tr>
<tr>
<td>3-4 hours, n (%)</td>
<td>185 (6.1)</td>
</tr>
<tr>
<td>&gt;4 hours, n (%)</td>
<td>300 (9.9)</td>
</tr>
<tr>
<td><strong>Daily average time of exposure to COVID-19–related information through face-to-face communication</strong></td>
<td></td>
</tr>
<tr>
<td>Hours of exposure, mean (SD)</td>
<td>1.9 (1.0)</td>
</tr>
<tr>
<td>Almost no exposure, n (%)</td>
<td>1269 (41.8)</td>
</tr>
<tr>
<td>Less than 1 hour, n (%)</td>
<td>1260 (41.5)</td>
</tr>
<tr>
<td>1-2 hours, n (%)</td>
<td>310 (10.2)</td>
</tr>
<tr>
<td>3-4 hours, n (%)</td>
<td>76 (2.5)</td>
</tr>
<tr>
<td>&gt;4 hours, n (%)</td>
<td>121 (4.0)</td>
</tr>
</tbody>
</table>

*aExposure Through Official Media Channels Scale, 3 items, Cronbach α=.71; 1 factor was identified by exploratory factor analysis explaining 63.4% of the total variance.*
Table 5. Responses to items measuring social-structural–level variables (n=3035), n (%).

<table>
<thead>
<tr>
<th>Preventive measures implemented by the factory</th>
<th>Factory workers (answered Yes)</th>
<th>People responsible for COVID-19 control (answered Yes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandatory 14-day quarantine for employees returning from high-risk areas</td>
<td>2901 (95.6)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Prohibiting nonemployees from entering the workplace</td>
<td>2664 (87.8)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Taking body temperature and requiring hand sanitation for all employees entering the workplace</td>
<td>2980 (98.2)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Providing face masks to all employees</td>
<td>2999 (98.8)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Requiring employees to wear face masks in the workplace</td>
<td>3023 (99.6)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Frequent workplace disinfection</td>
<td>2986 (98.4)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Setting up partitions in factory canteens</td>
<td>2838 (93.5)</td>
<td>14 (100.0)</td>
</tr>
</tbody>
</table>

Factors Associated With Self-Reported Compliance With Personal Preventive Measures in the Past Month

In the univariate multilevel logistic regression analysis, age, gender, education level, monthly personal income, status as frontline workers or management staff, and type of factory the participants were working in were significantly associated with self-reported compliance with one or more personal preventive measures (Table 6).
Table 6. Associations between background characteristics and self-reported compliance with different personal preventive measures.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Wearing a face mask consistently in any public space</th>
<th>Sanitizing hands every time after returning from public spaces or touching installations</th>
<th>Avoiding social and meal gatherings with people who do not live together</th>
<th>Avoiding crowded places</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>Reference N/A b</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
</tr>
<tr>
<td></td>
<td>(0.77-2.20)</td>
<td>(0.94-1.46)</td>
<td>(0.87-1.39)</td>
<td>(0.93-1.44)</td>
</tr>
<tr>
<td>26-30</td>
<td>1.31 .32</td>
<td>1.17 .17</td>
<td>1.10 .42</td>
<td>1.16 .19</td>
</tr>
<tr>
<td></td>
<td>(0.77-2.20)</td>
<td>(0.94-1.46)</td>
<td>(0.87-1.39)</td>
<td>(0.93-1.44)</td>
</tr>
<tr>
<td>31-40</td>
<td>1.29 .33</td>
<td>1.22 .07</td>
<td>1.23 .08</td>
<td>1.27 .03</td>
</tr>
<tr>
<td></td>
<td>(0.78-2.12)</td>
<td>(0.98-1.52)</td>
<td>(0.98-1.54)</td>
<td>(1.02-1.57)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>0.51 .02</td>
<td>1.34 .09</td>
<td>1.04 .81</td>
<td>1.18 .30</td>
</tr>
<tr>
<td></td>
<td>(0.29-0.91)</td>
<td>(0.95-1.88)</td>
<td>(0.75-1.44)</td>
<td>(0.86-1.60)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
</tr>
<tr>
<td></td>
<td>(0.58-1.19)</td>
<td>(1.01-1.41)</td>
<td>(0.60-0.84)</td>
<td>(0.62-0.85)</td>
</tr>
<tr>
<td>Female</td>
<td>0.83 .31</td>
<td>1.20 .04</td>
<td>0.71 &lt;.001</td>
<td>0.73 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>(0.58-1.19)</td>
<td>(1.01-1.41)</td>
<td>(0.60-0.84)</td>
<td>(0.62-0.85)</td>
</tr>
<tr>
<td>Internal migrants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
</tr>
<tr>
<td></td>
<td>(0.33-2.26)</td>
<td>(0.87-2.79)</td>
<td>(0.72-2.31)</td>
<td>(0.81-2.43)</td>
</tr>
<tr>
<td>No</td>
<td>0.86 .76</td>
<td>1.55 .14</td>
<td>1.29 .39</td>
<td>1.40 .23</td>
</tr>
<tr>
<td></td>
<td>(0.33-2.26)</td>
<td>(0.87-2.79)</td>
<td>(0.72-2.31)</td>
<td>(0.81-2.43)</td>
</tr>
<tr>
<td>Relationship status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
</tr>
<tr>
<td></td>
<td>(0.73-1.64)</td>
<td>(1.08-1.57)</td>
<td>(0.95-1.40)</td>
<td>(0.93-1.33)</td>
</tr>
<tr>
<td>Having a stable boyfriend or girlfriend</td>
<td>1.28 .46</td>
<td>1.04 .77</td>
<td>1.11 .50</td>
<td>1.13 .40</td>
</tr>
<tr>
<td></td>
<td>(0.66-2.48)</td>
<td>(0.80-1.36)</td>
<td>(0.83-1.48)</td>
<td>(0.85-1.48)</td>
</tr>
<tr>
<td>Married</td>
<td>1.10 .66</td>
<td>1.30 .005</td>
<td>1.16 .14</td>
<td>1.11 .26</td>
</tr>
<tr>
<td></td>
<td>(0.73-1.64)</td>
<td>(1.08-1.57)</td>
<td>(0.95-1.40)</td>
<td>(0.93-1.33)</td>
</tr>
<tr>
<td>Highest education level attained</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high or below</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
</tr>
<tr>
<td></td>
<td>(1.53-4.01)</td>
<td>(0.91-1.38)</td>
<td>(1.35-2.00)</td>
<td>(1.47-2.13)</td>
</tr>
<tr>
<td>Senior high or equivalent</td>
<td>2.47 &lt;.001</td>
<td>1.12 .29</td>
<td>1.64 &lt;.001</td>
<td>1.77 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>(1.53-4.01)</td>
<td>(0.91-1.38)</td>
<td>(1.35-2.00)</td>
<td>(1.47-2.13)</td>
</tr>
<tr>
<td>College or university</td>
<td>2.80 &lt;.001</td>
<td>0.94 .59</td>
<td>3.38 &lt;.001</td>
<td>4.63 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>(1.64-4.77)</td>
<td>(0.75-1.18)</td>
<td>(2.66-4.29)</td>
<td>(3.70-5.80)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>3.69 .04</td>
<td>1.19 .42</td>
<td>28.58 &lt;.001</td>
<td>11.50 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>(1.07-12.71)</td>
<td>(0.78-1.82)</td>
<td>(8.94-91.36)</td>
<td>(6.04-21.87)</td>
</tr>
<tr>
<td>Monthly personal income (¥) c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
<td>Reference N/A</td>
</tr>
<tr>
<td></td>
<td>(0.41-1.73)</td>
<td>(0.83-1.64)</td>
<td>(0.92-1.75)</td>
<td>(1.02-1.93)</td>
</tr>
<tr>
<td>3000-4999</td>
<td>0.84 .64</td>
<td>1.16 .39</td>
<td>1.27 .15</td>
<td>1.40 .04</td>
</tr>
<tr>
<td></td>
<td>(0.41-1.73)</td>
<td>(0.83-1.64)</td>
<td>(0.92-1.75)</td>
<td>(1.02-1.93)</td>
</tr>
<tr>
<td>5000-6999</td>
<td>1.82 .15</td>
<td>1.25 .24</td>
<td>1.71 .002</td>
<td>2.16 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>(0.81-4.07)</td>
<td>(0.87-1.79)</td>
<td>(1.21-2.42)</td>
<td>(1.54-3.03)</td>
</tr>
<tr>
<td>7000-9999</td>
<td>3.58 .02</td>
<td>0.89 .59</td>
<td>3.84 &lt;.001</td>
<td>4.62 &lt;.001</td>
</tr>
<tr>
<td></td>
<td>(1.21-10.59)</td>
<td>(0.60-1.34)</td>
<td>(2.46-5.99)</td>
<td>(3.05-7.02)</td>
</tr>
</tbody>
</table>
Avoiding crowded places
Avoiding social and meal gatherings with people who do not live together
Sanitizing hands every time after returning from public spaces or touching installations
Wearing a face mask consistently in any public space

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Wearing a face mask consistently in any public space</th>
<th>Sanitizing hands every time after returning from public spaces or touching installations</th>
<th>Avoiding social and meal gatherings with people who do not live together</th>
<th>Avoiding crowded places</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^a) (95% CI)</td>
<td>(^P) value</td>
<td>OR (95% CI)</td>
<td>(^P) value</td>
</tr>
<tr>
<td>≥10,000</td>
<td>2.04 (0.81-5.10)</td>
<td>.13</td>
<td>1.32 (0.89-1.97)</td>
<td>.17</td>
</tr>
</tbody>
</table>

Type of work

<table>
<thead>
<tr>
<th>Type of work</th>
<th>Reference</th>
<th>N/A</th>
<th>Reference</th>
<th>N/A</th>
<th>Reference</th>
<th>N/A</th>
<th>Reference</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontline worker</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Manager</td>
<td>1.69 (1.13-2.52)</td>
<td>.01</td>
<td>1.04 (0.88-1.23)</td>
<td>.66</td>
<td>2.37 (1.96-2.86)</td>
<td>&lt;.001</td>
<td>2.65 (2.22-3.15)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Type of factory

<table>
<thead>
<tr>
<th>Type of factory</th>
<th>Reference</th>
<th>N/A</th>
<th>Reference</th>
<th>N/A</th>
<th>Reference</th>
<th>N/A</th>
<th>Reference</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic device manufacturing</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Watchmaking</td>
<td>2.06 (0.90-4.76)</td>
<td>.09</td>
<td>1.94 (1.44-2.61)</td>
<td>&lt;.001</td>
<td>0.70 (0.55-0.91)</td>
<td>.006</td>
<td>0.63 (0.50-0.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Beverage manufacturing</td>
<td>0.45 (0.26-0.78)</td>
<td>.005</td>
<td>0.94 (0.69-1.29)</td>
<td>.70</td>
<td>0.94 (0.67-1.30)</td>
<td>.70</td>
<td>0.76 (0.56-1.02)</td>
<td>.07</td>
</tr>
<tr>
<td>Biotechnology product manufacturing</td>
<td>0.40 (0.24-0.69)</td>
<td>.001</td>
<td>2.15 (1.45-3.17)</td>
<td>&lt;.001</td>
<td>1.85 (1.24-2.76)</td>
<td>&lt;.001</td>
<td>2.30 (1.57-3.37)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio; crude ORs obtained from two-level logistic regression models (level 1: factories, level 2: individual participants).

\(^b\)N/A: not applicable.

\(^c\)1 ¥=US $0.15.

After adjusting for these significant background characteristics, knowledge about transmission routes of COVID-19 (adjusted odds ratios [AORs] from 1.16, CI 1.10-1.24, to 1.29, CI 1.21-1.37), perceived risk of contracting COVID-19 (AORs from 0.58, CI 0.50-0.68, to 0.85, CI 0.72-0.99), perceived effectiveness of individual (AORs from 1.05, CI 1.00-1.10, to 1.09, CI 1.04-1.13) and governmental (AORs from 1.14, CI 1.04-1.25, to 1.21, CI 1.02-1.42) preventive measures, and the number of preventive measures implemented by the factory (AORs from 1.30, CI 1.08-1.57, to 1.63, CI 1.45-1.84) were associated with self-reported compliance with all four personal preventive measures. Perceived preparedness for a potential outbreak after work resumption was associated with self-reported compliance with all personal preventive measures (AORs from 1.10, CI 1.00-1.21, to 1.50, CI 1.36-1.64), with the exception of consistent wearing of a face mask. Depressive symptoms were associated with consistent wearing of a facemask and self-reported sanitizing of hands (AORs of 0.96, CI 0.92-0.99, and 0.93, CI 0.91-0.94). Perceived severity of COVID-19 was associated with higher self-reported compliance with two physical distancing measures (AORs of 1.05, CI 1.01-1.09, and 1.07, CI 1.03-1.11) but not with consistent face mask wearing or sanitizing hands. In addition, the perceived effectiveness of preventive measures implemented by the factory (AOR 1.30, CI 1.20-1.41), and exposure to COVID-19–specific information through official media channels (AOR 1.08, CI 1.04-1.11) and face-to-face communication (AOR 0.90, CI 0.83-0.98) were associated with self-reported sanitizing of hands but not with other personal preventive measures (Table 7).
Table 7. Factors associated with self-reported compliance with different personal preventive measures.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Consistent face mask wearing in any public spaces</th>
<th>Sanitizing hands every time after returning from public spaces or touching installations</th>
<th>Avoiding social/meal gathering with people who do not live together</th>
<th>Avoiding crowded places</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR (95% CI)</td>
<td>P value</td>
<td>AOR (95% CI)</td>
<td>P value</td>
<td>AOR (95% CI)</td>
</tr>
<tr>
<td>Knowledge and perception</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge about transmission routes of COVID-19</td>
<td>1.21 (1.08-1.36)</td>
<td>.01 1.16 (1.10-1.24)</td>
<td>.001 1.18 (1.11-1.26)</td>
<td>.001 1.29 (1.21-1.37)</td>
</tr>
<tr>
<td>Perceived risk of contracting COVID-19</td>
<td>.71 (0.50-0.99)</td>
<td>.045 0.58 (0.50-0.68)</td>
<td>.001 0.85 (0.72-0.99)</td>
<td>.047 0.81 (0.69-0.95)</td>
</tr>
<tr>
<td>Perceived severity of COVID-19</td>
<td>.03 (0.95-1.12)</td>
<td>.46 1.03 (0.99-1.07)</td>
<td>.09 1.05 (1.01-1.09)</td>
<td>.04 1.07 (1.03-1.11)</td>
</tr>
<tr>
<td>Perceived effectiveness of individual preventive measures</td>
<td>.08 (1.00-1.18)</td>
<td>.048 1.09 (1.04-1.13)</td>
<td>.001 1.06 (1.01-1.11)</td>
<td>.01 1.05 (1.00-1.10)</td>
</tr>
<tr>
<td>Perceived effectiveness of preventive measures taken by the factories</td>
<td>1.00 (0.83-1.20)</td>
<td>.97 1.30 (1.20-1.41)</td>
<td>.001 1.01 (0.92-1.10)</td>
<td>.87 1.00 (0.92-1.09)</td>
</tr>
<tr>
<td>Perceived effectiveness of governmental preventive measures</td>
<td>.21 (1.02-1.42)</td>
<td>.03 1.14 (1.04-1.24)</td>
<td>.003 1.15 (1.05-1.26)</td>
<td>.004 1.14 (1.04-1.25)</td>
</tr>
<tr>
<td>Perceived organizational preparedness</td>
<td>.92 (0.72-1.16)</td>
<td>.47 1.50 (1.36-1.64)</td>
<td>.001 1.12 (1.02-1.24)</td>
<td>.03 1.10 (1.00-1.21)</td>
</tr>
<tr>
<td>Mental health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>.96 (0.92-0.99)</td>
<td>.02 0.93 (0.91-0.94)</td>
<td>.001 1.01 (0.99-1.03)</td>
<td>.43 1.00 (0.98-1.02)</td>
</tr>
<tr>
<td>Interpersonal-level variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exposure through official media channels</td>
<td>1.02 (0.96-1.10)</td>
<td>.51 1.08 (1.04-1.11)</td>
<td>.001 1.00 (0.97-1.03)</td>
<td>.89 1.00 (0.97-1.03)</td>
</tr>
<tr>
<td>Exposure through unofficial media channels</td>
<td>1.03 (0.88-1.21)</td>
<td>.70 1.07 (0.99-1.15)</td>
<td>.13 0.99 (0.92-1.07)</td>
<td>.77 0.99 (0.92-1.06)</td>
</tr>
<tr>
<td>Exposure through face-to-face communication</td>
<td>1.12 (0.92-1.37)</td>
<td>.25 0.90 (0.83-0.98)</td>
<td>.003 1.00 (0.92-1.09)</td>
<td>.99 1.02 (0.94-1.10)</td>
</tr>
<tr>
<td>Social-structural-level variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of preventive measures implemented by the factory</td>
<td>1.30 (1.08-1.57)</td>
<td>.006 1.63 (1.45-1.84)</td>
<td>.001 1.34 (1.19-1.51)</td>
<td>.001 1.47 (1.30-1.66)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

A recent study suggested that physical distancing and population behavioral changes that have a less disruptive economic impact than total lockdown can be effective in controlling COVID-19 [28]. Our study showed that both factories and workers in Shenzhen were well prepared for work resumption. The prevalence of consistent face mask wearing surged from 60% in the early phase of the COVID-19 outbreak (February 2020) [21] to over 95% in our study. Consistent face mask wearing is especially important in workplaces such as factories, where physical distancing cannot be guaranteed. It is also encouraging to see that all the sampled factories proactively implemented all preventive measures advocated by the government [2,3]. These efforts by factories and workers may contribute to effective COVID-19 control after work resumption in China [1].

However, this study highlighted issues related to personal preventive measures that should be addressed by future
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interventions. First, many workers used non–surgical-grade respirators or even cloth masks, and approximately 20% (601/3035, 19.8%) had reused face masks in the past month. This is understandable, as surgical-grade masks, which provide the highest level of protection against COVID-19, were in limited supply in the early phase of the COVID-19 outbreak in China. To address the supply issue, China has rapidly increased its face mask production capacity. Second, there is a need to improve adherence to hand hygiene and physical distancing measures. Despite WHO recommendations on hand hygiene [7], only 2152 of the 3035 study participants (70.9%) always sanitized their hands. There are some possible explanations for the relatively low adoption of this preventive measure. The importance of hand hygiene may have been less emphasized than consistent face mask wearing in China during the outbreak. Moreover, there may be a lack of appropriate places for workers to sanitize their hands. Only 70% of the factory workers avoided social meals and gatherings or crowded places in the past month. Most Chinese cities enforced community lockdown in the early phase of the outbreak. Some voluntary physical distancing measures will be relaxed when this lockdown is lifted. Without strengthening of preventive measures, local infection is likely to occur.

Our findings provide empirical insights to inform intervention development and suggest the need to tailor interventions to specific groups. Male factory workers were less likely to sanitize their hands frequently but were more likely to comply with physical distancing measures. Promotion efforts should account for gender differences. More attention should be given to workers with lower education levels, as they showed lower compliance with consistent face mask wearing and physical distancing measures compared to workers with higher levels of education. Health communication messages should be straightforward and written at appropriate literacy levels. Management staff performed better in complying with personal preventive measures than frontline workers. These results may be due to the fact that unlike management staff, who primarily work in offices, frontline workers may face barriers to compliance related to their duties and working environment. It is important for factories to identify and address these barriers and enable workers to take necessary precautions. Moreover, the level of self-reported compliance with personal preventive measures varied across different types of factories. Different compositions of workers may explain some of these differences. For example, compared to electronic device manufacturers, workers in watchmaking factories reported higher compliance with hand hygiene but poorer compliance with physical distancing. This difference may be due to the higher proportion of female workers in watchmaking factories (over 70% in this study) compared to that in electronic device manufacturing facilities (approximately 50%). Therefore, interventions should be tailored to different types of factories. Interventions targeting watchmaking factories should focus on physical distancing, while those targeting beverage producers and biotechnology product manufacturers should emphasize consistent face mask wearing.

At the social-structural level, the preventive measures implemented by the sampled factories played important roles in COVID-19 prevention, as knowledge of more preventive measures implemented by the factories was positively associated with compliance with all four personal preventive measures. Some of these measures directly increase access to face masks and facilitate physical distancing (eg, establishing partitions in factory canteens). Moreover, factories can cultivate widely shared organizational norms to facilitate behavioral changes among the workers when implementing these preventive measures [29]. Factories should disseminate these measures to all workers and monitor the implementation of these preventive measures regularly during the pandemic.

Consistent with findings of previous studies, knowledge and perceptions related to COVID-19 had a strong influence on compliance with personal preventive measures [15-18]. Most workers were knowledgeable about transmission routes of COVID-19. New findings such as the risk of transmission among asymptomatic patients or possible fecal-oral transmission should be disseminated to the workers. Compared to results of other studies during the early phase of the outbreak, fewer participants perceived a high risk of contracting COVID-19, probably due to the initial control of the pandemic in China [14]. One possible explanation for the observed negative association between risk perception and compliance may be that people who were not able to comply with these behaviors would perceive higher risk.

Increasing the knowledge and perceived severity of COVID-19 and disseminating the efficacy of individual and governmental preventive measures may be useful strategies in future programs. To enhance compliance with these preventive measures, governments and factories should make their preparedness plans transparent to factory workers. The significant association between perceived effectiveness of preventive measures implemented by the factories and hand sanitation appears to support our speculation that facilities for sanitizing hands in the workplace are an important determinant. Strategically placing hand sanitizer in high-traffic locations throughout the workplace should be considered. Noncompliance with personal preventive measures may be used as a negative coping response to depressive symptoms [30]. Providing psychological support to workers during work resumption is also useful to enhance their compliance with personal preventive measures.

We also found that exposure to different types of media had differing effects on compliance with personal preventive measures, as our results showed that media exposure only influenced hand hygiene. Moreover, exposure through official media channels had a positive impact on hand hygiene, while exposure through unofficial media channels and face-to-face communication had no impact or even a negative impact on the same behavior. Previous studies suggested that the more people read newspapers and watched television reports about MERS, the more knowledge they acquired about the disease and its prevention strategies [22,23]. Compared to official media channels, which mainly report information verified by expert sources, unofficial web-based media channels and face-to-face communication can disseminate not only knowledge but also false or unverified information during a crisis. The null effects of exposure through unofficial web-based media channels may have resulted from conflicting content. The consequences of
misinformation can be long-lasting and should not be underestimated in health crisis management [31]. We speculate that hand sanitation was impacted not only by individual perceptions but also by peers’ practices. Because hand sanitation was not highly prevalent, factory workers may have discouraged others from engaging in this behavior during face-to-face communication. Future studies should verify our speculation with a robust examination.

Our study was one of the first studies targeting factory workers at the beginning of work resumption during the COVID-19 pandemic. We used the socio-ecological model as a theoretical framework and examined potential associated factors at multiple levels. This study provides evidence to inform multilevel programs to strengthen compliance with personal preventive measures among factory workers. Currently, many countries are in the early stage of work resumption and are attempting to achieve a balance of economic reactivation and COVID-19 pandemic control; our findings have some reference value for these countries.

Limitations
This study has some limitations. First, policies and guidelines related to COVID-19 control are being updated rapidly in response to the quickly changing pandemic. These changes in national policies and guidelines have strong influences on self-reported compliance with personal preventive measures. For example, the National Health Commission of China updated the requirement to wear a face mask in the workplace on March 18, 2020, stating that face mask wearing is required in the workplace only when people are in close contact with others (<1 meter). Therefore, our findings are most applicable to the early phase of the COVID-19 outbreak, when strict measures were enforced, and have limited implication for the current situation in China. However, the risk of a second wave of COVID-19 still exists in China. In the case of another wave, some strict control measures are likely to be implemented again. Our findings could inform effective interventions facilitating the implementation of these strict control measures. Second, we only included factory workers in one Chinese city. Generalization should be made cautiously to individuals working in other types of enterprises or to other geographic locations in China. Third, because this study was anonymous and participants’ personal contacts and identifying information were not collected, we were not able to collect information from workers who refused to participate in the study. Factory workers who refused to complete the survey may have different characteristics from the participants. Selection bias existed. Our response rate was relatively high (73.0%) compared to other web-based surveys on similar topics [19,20]. Fourth, the data were self-reported, and verification was not feasible. Recall bias may have occurred. Participants may have also overreported their compliance with personal preventive measures due to social desirability. Fifth, most items and scales used in this study were self-constructed based on those used in previous studies on SARS and H1N1 in China [15-18]. The internal reliability of these scales was acceptable; however, they may require external validation. Sixth, we arbitrarily chose the cutoffs for different age groups. Moreover, some behavioral factors that may influence personal preventive behaviors during the COVID-19 pandemic were not considered in this study, such as previous experiences with pandemics, concerns related to personal protective equipment supply, resource constraints, and comfort of adopting these preventive measures [32]. National guidelines emphasize that maintaining good ventilation in the workplace is an essential strategy for COVID-19 control [33]. Failure to consider ventilation in the workplace was another limitation of this study. Furthermore, causality could not be established, as this was a cross-sectional study.

Conclusions
Factory workers in China self-reported a very high level of compliance with consistent face mask wearing at the beginning of work resumption. However, compliance with hand hygiene and physical distancing measures should be strengthened. Strategically placing hand sanitizer in the workplace should be considered. Future studies should address multilevel factors associated with these preventive measures. Our findings have some reference value for other countries that are in the early stage of work resumption.
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Abstract

Background: The COVID-19 pandemic has accelerated the need for telehealth at home. Although the Department of Veterans Affairs is a leading provider of telehealth, disparities may exist in reaching older veterans living in rural areas. VA Video Connect (VVC) is a video conferencing app that enables veterans to connect with their health care provider via a secure and private session.

Objective: The aim of this study was to examine the capability and willingness of older veterans to participate in a VVC visit during the COVID-19 pandemic.

Methods: A cross-sectional study was conducted on older veterans (N=118) at the Central Arkansas Veterans Healthcare System. Participants were interviewed over the phone and responses to the following items were recorded: availability of internet, email, and an electronic device with a camera; veterans’ willingness to complete an appointment via a VVC visit; and availability of assistance from a caregiver for those who were unable to participate in a VVC visit alone.

Results: Participants’ mean age was 72.6 (SD 8.3) years, 92% (n=108) were male, 69% (n=81) were Caucasian, 30% (n=35) were African Americans, and 36% (n=42) lived in a rural location. The majority reported having access to the internet (n=93, 77%) and email service (n=83, 70%), but only 56% (n=67) had a camera-equipped device. Overall, 53% (n=63) were willing and capable of participating in a VVC visit. The availability of internet access was significantly lower in rural compared to nonrural participants (P=.045) and in those with or less than a high school education compared to those who pursued higher education (P=.02). Willingness to participate in the VVC visit was significantly lower in rural compared to nonrural participants (P=.03). Of the participants who reported they were able and willing to partake in a VVC visit (n=54), 65% (n=35) opted for VVC and 35% (n=19) preferred a phone visit. In total, 77% (n=27) of the scheduled VVC visits were successful.

Conclusions: Despite advances in technology, and willingness on the part of health care systems, there are some lingering issues with capability and willingness to participate in video telehealth visits, particularly among older adults residing in rural areas.

(J Med Internet Res 2020;22(9):e21561) doi:10.2196/21561
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Introduction

The COVID-19 pandemic has exposed many technological, ideological, and policy shortcomings in the telehealth transition. To ease policy burdens, the Centers for Medicare & Medicaid Services (CMS) has now expanded telehealth services for all Medicare beneficiaries while making virtual care reimbursable at the same rate as in-person visits, at least during the pandemic [1]. Governmental agencies have issued an emergency waiver suspending the requirement for compliance with the Health Insurance Portability and Accountability Act (HIPAA) and have noted that popular applications for video chats, such as Zoom video conference, Apple FaceTime, and Facebook Messenger video chat, which are not HIPAA compliant, may be used if...
necessary [2]. All major medical associations have urged health care providers to implement telehealth systems [3].

The Department of Veterans Affairs (VA) is a leader in telehealth and has been seeing an uptake in telehealth across the nation [4]. In 2018 alone, VA provided more than 2.29 million telehealth episodes of care through clinical video telehealth (CVT) services [5] to roughly 12% of the veteran population. Veterans can visit a community-based outpatient clinic (ie, VA satellite clinics often located in rural areas) close to their home and are connected to providers in the main medical centers via CVT. Of the veterans who received CVT, 45% lived in rural areas and may have otherwise had limited access to VA health care. However, less than 1% received care through a telehealth modality in their home or through other non-VA locations [6]. Additionally, the COVID-19 pandemic has encouraged staying home to reduce the potential exposure to infection, making CVTs less desirable. In 2018, VA unveiled VA Video Connect (VVC), a video conferencing app for veterans and VA providers as part of its Anywhere to Anywhere initiative [7]. VVC is a secure and private session that allows veterans to have real-time access to their VA care team from their home using the camera on their smartphone, computer, or tablet, and an email address to connect to staff. Although fairly well received, veterans in some studies expressed concerns about errors in their care, perceived providers paid less attention to them, and stated they were less comfortable speaking up and asking questions [8]. It is important to determine if there is a subgroup of veterans that is underserved by VVC.

Currently, there is a clear and collective national will to adapt technology to provide safe medical care, but it is very important to address the potential for creating a digital divide. Older veterans residing in rural areas may be particularly vulnerable to the digital divide. Rural residents account for a quarter of US veteran population and a third of the VA caseload [9,10]. Likewise, about 47% of veterans are over the age of 65 years and are much more likely to be living in rural areas compared with their younger counterparts [6,10]. Rural older veterans face the difficult choice of risking iatrogenic COVID-19 exposure during a clinician visit or postponing needed care [11]. We hypothesized that internet availability would be lower among rural older veterans compared to nonrural older veterans. Hence, the primary objective of this study was to examine the availability of internet access and the willingness of older adults in a rural state to participate in a VVC visit during the COVID-19 pandemic. The secondary objective was to examine the characteristics of veterans that make them less likely to be able or willing to participate in such visits.

Methods

Sampling and Recruitment

A cross-sectional study was conducted over a 4-week period in the early part of the COVID-19 pandemic on older veterans who had appointments at the 6 clinics (5 geriatric clinics and 1 memory disorders clinic) of the Central Arkansas Veterans Healthcare System. All veterans scheduled for an appointment in these clinics during the study duration were invited to participate in the study.

The Institutional Review Board deemed this research to be exempt from review.

Procedures

The study was introduced by the clinician and completed by a research assistant after obtaining verbal permission. All interviews were conducted over the phone. The questionnaire was developed by clinical researchers who routinely see patients and conduct clinical research in the target population. Some of the questions were adapted from previously published work by the team [12]. Participants were not compensated for their participation.

Variables and Data Source

Demographic data, education, living situation, zip code, and comorbidities of the veterans were abstracted from the patient’s electronic medical records, which currently includes ICD-10 (International Statistical Classification of Diseases and Related Health Problems—10th revision) codes. Rurality was determined by searching the Office of Rural Health’s database by zip code.

A My HealtheVet account is a patient portal operated by VA through which veterans are able to see their laboratory results and communicate with their providers as needed. Whether or not veterans’ My HealtheVet accounts were linked to their electronic medical records was recorded.

Information Collected During the Interview

During the interview, veterans were asked about their willingness to have their visit conducted via VVC instead of an in-person or CVT visit. As the VVC visit requires a participant to have an email account to receive the VVC link, veterans were asked if they had an electronic device with email access. If so, the type of device (eg, smartphone, tablet, or computer) and whether any of the devices had a camera attached or built into it were asked. They were also asked if they had internet access at home to complete the VVC visit and if they had ever used their My HealtheVet account. If veterans reported no to all the above questions, they were asked if they had a caregiver available to help them set up a VVC call. For those who reported caregiver availability, their relationship was noted.

Information Collected Upon Completion of VVC Visits

All participants who were willing to and capable of using VVC appointments were asked if they had an upcoming appointment in the next 4 weeks. If they had an upcoming appointment, their preference for VVC vs phone call was recorded. A chart review was performed to ascertain if the VVC appointment was successfully completed and to capture any reasons noted in the chart for not completing a scheduled VVC appointment.

Statistical Analysis

For demographic variables, descriptive statistics were obtained, including means, standard deviations, and percentages, as applicable. A veteran was considered capable of participating in a VVC visit if he or she had internet and email access and a device with a camera. To explore whether there was an association between internet access and willingness to participate in a VVC visit and rurality, a chi-square test or Fisher exact test was performed, as appropriate. A significance level of 5% was
used. Exploratory analyses were also performed to test an association between internet access and educational status, My HealtheVet portal use or clinic visit type, and VVC willingness and/or capability using chi-square tests. The statistical analyses were conducted using SAS Enterprise Guide 7.15 (SAS Institute).

**Results**

**Demographic and Descriptive Statistics**

A total of 118 older adults participated in the cross-sectional interview during the COVID-19 pandemic stay-home period. All participants approached for the interview agreed to participate. Participants’ mean age was 72.6 (SD 8.3) years, 92% (n=108) were male, 68.6% (n=81) were Caucasian, and 29.7% (n=35) were African American (Table 1). The majority of the participants lived at home (n=116, 98%) and had a high school education/General Educational Development (GED) or some college/associate degree (n=79, 69%). Participants living in rural locations accounted for 36% (n=42) of the sample. In total, 40% (n=47) had their My HealtheVet account linked to their VA electronic medical records; of those, 81% (n=38) used their account. The most common chronic conditions included hypertension (n=96, 81%) and hyperlipidemia (n=54, 46%), followed by depression (n=38, 32%) and posttraumatic stress disorder (n=29, 25%); 26% (n=30) had either mild cognitive impairment or dementia (Table 1).
Table 1. Demographics and descriptive statistics (N=118).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>72.6 (8.3)</td>
</tr>
<tr>
<td><strong>Age category, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤64 years</td>
<td>16 (14)</td>
</tr>
<tr>
<td>65-74 years</td>
<td>62 (52)</td>
</tr>
<tr>
<td>≥75 years</td>
<td>40 (34)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>108 (92)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>81 (69)</td>
</tr>
<tr>
<td>African American</td>
<td>35 (30)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school/GED&lt;sup&gt;a&lt;/sup&gt;</td>
<td>31 (27)</td>
</tr>
<tr>
<td>Some college/associate degree</td>
<td>48 (42)</td>
</tr>
<tr>
<td>College/master’s/doctoral degree</td>
<td>34 (30)</td>
</tr>
<tr>
<td>Living situation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>116 (98)</td>
</tr>
<tr>
<td>Assisted living</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nursing home</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Rural</td>
<td>42 (36)</td>
</tr>
<tr>
<td><strong>My HealtheVet linked to CPRS&lt;sup&gt;b&lt;/sup&gt; (yes), n (%)</strong></td>
<td>47 (40)</td>
</tr>
<tr>
<td>Used My HealtheVet account (n=47)</td>
<td>38 (81)</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
</tr>
<tr>
<td>Dementia</td>
<td>14 (12)</td>
</tr>
<tr>
<td>Mild cognitive impairment</td>
<td>16 (14)</td>
</tr>
<tr>
<td>Depression</td>
<td>38 (32)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>29 (25)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>96 (81)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>54 (46)</td>
</tr>
<tr>
<td>Sensorineural hearing loss</td>
<td>24 (20)</td>
</tr>
<tr>
<td>Macular degeneration</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Legally blind</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GED: General Educational Development.
<sup>b</sup>CPRS: Computerized Patient Record System.

Baseline Characteristics of the Participants

In total, 93 out of 118 participants (77%) had internet access, and 83 (70%) participants had email access; however, only 67 (56%) participants had a device with a camera (Table 2). The majority used a desktop computer (44/83, 53%) or a smartphone (28/83, 34%) to access their email. Among those with a device, 67 out of 83 participants (81%) had a device with a camera. Of the 118 participants, 66 (56%) were capable of participating in a VVC visit and 69 (58%) expressed willingness. Approximately half the veterans (n=63, 53%) were both capable and willing to participate in an appointment via VVC. Almost all of those capable were willing to participate in the appointment via VVC (63/66, 95%). Among those not capable, 6 out of 52 participants (12%) were willing to participate in the appointment via VVC.
Table 2. Details on capability and willingness to participate in a VA Video Connect (VVC) appointment (N=118).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability of internet access</td>
<td>91 (77)</td>
</tr>
<tr>
<td>Availability of email access</td>
<td>83 (70)</td>
</tr>
<tr>
<td>Availability of a device with a camera</td>
<td>67 (56)</td>
</tr>
<tr>
<td>Capable of participating in VVC appointments</td>
<td>66 (56)</td>
</tr>
<tr>
<td>Willingness to participate in VVC appointments</td>
<td>69 (58)</td>
</tr>
<tr>
<td>Capable and willing to participate in VVC appointments</td>
<td>63 (53)</td>
</tr>
</tbody>
</table>

Type of device available (n=83)

- Smartphone: 28 (34)
- Tablet: 6 (7)
- Desktop computer: 44 (53)
- All above devices: 5 (6)

Availability of a caregiver to help set up the VVC appointment (n=40)

- Spouse: 13 (57)
- Sibling: 2 (9)
- Child: 7 (30)
- Other: 1 (4)

Older adults with availability of internet access, email, and a device with camera were considered capable to do the VVC appointments.

Information Collected During the Interview

Primary Analyses

The proportion of participants who had access to the internet was significantly lower in rural veterans compared to nonrural ones ($P=0.045$). The proportion of rural participants who were willing to participate in a clinic visit via VVC was significantly lower compared to nonrural participants ($P=0.03$). The differences in availability of various resources and capability and willingness among rural and urban veterans are depicted in Table 3.

Table 3. Differences in the availability of various resources and capability and willingness among rural and urban veterans.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Rural, n (%)</th>
<th>Urban, n (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet</td>
<td>28 (67)</td>
<td>63 (83)</td>
<td>$0.04^a$</td>
</tr>
<tr>
<td>Email</td>
<td>26 (62)</td>
<td>57 (75)</td>
<td>$0.14$</td>
</tr>
<tr>
<td>Device with a camera</td>
<td>20 (47)</td>
<td>47 (82)</td>
<td>$0.55$</td>
</tr>
<tr>
<td>Capable$^b$</td>
<td>20 (48)</td>
<td>46 (61)</td>
<td>$0.18$</td>
</tr>
<tr>
<td>Willing</td>
<td>19 (45)</td>
<td>50 (66)</td>
<td>$0.03^a$</td>
</tr>
<tr>
<td>Capable and willing$^c$</td>
<td>18 (43)</td>
<td>45 (59)</td>
<td>$0.09$</td>
</tr>
</tbody>
</table>

$^a$ $P$ value < 0.05 is clinically significant.

$^b$ Capable: a veteran was considered capable of participating in a VVC visit if he or she had internet access and also had a smartphone, tablet, or computer that had both email access and a camera.

$^c$ Capable and willing: a veteran capable and willing to participate in a VVC visit.

Secondary and Exploratory Analyses

The proportion of participants who had internet access was significantly lower in those with high school or less education compared to those with more than high school education ($P=0.02$). The proportion of participants who had access to the internet and email service was significantly lower for those who had an appointment at the memory disorders clinic ($P=0.01$) compared to those who had an appointment at the other geriatric clinics ($P=0.01$). The proportion of veterans who had their My HealtheVet account linked to their electronic medical records expressed significantly higher capability in participating in a VVC visit ($P=0.001$), willingness to participate in a VVC visit ($P=0.001$), and capability and willingness to participate in a VVC visit.
visit (P=.003), compared to those who did not have their My HealtheVet account linked to their electronic medical records.

**Attempts and Completion of VVC Visits**

Of the 63 VVC-capable and willing veterans, 54 had upcoming visits in the aforementioned clinics within 4 weeks from the time of their interviews. Of these 54 veterans, 19 (35%) preferred their appointment over the phone and 35 (65%) preferred a VVC visit. A total of 35 VVC appointments were scheduled during the study period. Of these, 27 (77%) were successfully completed. Of the completed VVC appointments, 13 (48%) received assistance from a relative or caregiver for the appointment. In total, 6 veterans could not complete their VVC appointments; 4 had internet connectivity issues and 2 were no-shows for their appointments.

**Discussion**

**Principal Findings**

This study describes the feasibility of conducting VVC visits in a rural state. The findings from this study are encouraging, with 77% of older adults having access to the internet and 70% having email service. These findings are similar to other studies that found increasing internet use in older veterans and willingness to participate in video programs for health [11]. It is troubling, however, to see that the historically described disparities in internet and email access among rural veterans is still prevalent, albeit at a lower frequency. Education appears to have a stronger influence on internet access, although willingness to participate in a VVC visit was more strongly influenced by rurality than education. These findings suggest that older veterans with a high school or less education residing in rural areas—the very consumers that need the VVC services most—may require extra attention. The Federal Communications Commission has taken key steps to bring broadband to rural America, such as the $20-billion investment in the *Rural Digital Opportunity Fund* and $1.4-billion allocation for the *Connect America Fund Phase II Reverse Auction* to expand broadband to more than 700,000 rural locations in 45 states [13]. Future measures are needed to make internet services affordable to rural residents.

The biggest hurdle for VVC capability in this sample was the availability of a camera-enabled device; only 56% of the participants had this. It is interesting to note that almost all of those who were capable of participating in a VVC appointment were willing to do so (95%). This suggests that providing video-enabled devices could improve uptake of VVCs. VA has been giving tablets to select groups of veterans for telehealth since 2016. Tablet recipients (N=604) reported that the care they received via video consultations was equivalent to in-person visits [14]. However, in the same study, 20% of the participants did not use the tablets, and one third, those with technological difficulties and/or multiple comorbidities, preferred in-person visits over remote visits [14]. However, the survey respondents in this study were younger (mean age 56.0, SE 0.20 years) than those of the current study [14]. In our study, only 12% of those that did not have VVC capability were willing to engage in VVCs, suggesting that providing tablets, although an important first step, may not solve problems for all veterans. Nevertheless, such selected patients could be targeted for tablet provision after ensuring that an internet connection is in place.

The participants that had an appointment at the memory disorders clinic had significantly lower access to internet or email services compared to those enrolled in other clinics. This difference could be due to a cohort effect and may be ameliorated by the presence of caregivers. Home-based video programs for dementia care are pioneered by groups such as Dr Lauren Moo’s team at the Bedford Geriatric Research, Education and Clinical Center, a center of excellence within VA focused on enhancing geriatric care [15]. The availability of such home-based video programs for dementia care has expanded exponentially across the nation [15]. With VA’s growing emphasis on caregiver services, telehealth options for veterans with dementia could grow exponentially.

The strong association between My HealtheVet portal use and VVC willingness and capability is very encouraging as the use of this portal by veterans could be a proxy for VVC capability and/or willingness. This finding, if proven in larger studies, may help assess generalizability; a clinician could then simply check if a veteran is currently using the portal before making the decision to offer a VVC visit.

The results of this study should be considered in the context of several limitations. The study population consisted of US veterans, of mostly male gender, and from a single geographic area, and thus, the patient-reported responses in our results may not be generalizable to other population groups, women, or other areas that use different telehealth equipment, workflows, and processes of care. Despite these limitations, our study can be characterized by many strengths, including the systematic collection of actionable information from a group of veterans who are older and at high risk of being left out in the current digital transformation.

**Conclusion**

Despite advances in technology, and willingness on the part of health care systems, there are some lingering issues relating to capability and willingness to participate in video telehealth visits particularly among older adults residing in rural areas. Policy efforts to bring broadband internet access to rural residents are the necessary first steps in addressing the digital divide. Targeted educational efforts are needed to train those residing in rural areas. The distribution of video-capable devices needs to be augmented by the provision of high-speed internet and age-friendly technical assistance.
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Abstract

Background: The COVID-19 pandemic is associated with common mental health problems. However, evidence for the association between fear of COVID-19 and obsessive-compulsive disorder (OCD) is limited.

Objective: This study aimed to examine if fear of negative events affects Yale-Brown Obsessive-Compulsive Scale (Y-BOCS) scores in the context of a COVID-19–fear-invoking environment.

Methods: All participants were medical university students and voluntarily completed three surveys via smartphone or computer. Survey 1 was conducted on February 8, 2020, following a 2-week-long quarantine period without classes; survey 2 was conducted on March 25, 2020, when participants had been taking online courses for 2 weeks; and survey 3 was conducted on April 28, 2020, when no new cases had been reported for 2 weeks. The surveys comprised the Y-BOCS and the Zung Self-Rating Anxiety Scale (SAS); additional items included questions on demographics (age, gender, only child vs siblings, enrollment year, major), knowledge of COVID-19, and level of fear pertaining to COVID-19.

Results: In survey 1, 11.3% of participants (1519/13,478) scored ≥16 on the Y-BOCS (defined as possible OCD). In surveys 2 and 3, 3.6% (305/8162) and 3.5% (305/8511) of participants had scores indicative of possible OCD, respectively. The Y-BOCS score, anxiety level, quarantine level, and intensity of fear were significantly lower at surveys 2 and 3 than at survey 1 (P<.001 for all). Compared to those with a lower Y-BOCS score (<16), participants with possible OCD expressed greater intensity of fear and had higher SAS standard scores (P<.001). The regression linear analysis indicated that intensity of fear was positively correlated to the rate of possible OCD and the average total scores for the Y-BOCS in each survey (P<.001 for all). Multiple regressions showed that those with a higher intensity of fear, a higher anxiety level, of male gender, with sibling(s), and majoring in a nonmedicine discipline had a greater chance of having a higher Y-BOCS score in all surveys. These results were redemonstrated in the 5827 participants who completed both surveys 1 and 2 and in the 4006 participants who completed all three surveys. Furthermore, in matched participants, the Y-BOCS score was negatively correlated to changes in intensity of fear (r=0.74 for survey 2, P<.001; r=0.63 for survey 3, P=.006).

Conclusions: Our findings indicate that fear of COVID-19 was associated with a greater Y-BOCS score, suggesting that an environment (COVID-19 pandemic) × psychology (fear and/or anxiety) interaction might be involved in OCD and that a fear of negative events might play a role in the etiology of OCD.

(J Med Internet Res 2020;22(9):e21915) doi:10.2196/21915
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COVID-19; fear; anxiety; obsessive-compulsive disorder; OCD; Yale-Brown Obsessive-Compulsive Scale; university student; mental health

Introduction

At the end of 2019, an outbreak of COVID-19, caused by the novel coronavirus SARS-CoV-2 was reported in Wuhan, China [1]. With the growing number of cases and deaths, fear and uncertainty have spread around the globe as COVID-19 continues to capture the world’s attention. Since the end of January 2020, many provinces in China, including Henan Province, implemented quarantine measures, which may further instill fear of the virus in communities. At the same time, public education on disease prevention and environmental hygiene was emphasized across the country. Information outlets, such as the internet, television, radio, newspapers, cellphones, and social media (eg, WeChat), were used to disseminate advice on how to prevent infection (eg, stay at home, wear face masks, wash hands frequently, and/or sanitize hands). In addition, the rapid transmission of COVID-19, its approximately 2% fatality rate, lack of effective treatments and vaccines, and mass quarantine measures are associated with common mental health problems (eg, fear, anxiety, depression, and sleep problems) in subpopulations, including COVID-19 patients, those with close contact to infectees, the public, and health care professionals [2,3]. A study including 1210 respondents from 194 cities in China found that 54% of respondents rated the psychological impact of the COVID-19 outbreak as moderate or severe; 29% reported moderate-to-severe anxiety symptoms; and 17% reported moderate-to-severe depressive symptoms [4]. However, there is a lack of research on the effects of the COVID-19 pandemic on specific mental disorders, such as obsessive-compulsive disorder (OCD).

OCD is a chronic and debilitating mental disorder and tends to be treatment refractory. It is characterized by unwanted intrusive thoughts (obsessions) and repetitive compulsive behaviors or mental rituals (compulsions). Individuals perform compulsions in response to the distress associated with the content of the obsessions. Often of early onset (ie, before 18 years of age), OCD impacts 2% to 3% of the US population [5] and affects individuals throughout their lives, leading to a diminished quality of life for patients and their families, reduced productivity, and high health care costs. OCD accounts for 2.2% of total years lived with disability, which is approximately the same percentage as schizophrenia [6].

OCD has been reported to have several specific clinical characteristics. First, individuals manifest OCD symptoms only under certain situations that usually invoke a fear of negative events. Second, more than 90% of the general population has experienced intrusive thoughts [7]. Third, the more effort put into controlling the obsession, the more frequently and intensely it intruded the patient’s mind [8]. Forth, compulsions can make intrusive thoughts become more frequent, repetitive, and disturbing [9]. Fifth, the performance of repetitive behaviors (eg, handwashing or checking) are generally related to a fear of negative events, such as fear of contamination or fear of a house catching on fire. Finally, in an OCD symptom–induced situation, the fear of negative events, obsessions, and compulsions can be considered as stressors and their effects on individuals can be neutralized when appropriate coping strategies are used [10-12]. This evidence suggests that fear of negative events is involved in symptom development and maintenance. For example, individuals with OCD repetitively check—for instance, the door or stove—due to a fear of loss of property, and spend a long time on handwashing due to a fear of contamination [13,14]. In addition, worry, disgust, and “just-not-right” sentiments can be involved in the onset of OCD [15,16]. Recently, a study in pediatric OCD found that individuals with OCD exhibit greater fear acquisition and impaired inhibitory learning compared to healthy controls [17]. However, there is lack of prospective studies on the relationship between the onset of OCD and a fear of negative events [18].

In this prospective study, we conducted surveys on students of the Xinxiang Medical University (XXMU) at three timepoints during the COVID-19 pandemic. We primarily sought to investigate whether fear of COVID-19 affects the prevalence of possible OCD based on a score of ≥16 on the Yale-Brown Obsessive-Compulsive Scale (Y-BOCS). We also aimed to investigate the predictors for possible OCD. We hypothesized that fear of COVID-19 infection would be correlated to Y-BOCS scores.

Methods

Participants and Procedure

In this prospective cohort study, we surveyed college students at XXMU, including medical and nonmedical students. All participants voluntarily completed the survey via smartphone or computer at three timepoints.

The initial survey (survey 1) was distributed on February 8, 2020, when the participants were on winter break under a high level quarantine due to increases in COVID-19 cases reported. Survey 2 was distributed on March 15, 2020, when the participants had been taking online courses for 2 weeks under a moderate level of quarantine. Survey 3 was distributed on April 30, 2020, when the participants were still taking academic courses at home under a low quarantine level with no new cases reported.

For survey 1, we received 14,691 completed questionnaires. Among them, the 477 students who completed the survey in less than 3 minutes were excluded, and 214 duplications were deleted. For survey 2, we received 8725 completed questionnaires. Among them, the 112 students who completed the survey in less than 3 minutes were excluded, and 146 duplications were deleted. For survey 3, we received 10,150 completed questionnaires. Among them, the 633 students who completed the survey in less than 3 minutes were excluded, and 701 duplications were deleted. In order to track the identity of individuals who completed all three surveys, we used nicknames, age, gender, address (city), grade, and major as ID.
variables; there were 5827 ID-matched participants from surveys 1 and 2 and 4006 ID-matched participants from all three surveys, after excluding one ID duplicate in each survey and those who completed the surveys in 3 minutes (Figure 1). In the surveys, quarantine level in different areas where participants lived were announced by the government and were designated as low (score of 1), medium (score of 2), and high (score of 3), which reflected the severity of the COVID-19 pandemic in that area.

Figure 1. Flow diagram of surveys among university students.

The first wave survey: during the quarantine without academic courses
02/08/2020
14,169 completed
477 took less than 3 minutes and were excluded. 214 duplicates were deleted.
13,478 entered the analysis
5827 matched subjects from the surveys 1 and 2

The second wave survey: during the quarantine with online courses
03/15/2020
8725 completed
112 took less than 3 minutes and were excluded. 146 duplicates were deleted
8467 entered the analysis

The third wave survey: 2 weeks after the low-level quarantine with online courses
04/28/2020
10,150 completed
633 took less than 3 minutes and were excluded. 701 duplicates were deleted
8816 entered the analysis
4006 matched subjects from all three surveys

The survey protocol was approved by the Committee on Human Research at XXMU. Since the study involved internet technologies, this ensured compliance with the principles of voluntary participation. All participants provided electronic informed consent.

Assessment

We used a battery of questionnaires in our surveys, including questions on basic information (age, gender, only child vs sibling[s], enrollment year, major), knowledge on COVID-19 (0 for “do not know” to 3 for “very knowledgeable”), level of fear (0 for “no fear” to 9 for “extreme fear”), as well as the Y-BOCS and the SAS. The Y-BOCS is an undisputed gold standard to evaluate the severity of OCD symptoms [19,20]. It is the most widely used semistructural scale in both clinical and research settings. It consists of a comprehensive symptom checklist to identify the specific type and content of obsessive and compulsive symptoms in addition to a 10-item rating scale. After inquiring about what types of obsessions and compulsions the patient experiences using a standard checklist, individuals are asked to identify their main symptoms (obsessions and compulsions) and respond to a series of questions. The scale is divided into two subscales that separately measure obsessions and compulsions. For each subscale, five aspects of obsessive and compulsive pathology are each rated on a scale ranging from 0 (no symptoms) to 4 (extreme symptoms): time spent, degree of interference, distress, resistance (greater resistance is assigned lower scores), and perceived control over the symptom. Subscale scores are summed to yield a Y-BOCS total score. There is a moderate correlation in consistency and discrepancy between self-reported and clinician-rated Y-BOCS scores; the highest correlation is observed for the compulsion subscale and patients tend to rate symptoms lower than clinicians [21,22]. Since many studies use a Y-BOCS score ≥16 as an inclusion criteria for OCD, we defined that score as “possible OCD” in this study. We used the SAS to quantify a participant’s level of anxiety [23]. The SAS is a 20-item self-report assessment device built to measure anxiety levels, based on scoring in 4 groups of manifestations: cognitive, autonomic, motor, and central nervous system symptoms. Responding to each item, a person should indicate how much each statement applies to him or her in the past 1 or 2 weeks. Each question is scored on a scale of 1 to 4 (1: “a little of the time,” 2: “some of the time,” 3: “a good part of the time,” 4: “most of the time”). Of the 20 items, five items are negatively worded to avoid the problem of set response (ie, careless responding). The total raw scores range from 20 to 80. The raw score is used as an anxiety-severity score. The total score of 20-44 indicates normal range, 45-59 indicates mild-to-moderate anxiety, 60-74 indicates marked-to-severe anxiety, and >75 indicates extreme anxiety.

Statistical Analyses

The microdata from the three surveys of the same population were analyzed using SPSS, version 24 (IBM Corp). Demographic characteristics of participants were tabulated using means and standard deviations for continuous variables and frequency distributions for categorical variables. The repeated measure analyses (Wilks lambda) were performed for the 5827
participants who were matched using ID variables from the first two surveys and for the 4006 matched participants from all three surveys, to examine the changes in Y-BOCS score, anxiety levels (SAS score), and intensity of fear of COVID-19. For all eligible participants from all surveys, analysis of variance (ANOVA), chi-square tests, and regression analyses were performed to examine demographic characteristics and Y-BOCS score predictors.

Results

There were 13,478 participants in survey 1, 8467 participants in survey 2, and 8816 participants in survey 3 who were included in the analysis. The participants were aged between 17-50 years (mean 21.3, SD 2.5 years for survey 1; mean 21.2, SD 2.3 years for survey 2; mean 20.9, SD 2.0 years for survey 3; this mean age was lower than those of surveys 1 and 2, \( P < .001 \)). In total, 664 (4.9%) participants in survey 1, 274 (3.2%) participants in survey 2, and 199 (2.6%) participants in survey 3 were aged \( \geq 26 \) years old. The proportion of the participants who majored in clinical medicine was higher in survey 1, compared to those in surveys 2 and 3 (\( P < .001 \)). There were 5827 participants who had at least five out of six ID variables matched in surveys 1 and 2, and 4006 participants were matched across all three surveys. The gender composition ratio and the rate of having one or more sibling(s) were not significantly different across survey participants. The distribution of participants in terms of enrollment year (2015-2019) was different between the three surveys (\( \chi^2 = 151.6, P < .001 \)) (Table 1).
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Survey 1</th>
<th>Survey 2</th>
<th>Survey 3</th>
<th>F or $\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (year), mean (SD)</td>
<td>21.3 (2.5)</td>
<td>21.2 (2.3)</td>
<td>20.9 (2.0)</td>
<td>F=85.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intensity of fear, mean (SD)</td>
<td>7.8 (2.0)</td>
<td>6.7 (2.2)</td>
<td>6.5 (2.2)</td>
<td>F=1147.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Y-BOCS(^a) score, mean (SD)</td>
<td>7.9 (5.7)</td>
<td>4.8 (5.1)</td>
<td>4.5 (5.1)</td>
<td>F=1366.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SAS(^b) standard score, mean (SD)</td>
<td>36.9 (7.9)</td>
<td>36.1 (8.2)</td>
<td>36.2 (8.1)</td>
<td>F=34.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quarantine level, mean (SD)</td>
<td>2.44 (0.7)</td>
<td>1.26 (0.5)</td>
<td>1.00 (0.0)</td>
<td>F=27.129.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$=113.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;26</td>
<td>12,814 (95.1)</td>
<td>8193 (96.7)</td>
<td>8617 (97.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥26</td>
<td>664 (4.9)</td>
<td>274 (3.3)</td>
<td>199 (2.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$=1.8</td>
<td>.41</td>
</tr>
<tr>
<td>Male</td>
<td>4662 (34.6)</td>
<td>2991 (35.3)</td>
<td>3113 (35.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8816 (65.4)</td>
<td>5476 (64.7)</td>
<td>5703 (54.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$=227.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical</td>
<td>8549 (63.4)</td>
<td>4576 (54.0)</td>
<td>5259 (59.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic medical</td>
<td>3428 (26.4)</td>
<td>2902 (34.3)</td>
<td>2467 (28.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmedical</td>
<td>1501 (11.1)</td>
<td>989 (11.7)</td>
<td>1090 (12.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sibling(s), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$=1.5</td>
<td>.48</td>
</tr>
<tr>
<td>No</td>
<td>2452 (18.2)</td>
<td>1495 (17.7)</td>
<td>1557 (17.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11,026 (81.8)</td>
<td>6972 (82.3)</td>
<td>7259 (82.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of enrollment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$=360.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2015</td>
<td>1319 (10.0)</td>
<td>941 (11.1)</td>
<td>665 (7.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>2343 (17.7)</td>
<td>1863 (22.0)</td>
<td>1403 (15.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>2997 (22.6)</td>
<td>1511 (17.8)</td>
<td>2013 (22.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>3274 (24.7)</td>
<td>2169 (25.6)</td>
<td>2474 (28.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2019</td>
<td>3017 (22.8)</td>
<td>1883 (22.2)</td>
<td>2206 (25.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>291 (2.2)</td>
<td>92 (1.3)</td>
<td>55 (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y-BOCS score(^c), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$=704.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥16</td>
<td>1519 (11.3)</td>
<td>305 (3.6)</td>
<td>305 (3.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;16</td>
<td>11,959 (88.7)</td>
<td>8162 (96.4)</td>
<td>8511 (96.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Y-BOCS: Yale-Brown Obsessive-Compulsive Scale.

\(^b\)SAS: Zung Self-Rating Anxiety Scale.

\(^c\)The odds ratio for the Y-BOCS was 2.4 (95% CI 2.2-2.7).

In survey 1, 11.3% (n=1519) of participants had a Y-BOCS score ≥16 (possible OCD); this was significantly higher than the 3.6% (n=305) observed in survey 2 ($\chi^2$=401.2, odds ratio [OR] 2.4, 95% CI 2.2-2.7, $P<.001$) and 3.5% (n=305) in survey 3 ($\chi^2$=431.9, OR 3.5, 95% CI 3.1-4.0, $P<.001$). Compared to the baseline, the self-reported intensity of fear of COVID-19, Y-BOCS score, SAS standard score, and quarantine level (1=low, 2=medium, and 3=high) were significantly reduced among surveys 2 and 3 participants ($P<.001$ for all) (Table 1).

In the 5827 matched participants from surveys 1 and 2 and the 4006 matched participants from all three surveys, the repeated measure analysis (Wilks lambda) showed that the Y-BOCS score, the SAS standard score, the intensity of fear of COVID-19, and the quarantine level of surveys 2 and 3 decreased significantly from baseline ($P<.001$ for all). The Y-BOCS score, intensity of fear of COVID-19, and quarantine level were lower in survey 3 than in survey 2, while the SAS standard score in survey 3 was higher than that in survey 2 ($P<.001$ for all) (Table 2).
To further analyze the characteristic of participants, the two-way ANOVA analysis using two independent variables of the surveys and Y-BOCS score (dichotomously grouped into “possible OCD” with a score ≥16 and <16) was performed. Significant differences of Y-BOCS score, intensity of fear, SAS standard score, and quarantine level were found among the groups (P<.001), in which no statistical difference in Y-BOCS score was found between the participants with possible OCD across all three surveys. In surveys 2 and 3, no difference was found in quarantine level between the participants with possible OCD and those with a Y-BOCS score <16 (Table 3). In addition, the chi-square test was applied to test the distribution of possible OCD in the survey participants. The prevalence of possible OCD in males was higher than that in female across all surveys. Taking age into account, the rates of possible OCD in males aged <26 years were higher than those in females (P=.001, P=.002, and P<.001 for surveys 1, 2, and 3, respectively), while the rates of possible OCD were not significantly different between males and females aged ≥26 years across all three surveys. The distribution of possible OCD was significantly different in terms of intensity of fear (P≤.001). The rate of possible OCD in participants who had sibling(s) was higher than that in those who had no sibling(s) (χ² =11.2, P=.001) in survey 1, but no difference was found in surveys 2 and 3. The distribution of possible OCD in terms of the year of enrollment was different in surveys 2 and 3 (P=.03 and P=.02; Table 3).
Table 3. Comparison of participants with higher Yale-Brown Obsessive-Compulsive Scale (Y-BOCS) scores (≥16) to those with lower Y-BOCS scores (<16) across all three surveys.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Survey 1 Y-BOCS score &lt;16</th>
<th>Survey 1 Y-BOCS score ≥16</th>
<th>Survey 2 Y-BOCS score &lt;16</th>
<th>Survey 2 Y-BOCS score ≥16</th>
<th>Survey 3 Y-BOCS score &lt;16</th>
<th>Survey 3 Y-BOCS score ≥16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.3 (2.5)</td>
<td>21.4 (2.4)</td>
<td>21.2 (2.3)</td>
<td>21.2 (2.1)</td>
<td>20.9 (2.0)</td>
<td>21.0 (1.9)</td>
</tr>
<tr>
<td>Y-BOCS score, mean (SD)</td>
<td>6.5 (4.3)</td>
<td>19.0 (3.2)</td>
<td>4.3 (4.3)</td>
<td>19.0 (3.7)</td>
<td>4.0 (4.2)</td>
<td>19.3 (2.9)</td>
</tr>
<tr>
<td>Intensity of fear, mean (SD)</td>
<td>7.7 (2.0)</td>
<td>8.7 (1.7)</td>
<td>6.6 (2.3)</td>
<td>7.3 (2.2)</td>
<td>6.5 (2.2)</td>
<td>7.3 (2.0)</td>
</tr>
<tr>
<td>SAS standard score, mean (SD)</td>
<td>36.0 (7.1)</td>
<td>44.6 (9.4)</td>
<td>35.6 (7.5)</td>
<td>50.1 (12.6)</td>
<td>35.7 (7.5)</td>
<td>50.5 (10.6)</td>
</tr>
<tr>
<td>Quarantine level, mean (SD)</td>
<td>2.4 (0.7)</td>
<td>2.5 (0.6)</td>
<td>1.3 (0.5)</td>
<td>1.3 (0.4)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4081 (87.5)</td>
<td>581 (12.5)</td>
<td>2860 (95.6)</td>
<td>131 (4.4)</td>
<td>2974 (95.5)</td>
<td>139 (4.5)</td>
</tr>
<tr>
<td>Female</td>
<td>7878 (89.4)</td>
<td>938 (10.6)</td>
<td>5302 (97.3)</td>
<td>174 (2.7)</td>
<td>5537 (97.1)</td>
<td>166 (2.9)</td>
</tr>
<tr>
<td>Age, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3865 (87.4)</td>
<td>556 (12.6)</td>
<td>2772 (95.6)</td>
<td>129 (4.4)</td>
<td>2911 (95.5)</td>
<td>137 (4.5)</td>
</tr>
<tr>
<td>Female</td>
<td>7499 (89.3)</td>
<td>894 (10.7)</td>
<td>5127 (96.9)</td>
<td>165 (3.1)</td>
<td>5407 (97.1)</td>
<td>162 (2.9)</td>
</tr>
<tr>
<td>≥26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>216 (89.6)</td>
<td>25 (10.4)</td>
<td>91 (97.8)</td>
<td>2 (2.2)</td>
<td>63 (96.9)</td>
<td>2 (3.1)</td>
</tr>
<tr>
<td>Female</td>
<td>379 (89.6)</td>
<td>44 (10.4)</td>
<td>172 (95.0)</td>
<td>9 (5.0)</td>
<td>130 (97.0)</td>
<td>4 (3.0)</td>
</tr>
<tr>
<td>Major, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>7652 (89.5)</td>
<td>897 (10.5)</td>
<td>4425 (96.7)</td>
<td>151 (3.3)</td>
<td>5098 (96.9)</td>
<td>161 (3.1)</td>
</tr>
<tr>
<td>Basic medical</td>
<td>3002 (87.6)</td>
<td>426 (12.4)</td>
<td>2801 (96.5)</td>
<td>101 (3.5)</td>
<td>2367 (95.9)</td>
<td>100 (4.1)</td>
</tr>
<tr>
<td>Nonmedical</td>
<td>1305 (86.9)</td>
<td>196 (13.1)</td>
<td>936 (94.6)</td>
<td>53 (5.4)</td>
<td>1046 (96.0)</td>
<td>44 (4.0)</td>
</tr>
<tr>
<td>Have sibling(s), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2223 (95.6)</td>
<td>229 (4.4)</td>
<td>1449 (96.9)</td>
<td>46 (3.1)</td>
<td>1501 (96.4)</td>
<td>56 (3.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>9736 (97.3)</td>
<td>1290 (2.7)</td>
<td>6713 (96.3)</td>
<td>259 (3.7)</td>
<td>7010 (96.6)</td>
<td>249 (3.4)</td>
</tr>
<tr>
<td>Year of enrollment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>1170 (88.7)</td>
<td>149 (11.3)</td>
<td>914 (97.1)</td>
<td>27 (2.9)</td>
<td>645 (97.0)</td>
<td>20 (3.0)</td>
</tr>
<tr>
<td>2016</td>
<td>2076 (88.6)</td>
<td>267 (11.4)</td>
<td>1788 (96.0)</td>
<td>75 (4.0)</td>
<td>1348 (96.1)</td>
<td>55 (3.9)</td>
</tr>
<tr>
<td>2017</td>
<td>2633 (87.9)</td>
<td>364 (12.1)</td>
<td>1452 (96.1)</td>
<td>59 (3.9)</td>
<td>1923 (95.5)</td>
<td>90 (4.5)</td>
</tr>
<tr>
<td>2018</td>
<td>2914 (89.0)</td>
<td>360 (11.0)</td>
<td>2103 (97.0)</td>
<td>66 (3.0)</td>
<td>2407 (97.3)</td>
<td>67 (2.7)</td>
</tr>
<tr>
<td>2019</td>
<td>2708 (89.8)</td>
<td>309 (10.2)</td>
<td>1815 (96.4)</td>
<td>68 (3.6)</td>
<td>2135 (96.8)</td>
<td>71 (3.2)</td>
</tr>
<tr>
<td>Intensity of fear, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>96 (97.0)</td>
<td>3 (3.0)</td>
<td>180 (98.4)</td>
<td>3 (1.6)</td>
<td>185 (99.5)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>1</td>
<td>100 (98.0)</td>
<td>2 (2.0)</td>
<td>223 (98.2)</td>
<td>4 (1.7)</td>
<td>218 (99.5)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>2</td>
<td>216 (97.3)</td>
<td>6 (2.7)</td>
<td>382 (97.7)</td>
<td>9 (2.3)</td>
<td>471 (98.5)</td>
<td>7 (1.5)</td>
</tr>
<tr>
<td>3</td>
<td>293 (97.7)</td>
<td>7 (2.3)</td>
<td>446 (97.4)</td>
<td>12 (2.6)</td>
<td>544 (97.5)</td>
<td>14 (2.5)</td>
</tr>
<tr>
<td>4</td>
<td>980 (95.1)</td>
<td>51 (4.9)</td>
<td>1189 (97.1)</td>
<td>35 (2.9)</td>
<td>1278 (97.6)</td>
<td>31 (2.4)</td>
</tr>
<tr>
<td>5</td>
<td>1921 (93.5)</td>
<td>134 (6.5)</td>
<td>1607 (96.6)</td>
<td>55 (3.3)</td>
<td>1758 (96.8)</td>
<td>59 (3.2)</td>
</tr>
<tr>
<td>6</td>
<td>1781 (92.0)</td>
<td>154 (8.0)</td>
<td>1179 (97.0)</td>
<td>37 (3.0)</td>
<td>1295 (96.2)</td>
<td>51 (3.8)</td>
</tr>
<tr>
<td>7</td>
<td>2088 (90.0)</td>
<td>231 (10.0)</td>
<td>1116 (95.0)</td>
<td>59 (5.0)</td>
<td>1138 (96.3)</td>
<td>44 (3.7)</td>
</tr>
<tr>
<td>8</td>
<td>1086 (87.7)</td>
<td>153 (12.3)</td>
<td>513 (96.7)</td>
<td>18 (3.4)</td>
<td>462 (93.7)</td>
<td>31 (6.3)</td>
</tr>
</tbody>
</table>
The regression linear analysis indicated that intensity of fear was significantly correlated to the proportions of possible OCD and the average total scores for the Y-BOCS. The correlation coefficient between intensity of fear and rate of participants with possible OCD was 0.92 for survey 1, 0.89 for survey 2, and 0.96 for survey 3 ($P<.001$ for all). The correlation coefficient between intensity of fear and average Y-BOCS score was 0.99 for survey 1, 0.96 for survey 2, and 0.96 for survey 3 ($P<.001$ for all) (Figure 2).

In the 5827 matched participants from surveys 1 and 2 and the 4006 matched participants from all three surveys, regression analyses indicated that the changes in the intensity of fear ($\Delta$feart = fear score from survey 1 – fear score from survey 2 or survey 3) were negatively correlated to the average Y-BOCS score ($P<.001$) (Figure 3).

In order to test the factors that potentially served as predictors for the Y-BOCS score, multiple linear stepwise regressions were conducted, and five variables (intensity of fear, SAS standard score, gender, having sibling[s], and major [1: clinical medicine, 2: basic medical science, and 3: nonmedical major]) entered the equation for all three surveys. Knowledge on COVID-19 entered the equations for surveys 1 and 2 and was negatively correlated to the Y-BOCS score. The quarantine level entered the equation for survey 1 only. Educational level and year of enrollment were excluded from all equations (Table 4). The $R^2$ of the regression equation was 0.23 for survey 1, 0.23 for survey 2, and 0.26 for survey 3.
Figure 3. Correlation between changes in the intensity of fear and Yale-Brown Obsessive-Compulsive Scale (Y-BOCS) scores in matched participants.
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Table 4. Multiple linear regression analyses using the Yale-Brown Obsessive-Compulsive Scale score as the dependent variable.

<table>
<thead>
<tr>
<th>Survey and variables</th>
<th>B</th>
<th>SE</th>
<th>Beta Value</th>
<th>95% CI</th>
<th>t</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Survey 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>-9.15</td>
<td>0.48</td>
<td>—&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-10.09 to -8.22</td>
<td>-19.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SAS&lt;sup&gt;b&lt;/sup&gt; standard score</td>
<td>0.29</td>
<td>0.01</td>
<td>0.40</td>
<td>0.28 to 0.30</td>
<td>52.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intensity of fear</td>
<td>0.54</td>
<td>0.02</td>
<td>0.19</td>
<td>0.50 to 0.58</td>
<td>24.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.50</td>
<td>0.09</td>
<td>0.04</td>
<td>0.32 to 0.68</td>
<td>5.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Having sibling(s)</td>
<td>0.49</td>
<td>0.11</td>
<td>0.03</td>
<td>0.27 to 0.71</td>
<td>4.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major</td>
<td>0.27</td>
<td>0.06</td>
<td>0.03</td>
<td>0.15 to 0.40</td>
<td>4.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quarantine level</td>
<td>0.18</td>
<td>0.07</td>
<td>0.02</td>
<td>0.05 to 0.31</td>
<td>2.71</td>
<td>.008</td>
</tr>
<tr>
<td>Knowledge on COVID-19</td>
<td>-0.17</td>
<td>0.09</td>
<td>-0.01</td>
<td>-0.33 to 0.00</td>
<td>-1.96</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Survey 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>-8.37</td>
<td>0.48</td>
<td>—</td>
<td>-9.32 to -7.42</td>
<td>-17.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SAS standard score</td>
<td>0.28</td>
<td>0.01</td>
<td>0.45</td>
<td>0.27 to 0.29</td>
<td>46.35</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intensity of fear</td>
<td>0.18</td>
<td>0.02</td>
<td>0.08</td>
<td>0.13 to 0.22</td>
<td>8.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.67</td>
<td>0.10</td>
<td>0.06</td>
<td>0.47 to 0.87</td>
<td>6.51</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Having sibling(s)</td>
<td>0.64</td>
<td>0.13</td>
<td>0.05</td>
<td>0.39 to 0.89</td>
<td>4.97</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major</td>
<td>0.21</td>
<td>0.07</td>
<td>0.03</td>
<td>0.07 to 0.35</td>
<td>2.97</td>
<td>.006</td>
</tr>
<tr>
<td>Knowledge on COVID-19</td>
<td>-0.22</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.40 to -0.05</td>
<td>-2.52</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Survey 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>-9.82</td>
<td>0.36</td>
<td>—</td>
<td>-10.54 to -9.11</td>
<td>-27.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SAS standard score</td>
<td>0.30</td>
<td>0.01</td>
<td>0.48</td>
<td>0.29 to 0.32</td>
<td>51.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intensity of fear</td>
<td>0.15</td>
<td>0.02</td>
<td>0.07</td>
<td>0.11 to 0.19</td>
<td>7.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.38</td>
<td>0.10</td>
<td>0.04</td>
<td>0.19 to 0.58</td>
<td>3.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Having sibling(s)</td>
<td>0.73</td>
<td>0.12</td>
<td>0.05</td>
<td>0.49 to 0.98</td>
<td>5.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major</td>
<td>0.21</td>
<td>0.07</td>
<td>0.03</td>
<td>0.08 to 0.34</td>
<td>3.19</td>
<td>.006</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.<br><br><sup>b</sup>SAS: Zung Self-Rating Anxiety Scale.
Discussion

Principal Findings

This online prospective cohort study found that the prevalence of possible OCD (11.3%) in survey 1 at the early stage of the COVID-19 pandemic was significantly higher than that in survey 2 (middle stage, 3.6%), and survey 3 (late stage, 3.5%). The Y-BOCS score, anxiety level, quarantine level, and intensity of fear of COVID-19 were significantly lower at surveys 2 and 3 than at survey 1. Compared to those with a lower Y-BOCS score (<16), participants with possible OCD reported a greater intensity of fear and had a higher SAS standard score (P < .001). Intensity of fear was positively correlated to the rate of possible OCD and the average total scores for the Y-BOCS in each survey (P < .001 for all). Multiple regressions indicated that those with a higher intensity of fear, a higher anxiety level, of male gender, with sibling(s), and majoring in nonmedicine disciplines had a greater chance of having a higher Y-BOCS score across all surveys. In matched survey participants, the Y-BOCS score was negatively correlated to changes in the intensity of fear of COVID-19.

The prevalence of possible OCD in survey 1 was three folds higher than that in surveys 2 and 3, suggesting that possible OCD was induced in the early stage of the COVID-19 pandemic. In addition, the intensity of fear of COVID-19, anxiety level, and quarantine level were significantly higher in survey 1 compared to surveys 2 and 3. Changes in the level of fear were negatively correlated with Y-BOCS score in the follow-up surveys. In each survey, the fear score was strongly correlated to the Y-BOCS score and the rate of possible OCD. The multiple regression analysis showed that both the SAS standard score and intensity of fear significantly contributed to variations in Y-BOCS score. These findings suggest that the intensity of fear of COVID-19 played a role in OCD and that the interactions between fear, anxiety, and pandemic-induced quarantine may be risk factors for an increase in Y-BOCS score. Also, as expected, a high prevalence of possible OCD (11.3%) was observed in survey 1. The COVID-19 pandemic might invoke fear and individuals would manifest OCD-like symptoms when they overacted to this fear. This is an example of the effects of the environment (COVID-19 pandemic) × psychology (fear and/or anxiety) interaction on OCD. Regarding anxiety, a recent longitudinal study on the mental health of the general population during the COVID-19 pandemic that conducted two surveys (1 and 2) at similar intervals to our study did not find a significant reduction in anxiety score in survey 2 [24]. These inconsistent findings may be due to several factors. First, survey 2 in our study was conducted 2 weeks later than that of the longitudinal study. Second, quarantine restrictions had been relaxed in most parts of the country when survey 2 was conducted in this study. Third, we surveyed students in university while the anxiety study surveyed the general population. Fourth, the SAS, which was used in our study, is more sensitive than the Depression, Anxiety and Stress Scale (42 items) used in the other study [25]. Fifth, the participants in this study were taking online courses in surveys 2 and 3, which might have served as a distraction from the pandemic.

In this study, the prevalence of possible OCD decreased from 11.3% at baseline to 3.6% in 5 weeks and remained at 3.5% after 11 weeks. In all three surveys, the participants were at home; hence, the living environment did not vary significantly. At the time of survey 2, participants had been taking online courses at home for 2 weeks, and the pandemic was partially under control. At the time of survey 3, the COVID-19 pandemic was under control; the quarantine level was lowered further, and the participants continued taking online courses at home. The intervals between the three surveys were 5-6 weeks. Therefore, compared to survey 1, the changed environmental factors at surveys 2 and 3 mainly included the status of the pandemic, level of quarantine, and online courses, while the changed psychological factors at surveys 2 and 3 included the intensity of fear of COVID-19, the decreased anxiety level, and the provision of more knowledge on COVID-19. Statistical analyses indicated that the quarantine level and knowledge on COVID-19 were not correlated to Y-BOCS score in survey 3, while knowledge on COVID-19 was negatively correlated to Y-BOCS score and explained less than 1% of the variation seen in the scores. The decreases in intensity of fear and anxiety level may be related to reductions in quarantine level due to declines in new case reports and dissemination of more knowledge on COVID-19 and may also be related to the interaction between those factors and time. In addition, taking online courses could be considered as an intervention to reduce fear of COVID-19 and anxiety, since more time spent on coursework is less time spent on activities that may instigate fear of COVID-19 and COVID-19–related anxiety. Reduction in the intensity of fear and anxiety was correlated to Y-BOCS score, leading to lower rates of possible OCD. Taking online courses is similar to strategies used in OCD treatment (eg, cognitive-coping therapy) [10,11]. That, subsequently, might be related to the lower rate of possible OCD in a relatively short period of time.

Not all participants with fear of COVID-19 were categorized as possible OCD based on Y-BOCS score, although our findings indicate that a higher intensity of fear was related to a higher prevalence of possible OCD. Previously, we investigated the relationship between the fear of negative events and OCD in patients, and found that for most patients with OCD a fear of negative events contributed to their symptoms [10-12]. The findings in this study introduced a new perspective to understanding the relationship between fear of negative events and OCD in the general population. First, it is not unusual that most participants in this study reported a certain intensity of fear related to the COVID-19 pandemic. Second, the attitude, evaluation, and cognition of this fear may affect their response to it. Third, when fear is excessive and disproportionate to the situation, it could lead to the development of an anxiety disorder [26,27]. Those who took the fear seriously and overreacted to it were more likely to be categorized as possible OCD. Fourth, the environment × psychology interaction could be a risk factor for some people and a resilience factor for others due to value-system differences.

We noted that 3 out of 1519 cases of possible OCDs in survey 1, 3 out of 305 cases of possible OCDs in survey 2, and 3 out of 305 cases of possible OCDs in survey 3 reported that their intensity of fear was zero. However, they reported fear of bodily...
waste/secretions, dirt or germs, infectious illnesses, and environmental contamination. In the matched samples, no participant who reported zero for intensity of fear had a Y-BOCS score ≥16.

In addition, the participants who reported having sibling(s) were more likely to be categorized as possible OCD than those who had no sibling(s). In China, an only child easily becomes the family’s center of attention and gets care from not only parents but also grandparents, even throughout early adulthood. Only children have closer parent-child relationships, which is probably related to being dependent upon others and having relatively few familial responsibilities [28]. On the other hand, those with siblings generally take on more responsibilities, such as caring for siblings or assisting in family affairs. Participants with sibling(s) may be more responsible and thus overreact to COVID-19 during the pandemic and be involved in transient possible OCD.

Our findings demonstrated that the prevalence of possible OCD in surveys 2 and 3 was 3.6% and 3.5%, respectively. Additionally, the prevalence of possible OCD in male participants at all timepoints was higher (12.5%, 4.4%, and 4.5% for surveys 1, 2, and 3, respectively) compared to females (10.6%, 2.7%, and 2.9% for surveys 1, 2, and 3, respectively). The findings suggested that the male students in the present study seem to have a higher prevalence of OCD than the general population [5]. Previously, Torres et al [29] found that 3.8% of Brazilian medical students had a possible case of OCD based on the Obsessive-Compulsive Inventory–Revised. Using the OCD subsection of the Clinical Interview Schedule–Revised as a self-administered questionnaire, Jaisoorya et al [30] reported the point prevalence of OCD in Indian college students as 3.3% (males: 3.5%; females: 3.2%). Yoldascan et al [31] reported that, in Turkish university students, the prevalence of OCD is 4.2%, and OCD was significantly associated with the male gender. These findings, along with ours, suggest that the prevalence of OCD among university students is similar to or higher than the general population across different cultures.

Our survey results indicated that the prevalence of possible OCD was positively correlated to the participant’s academic discipline. Basic medical students (ie, those not involved in clinical practice) had a higher prevalence of possible OCD than medical students, but a lower prevalence of possible OCD than nonmedical students. Additionally, students in their third and fourth years had a higher prevalence of possible OCD than first-, second-, and fifth-year students. The findings suggested that the knowledge that students obtained in their academic majors may play a role in the “onset” of possible OCD, possibly by affecting one’s cognition and appraisal of fear of COVID-19. Cognitive-behavior therapy might be useful to treat possible OCD and anxiety symptoms [32].

**Limitations**

Although this study included a pragmatic design and a large sample size, there are several limitations that need to be addressed. First, individuals with possible OCD were defined only according to the Y-BOCS score and were not verified via face-to-face interview, which might be related to the higher prevalence of possible OCD in this study compared to the general population. Second, we did not collect any biological samples and therefore could not analyze the relationship between OCD and factors such as genetics and/or the expression of certain proteins. Third, all participants were university students aged 17 to 50 years. Therefore, caution is advised if using the findings to infer patterns in the general population.

**Conclusions**

Our findings indicate that an environment × psychology interaction might be involved in the onset of OCD and that a fear of negative events should be considered as a target of interventions for mental health and well-being in both stressful situations and in clinical practice.
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Abstract

Background: Accurate quantification of pain in a clinical setting is vital. The use of an electronic pain scale enables data to be collected, analyzed, and utilized much faster compared with traditional paper-based scales. The advancement of smart technology in pediatric and adult pain evaluation may offer opportunities to introduce easy-to-use and reliable pain assessment methods within different clinical settings. If promptly introduced within different pediatric and adult pain clinic services, validated and easily accessible mobile health pain apps may lead to early pain detection, promoting improvement in patient’s quality of life and leading to potentially less time off from school or work.

Objective: This cross-sectional observational study aimed to investigate the interchangeability of an electronic visual analog scale (eVAS) app with a traditional paper visual analog scale (pVAS) among Australian children, adolescents, and adults for pain evaluation.

Methods: Healthy participants (age range 10-75 years) were recruited from a sporting club and a secondary school in Melbourne (Australia). The data collection process involved application of pressure (8.5 kg/cm$^2$) from a Wagner Force Dial FDK 20 to the midpoint of the thumb. The pressure was applied twice with a 5-minute interval. At each pressure application, participants were asked to randomly record their pain perception using the “eVAS” accessible via the “Interactive Clinics” app and the traditional pVAS. Statistical analysis was conducted to determine intermethod and intramethod reliabilities.

Results: Overall, 109 healthy participants were recruited. Adults (mean age 42.43 years, SD 14.50 years) had excellent reliability, with an intraclass correlation coefficient (ICC) of 0.94 (95% CI 0.91-0.96). Children and adolescents (mean age 13.91 years, SD 2.89 years) had moderate-to-good intermethod and intramethod reliabilities, with an ICC of 0.80 (95% CI 0.70-0.87) and average ICC of 0.80 (95% CI 0.69-0.87), respectively.

Conclusions: The eVAS app appears to be interchangeable compared with the traditional pVAS among children, adolescents, and adults. This pain evaluation method may offer new opportunities to introduce user-friendly and validated pain assessment apps for patients, clinicians, and allied health professionals.
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Introduction

Pain is a complex and multifactorial phenomenon that can negatively impact a patient’s health-related quality of life [1]. Pain outcome measures are commonly used to assess the severity of symptoms in children, adolescents, and adults [2]. Traditionally, symptom progression has been recorded using the visual analog scale (VAS), Wong Baker scale, numeric rating scale, verbal rating scale, and faces pain scale-revised [3-6]. These tools have been extensively validated as appropriate measures for assessing pain and are commonly used daily by allied health professionals (AHPs).

Evidence suggests there are limitations associated with the more traditional paper pain outcome measures that are still commonly used in various clinical settings [7]. Drawn face scales may result in incorrect recordings if a child experiences difficulty in distinguishing between the feeling of pain and the emotional state, and smiling faces could result in overestimation of pain intensity [4]. These limitations are mostly based on paper pain scales being cumbersome, occasionally complex to use, and at risk of possible practitioner error [8].

The continuous growth of mobile health (mHealth) offers unparalleled opportunities to address issues related to health systems and accessing accurate, reliable, and frequent health data [9,10]. The introduction of smart technology in pediatric and adult pain evaluation may offer opportunities to implement tailored pain assessments within different clinical settings. Recently, novel technologies have emerged that utilize smart devices to improve the existing traditional pain outcome measures [11-16]. Few of these novel technologies have been examined for reliability and validity among children, adolescents, and adults, with most employing small sample sizes. There is growing evidence to suggest that electronic pain outcome measures are interchangeable with existing traditional pain outcome measures, but more mHealth and eHealth research is needed to test the validity and reliability of the electronic VAS (eVAS) among children and adolescents [17]. By evaluating the validity of mHealth and eHealth interventions available to patients and clinicians, we can equip AHPs with a more effective tool to measure symptom progression. This study adheres to the standards of digital health interventions set by the World Health Organization (WHO) in 2016 [18] and the Australian Government Health Authorities’ guidelines with regard to how to validate new digital mHealth systems for the benefit of patients, clinicians, and the community [19]. These include monitoring and evaluating linear stages of development from prototype through to pilot studies showing efficacy, demonstration of effectiveness, scaling up, and integration into the clinical environment [18]. The traditional paper VAS (pVAS) was used owing to its well-established validity across all age groups [20]. This cross-sectional observational study aimed to investigate the interchangeability between an eVAS app and a traditional pVAS among children, adolescents, and adults. This may validate the use of the eVAS in a clinical setting, enhancing the collection, analysis, and dissemination of data in line with the eHealth and mHealth pathways envisaged by health authorities worldwide.

Methods

Recruitment

Healthy participants were recruited through a convenient sample of participants in Melbourne (Victoria, Australia) from John Monash Science School (Clayton) and KBH Brumbies Hockey Club (Mont Albert North). English speaking children and adolescents (age range 10-18 years) and adults (age range 18-75 years) were eligible to participate in the study. A mean age of 9.8 years appears to be suitable to evaluate the concept of experienced pain [3]; therefore, this finding was utilized to inform the age group for this mHealth trial, despite the possibility to reliably use the traditional pVAS from the age of 7 years [20]. Participants were excluded if they were diagnosed with neurological disorders, were receiving medication that would alter pain perception or threshold, and had severe visual impairments that may prevent viewing the pVAS and eVAS.

Prior to consent approval, a participant information sheet was supplied to potential participants, and they were made aware of the procedure and the time commitments required to take part in the study. The participant information sheet was adapted according to age (adults, and children and adolescents) including more visual aids in the children’s version. Ethical approval was obtained from the University of Newcastle Human Research Ethics Committee (Dev-005638). Approval was also sought from and granted by the Victorian Schools and the Department of Education (Victoria) (2018_00373). Participants’ gender and age were recorded and their identities were completely anonymized, with a unique ID assigned to each participant.

Measuring Instruments

In order to apply a standardized pressure to the participant’s thumb, a Wagner Force Dial FDK 20 with a 1 cm² circular rubber end was adopted for each data collection, and the same data collector (AT) completed all measurements. The setup of the collection included a simple table and chair. The participant sat on the chair with the thumb on the edge of the table and other fingers underneath. A vertical pressure (8.5 kg/cm²) using the Force Dial was applied to the midpoint of the thumb for 3 seconds (Figure 1).
The chosen amount of pressure (kg/cm²) applied to the participant’s thumb was previously successfully used by Escalona-Marfil et al and provides light enough pressure to mimic symptoms of mild pain while not being too extensive as to generate stronger pain or skin damage [17,21]. After application of pressure, the participant was asked to randomly complete either the pVAS (Figure 2) or eVAS (Figure 3).
The order of measurement using the pVAS and eVAS was block randomized (groups of 10). Sequential allocation was achieved using a freely available random number generator [22]. Allocation concealment for the eVAS and pVAS sequence was achieved by using sequentially numbered, opaque, and sealed envelopes. Both sequential generation and allocation concealment were conducted by an independent research team member (AC) who was not involved during the data collection process and did not have any prior or ongoing contact with enrolled participants.

With regard to the pVAS, participants were asked to draw a vertical line that corresponded with their symptom level, with the left side corresponding to “no pain” and the right side corresponding to “the worst pain imaginable” [21]. The traditional pVAS was a $12 \times 7.5$-cm white paper sheet with a 10-cm horizontal line drawn and two vertical 6-cm lines drawn either side. The eVAS was accessible via the “Interactive Clinics” app, and all recordings were conducted on a 7-inch (17.8 cm) Samsung Galaxy Tab 3 with Android operating system (v5.1.1), displaying a 13.5-cm straight horizontal line on a white background. When using the eVAS, the tablet was placed horizontally on the table at all times and each participant was asked to place one finger on the line on the screen [17]. In order to prevent bias, the data collector (AT) wiped the tablet
screen completely between measurements to prevent the participant from being able to see the position of the fingerprint previously placed on the tablet’s screen.

After a period of 5 minutes, the sequence of data collection was reversed for each individual. Data collection only took approximately 10-15 minutes in total for each participant, and no follow-up was required. The use of standardized pressure application with 1-minute intervals was reliable for absolute pressure thresholds in multiple studies [23,24]. Additionally, simple pressure algometry is a repeatable measure of pain threshold [25,26]. A 5-minute interval was introduced to reduce possible risk of reacting pre-emptively to stimuli and to prevent temporal summation that could have impacted the quality of the assessment. For logistical reasons, the data collector (AT) was not blinded to this process. However, as soon as the values on the pVAS and eVAS were recorded, the tablet or the paper was immediately withheld from the participant in order to prevent any possible modifications to the data entered by the participant. The results gathered from the pVAS were extrapolated (by AT) using a standard plastic ruler, whereas the eVAS value was automatically calculated by the software.

**Statistical Analysis**

For a 5% two-sided \(t\) test with \(\alpha=0.05\) and 80% power in an observational cross-sectional study with one intervention observation and a moderate effect size, it was estimated that a total of 100 subjects would be required [27,28]. The study was overpowered to an estimated 110 subjects (55 aged 10-18 years and 55 aged 18-75 years) to allow for a 9% dropout rate during the data collection period. Summary statistics for eVAS and pVAS results were calculated by splitting the measurement and method. Two approaches have been used to evaluate the agreement of the two methods (intermethod and intramethod reliabilities by means of intraclass correlation coefficients). STATA 15 (StataCorp LLC) was utilized for statistical analysis [29]. The independent statistician was blinded to the eVAS and pVAS allocation concealment and to the participant identity.

**Intermethod and Intramethod Agreement Analysis**

A mixed factorial model was employed to derive two intraclass correlation coefficients according to Shrout-Fleiss reliability fixed set [29,30]. One coefficient was a measure of intermethod reliability (\(r\)) estimated by the intraclass correlation coefficient (ICC). This coefficient was defined as the correlation between VAS values from different methods in the same subject and same replication. The other intraclass coefficient (\(\gamma\)) estimated by the average ICC (ICCa) was used as a measure of intramethod reliability. This was defined as the correlation between VAS values in the same method and same subject. A two-way balanced mixed analysis of variance model without interaction, a random subject effect, and a fixed method effect was fitted to estimate ICCs. The mean of squares for subjects, subject-method interactions, and errors from components of variance were also calculated [31]. Statistical inference of the ICCs was performed with CIs. In order to improve reliability coefficients, 95% CIs were calculated from the estimated sum of squares. For both intermethod reliability and intramethod reliability, the ICCs were higher than 0.8. In order to specify the precision of the estimated ICC, the length of the 95% CI was expressed as a function of the ICC value. Given that it was not possible to increase the number of methods to evaluate the VAS, the number of subjects was increased. In children and adolescents, with 94 ratings per method (47 subjects with two replicates per subject) and an anticipated ICC value of at least 0.8, an acceptable length for the 95% CI will be less than or equal to 0.2. In adults, with 124 ratings per method (62 subjects with two replicates per subject) and an anticipated ICC value of at least 0.8, an acceptable length for the 95% CI will be less than or equal to 0.1. Good agreement among methods was evaluated by plotting both methods against subjects and performing a Wilcoxon rank-sum test. According to Portney and Watkins, ICC values are classified as follows: ICC < 0.5, poor; 0.5 \(\leq\) ICC \(<\) 0.75, moderate; 0.75 < ICC \(\leq\) 0.9, good; and ICC > 0.9, excellent [30].

**Results**

**Participant Characteristics**

A total of 109 participants were included in the study. The study population consisted of 47 children and adolescents (mean age 13.9 years, SD 2.89 years; range 10-18 years; 16 female and 31 male participants) and 62 adults (mean age 42.44 years, SD 14.50 years; range 19-73 years; 37 female and 25 male participants) (Table 1 and Table 2, respectively). No participants were lost to the analysis.
### Table 1. Summary statistics (visual analog scale measurements) for children and adolescents.

<table>
<thead>
<tr>
<th>Variable</th>
<th>First measure</th>
<th>Second measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>eVAS(^a)</td>
<td>pVAS(^b)</td>
</tr>
<tr>
<td>Number</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Mean value</td>
<td>1.692553</td>
<td>1.657447</td>
</tr>
<tr>
<td>SD value</td>
<td>0.977331</td>
<td>1.039177</td>
</tr>
<tr>
<td>P50(^c)</td>
<td>1.45</td>
<td>1.60</td>
</tr>
<tr>
<td>Minimum value</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Maximum value</td>
<td>3.65</td>
<td>4.00</td>
</tr>
</tbody>
</table>

\(^a\)eVAS: electronic visual analog scale.
\(^b\)pVAS: paper visual analog scale.
\(^c\)P50: middle estimate.

### Table 2. Summary statistics (visual analog scale measurements) for adults.

<table>
<thead>
<tr>
<th>Variable</th>
<th>First measure</th>
<th>Second measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>eVAS(^a)</td>
<td>pVAS(^b)</td>
</tr>
<tr>
<td>Number</td>
<td>62</td>
<td>62</td>
</tr>
<tr>
<td>Mean value</td>
<td>1.738387</td>
<td>1.690323</td>
</tr>
<tr>
<td>SD value</td>
<td>1.550611</td>
<td>1.571723</td>
</tr>
<tr>
<td>P50(^c)</td>
<td>1.245</td>
<td>1.100</td>
</tr>
<tr>
<td>Minimum value</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Maximum value</td>
<td>7.91</td>
<td>8.10</td>
</tr>
</tbody>
</table>

\(^a\)eVAS: electronic visual analog scale.
\(^b\)pVAS: paper visual analog scale.
\(^c\)P50: middle estimate.

**Analysis of the eVAS and pVAS in Children, Adolescents, and Adults**

Tables 1 and 2 show summary statistics for VAS measurements by measurement order and instrument (eVAS and pVAS) for the child and adolescent group and adult group, respectively. Differences between methods for median values ranged from 0.05 to 0.15 in children and adolescents and from 0.035 to 0.145 in adults. In Figures 4 and 5, the scatter plots for eVAS compared with pVAS are displayed for the child and adolescent group and the adult group, respectively, showing agreement between the two methods.

It is possible to observe in adults, the dispersion from values of VAS around 3, which is corrected when taking natural logarithms into account (Figure 6).
Figure 4. Scatter plot of the data in children and adolescents. Points are represented by subject number. eVAS: electronic visual analog scale; pVAS: paper visual analog scale.

Figure 5. Scatter plot of the data in adults. Points are represented by subject number. eVAS: electronic visual analog scale; pVAS: paper visual analog scale.
Figures 6. Scatter plot of the data (log) in adults. Points are represented by subject number. eVAS: electronic visual analog scale; pVAS: paper visual analog scale.

Figures 7 and 8 show the agreement between the methods for children and adolescents, and adults, respectively.

The two-sample Wilcoxon rank-sum test for comparing methods was not significant (children and adolescents, \( P=.48 \); adults, \( P=.73 \)). The normality of residuals of the model for the child and adolescent group and the adult group showed a centered distribution (children and adolescents: Shapiro-Francia test, \( P=.05 \) and Shapiro-Wilks test, \( P=.06 \); adults: Shapiro-Francia test, \( P=.13 \) and Shapiro-Wilks test, \( P=.21 \)).

In children and adolescents, the intermethod reliability estimated by ICC reached the value of 0.80 (95% CI 0.70-0.87), indicating moderate-to-good reliability. The intramethod reliability estimated by ICCa reached the value of 0.80 (95% CI 0.69-0.87), indicating moderate-to-good reliability. For both coefficients, the length of the interval was less than 0.2.
In adults, the intermethod reliability estimated by ICC reached the value of 0.94 (95% CI 0.91-0.96), indicating excellent reliability. The intramethod reliability estimated by ICC reached the value of 0.94 (95% CI 0.91-0.96), indicating excellent reliability [32]. For both coefficients, the length of the interval was 0.1 or less.
Discussion

Principal Findings

In the adult population, this study supported the interchangeability of the eVAS and pVAS owing to excellent intermethod and intramethod reliabilities as determined by an ICC value of 0.94 (95% CI 0.91-0.96) and ICCa value of 0.94 (95% CI 0.91-0.96), respectively. This supports previous findings by Bird et al who also reported excellent reliability in older adults (age range 65-85 years), using an iPad eVAS [11]. The eVAS also demonstrated excellent reliability, with regard to both individual ICC 0.90 (95% CI 0.82-0.95) and ICCa 0.97 (95% CI 0.95-1.0). Within a child and adolescent population, this study recognized the interchangeability of the eVAS and pVAS owing to moderate-to-good intermethod and intramethod reliabilities as determined by an ICC value of 0.80 (95% CI 0.70-0.87) and ICCa value of 0.80 (95% CI 0.69-0.87), respectively. Although this methodology has never been performed within this age range, Sánchez-Rodríguez et al reported that the mobile app “Painometer,” which includes a 100-mm VAS scale, was concordant with its traditional counterparts from ages 12 to 19 years [13].

There are multiple methodological strengths of this study. Specifically, as previously recommended by Escalona-Marfil et al, this trial included block randomization during data collection for the eVAS and pVAS allocation sequence and also introduced a 5-minute interval between measures to reduce possible pain recall bias. This study suggested that fingerprints might remain visible on the screen during the eVAS recordings [17]. The current Australian study prevented traceable fingerprints by wiping clean the tablet’s screen at the end of each recording. For the first time, this study reports the interchangeability of using eVAS compared with pVAS in pediatric participants from 10 years of age.

Occasionally, when using the traditional pVAS, patients may draw the line before the zero (0) or after the 100 point; therefore, these scores become invalid. Instead, the introduction of the eVAS app as part of regular pain evaluation prevents patients from recording their pain level outside the pVAS line, subsequently avoiding invalid scores.

For clinicians and researchers, especially those involved in community nursing or domiciliary visits, the time, cost, and space savings of data storage using the eVAS may be considerable when compared with the traditional pVAS, where manual transcription into clinical notes is required. The proposed eVAS app allows for automatic calculation of the VAS score, preventing possible human errors while using a ruler.

Patients may draw multiple lines on the pVAS or use inappropriate pens or thick highlighters. This can become confusing for clinicians to thoroughly interpret and record the intended results. A recent scoping review of systematic reviews highlighted that mHealth and hand-held electronic devices allow for accurate and complete medical documentation, providing instant access to reliable health data that may support clinical decision making [33]. Novel mHealth tools, such as the eVAS app, may make the work of health professionals even more efficient and increase reliability during their clinical assessments.

The eVAS app allows for the objective monitoring and recording of patients’ pain levels. This mHealth tool might become advantageous for those patients living in geographically remote areas, where limited access to specialists is apparent. Patients and parents/caregivers may not always be required to visit the hospital, consequently saving the time and money required to travel long distances from rural areas. If promptly introduced within different pediatric and adult pain clinic services, the eVAS may support early pain detection, preventing incidences of unnecessary prolonged pain, with a consequent improvement in the patient’s quality of life. This improved clinical management of pain may also lead to a reduction in absence from school or work.

Although not utilized within this study for data analysis, the eVAS app is capable of recording the time and day when the measures are taken. This important feature could be integrated within clinical settings and automatically reported within patient clinical records to highlight any diurnal variation in pain perception. Future trials could therefore also investigate the possible fluctuation of pain within a day. Notably, this may provide greater understanding of the complex nature of pain in response to environmental conditions or treatment plans [34].

This study further adds to the growing body of evidence that supports the use of digital technologies in health care. eHealth and mHealth have already been extensively used as tools for education, diagnosis, and management of pathologies such as diabetes [35,36], pediatric rheumatology [37], polycystic ovarian syndrome [38], and alcoholism [39]. At present, there are limited approaches available that combine evidence-based practice with health apps [40]. Portelli et al reported that most of the current apps available for pain management are rarely supported by an evidence base and may be misleading with their claims [41]. In addition, there are still limited regulations regarding data privacy for information collected from these apps [42]. Alarmingly, Blenner et al highlighted that many apps for diabetes management sold data to third parties without disclosure, even with a privacy policy stating that data were not going to be shared for commercial benefit [43]. This indicates the importance of further high-quality research into mHealth and eHealth regarding data privacy. More effort is also needed with regard to educating patients and practitioners in the use of apps that fully adhere to the guidelines clearly set by the WHO in evaluating digital health outcomes [18,44,45].

Limitations

There are some limitations that should be considered while interpreting the findings of this study. First, despite a recruitment effort, a balanced number of children and adolescents (n=47, 43%) and adults (n=62, 57%) was not obtained. This was due to logistical school issues in obtaining signed consent forms from parents during busy school terms. The relatively smaller pediatric sample size may have had an impact on the overall ICC values obtained from the child and adolescent population, in comparison with the adult population. Second, it should be noted that data were collected in a convenient sample of people from the community who were not exposed to high levels of...
pressure pain with the Wagner Force Dial. Future studies may consider testing the eVAS with different intensities of pressure that would be deemed ethically acceptable. Third, a 1-minute interval is typically considered a suitable time gap to measure pain generated by pressure application [22,23]. During this trial, a 5-minute gap was adopted to record the pain generated by the pressure application (8.5 kg/cm²) on the participant’s thumb. The 5-minute gap was chosen to reduce any possible pain recall, especially among pediatric participants and to allow full recovery of sensory function of the thumb. There is possible anchoring bias on repetition of the two tests within a 5-minute interval. A 1-minute interval is deemed appropriate to assess a noxious stimulus without temporal summation [22,23,26]. Within the concept of pain measurement, recall bias may include a psychosocial aspect acknowledging that pain may be amplified or reduced after an extended period of time [46]. Additionally, pain perception within a population may fluctuate day to day [47]. However, for the purpose of this cross-sectional study and for determining interchangeability between the pVAS and eVAS, it is imperative that a single controlled stimulus is used and that measurements are undertaken within the same environment to eliminate confounding. Finally, although the child and adolescent population had slightly lower reliability relative to the adult population, this evidence supports the use of the eVAS in the pediatric population. A possible cause for the lower reliability relative to the adult population is the difference in scale length across platforms. The eVAS line width was 13.5 cm compared with 10 cm in the pVAS. Conceptual understanding of scales may differ between adult, and child and adolescent groups [48]. To encourage consistent conceptual understanding of the study in a large age range (10-75 years), the participants were made aware of the difference in sizes of the scales and asked to mark in a ratio. It is plausible that owing to the possible limited understanding of spatial ratio, there might be an impact on the results from younger participants [48].

In conclusion, the use of technology by children, adolescents, and adults is growing and is evident across multiple settings [49,50]. This study highlights the need for further investigation regarding the transferability of an eVAS pain app to different smartphone and tablet screen sizes that are already largely accessible within the community.

Clinical Implications
Monitoring and evaluating digital health interventions can be challenging, but have become requirements within the mHealth and eHealth fields [18]. This study specifically supports the adoption of these easy-to-use and validated pain assessment mHealth methods that have excellent reliability in adults and moderate-to-good reliability in children and adolescents. The emerging field of digital health presents an evolving cultural shift within health care settings. The growing use of digital mHealth has the potential to improve pain management. eHealth and mHealth have the ability to improve adherence to pain reporting [51,52], allow real-time data capture [53], and improve communication between practitioners and patients [54].

Conclusion
This study provides supporting evidence on the interchangeability of the eVAS and pVAS in child and adolescent, and adult populations. The introduction of similar validated eVAS pain apps may greatly increase the quality of reliable data accessible to clinicians, thereby improving the well-being of symptomatic patients. Most importantly, the use of mHealth in pain management may also facilitate timely clinical decisions, improve patients’ self-management and overall awareness in the progression of their pain levels, and become an integrated approach consistent with the eHealth goals of the WHO and Australian Health Authorities [18,19]. Further research is needed on the use of these pain apps among symptomatic children, adolescents, and adults to ascertain the possible impacts of this new technology in these populations [55,56].
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Abstract

Background: Voice assistants allow users to control appliances and functions of a smart home by simply uttering a few words. Such systems hold the potential to significantly help users with motor and cognitive disabilities who currently depend on their caregiver even for basic needs (eg, opening a door). The research on voice assistants is mainly dedicated to able-bodied users, and studies evaluating the accessibility of such systems are still sparse and fail to account for the participants’ actual motor, linguistic, and cognitive abilities.

Objective: The aim of this work is to investigate whether cognitive and/or linguistic functions could predict user performance in operating an off-the-shelf voice assistant (Google Home).

Methods: A group of users with disabilities (n=16) was invited to a living laboratory and asked to interact with the system. Besides collecting data on their performance and experience with the system, their cognitive and linguistic skills were assessed using standardized inventories. The identification of predictors (cognitive and/or linguistic) capable of accounting for an efficient interaction with the voice assistant was investigated by performing multiple linear regression models. The best model was identified by adopting a selection strategy based on the Akaike information criterion (AIC).

Results: For users with disabilities, the effectiveness of interacting with a voice assistant is predicted by the Mini-Mental State Examination (MMSE) and the Robertson Dysarthria Profile (specifically, the ability to repeat sentences), as the best model shows (AIC=130.11).

Conclusions: Users with motor, linguistic, and cognitive impairments can effectively interact with voice assistants, given specific levels of residual cognitive and linguistic skills. More specifically, our paper advances practical indicators to predict the level of accessibility of speech-based interactive systems. Finally, accessibility design guidelines are introduced based on the performance results observed in users with disabilities.

(J Med Internet Res 2020;22(9):e18431) doi:10.2196/18431
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voice assistants; accessibility; cognitive functions; disability; ambient assisted living
Introduction

Background

Voice-activated technologies are becoming pervasive in our everyday life [1,2]. In 2017, 46% of Americans reported using voice-activated technologies [3-5]. One of the most prominent application domains is the domestic environment, where voice assistants, a branch of voice-activated technologies, allow the user to control and interact with several home appliances in a natural way by uttering voice commands [6,7]. When integrated into a smart house, voice assistants allow the user to perform numerous everyday actions without the need to move and reach the actual object. More specifically, the user can operate all the devices that are connected, ranging from switching the lights on and off to opening and closing the doors and windows, for instance.

Research on voice assistants is focused mainly on the general population. Indeed, the studies investigating user experience and usability of voice assistants mainly involved able-bodied users [3,8-11], thereby neglecting a broad community of users with disabilities. However, people suffering from motor and cognitive impairments would significantly benefit from the possibility of controlling home appliances and personal devices remotely. Voice assistants hold the potential to enable individuals with disabilities to govern their houses without the need to constantly depend on caregivers [3,12].

One of the obvious barriers that some users with disabilities can encounter by interacting with voice assistants is related to speech impairments [13] that are a frequent secondary consequence of motor disorders [14]. Although most voice assistants exploit machine learning algorithms to adapt to the user and increase their speech recognition accuracy over time [15,16], these systems are still designed and developed for people with clear and intelligible speech. Thus, the difficulty of clearly utter sentences and speaking with adequate vocal intensity may represent a relevant accessibility challenge of voice assistants. The accessibility of voice assistants has not been thoroughly investigated yet. In this study, we explored how users with motor, linguistic, and cognitive disabilities interact with a commercial voice assistant in a natural situation. More specifically, the aim was to investigate the role of cognitive and linguistic functions to predict the performance of individuals affected by physical, linguistic, and cognitive difficulties in interacting with a voice assistant.

Voice Assistants for Users With Disabilities

Studies investigating the interaction between users with disabilities and voice assistants are still sparse. However, some evidence is starting to shed light in this field. Recently, Pradhan and colleagues [7] investigated the opinions of disabled users who regularly deploy voice assistants by examining their reviews. Most comments (about 86%) were positive, highlighting how the device has made it easier to accomplish specific tasks autonomously (e.g., playing songs). The complaints were mainly focused on the lack of desired features, yet users pointed out that the main challenges they have in interacting with the voice assistant were due to the need to speak aloud and respect a precise timing for uttering the command. On the whole, these findings were confirmed by a following interview-based study with users with disability [7].

Ballati and colleagues [17] investigated to what extent people affected by speech impairments could be understood by three different voice assistants available off the shelf. More specifically, accuracy in speech processing was tested using sentences extracted from the TORGO database, which includes the recordings of 8 English speakers with dysarthria [18]. The sentences extracted were spoken to the voice assistants, and the accuracy across systems was compared. Each system processed the sentences one by one, while the experimenter scored the system accuracy with respect to the ability of the system to understand the sentence and consistency of the answer by the system. Results of this study revealed a general speech recognition accuracy of 50% to 60%, with all three systems having similar performance. These findings were partially confirmed with dysarthric Italian patients [19], where authors found different performance accuracy across the voice assistants.

While insightful, the studies reported above have limitations that might make it challenging to generalize the results. First, the actual speech abilities of the users were not assessed because they were either self-reported [7] or not reported at all [17,19]. This approach fails to provide clear indications for the design of voice assistants, as it does not highlight the users’ needs. In addition, previous studies focused on speech abilities, neglecting cognitive skills. Cognitive skills were proven to affect the ability to operate a voice-controlled device by Weiner and colleagues [20]. In this study, the voice-controlled system showed a decrease in accuracy of speech recognition when the speakers suffered from Alzheimer disease or age-related cognitive decline. Furthermore, patients with Alzheimer disease experience difficulties interacting with a voice-controlled robot because of the timing imposed by the device [21].

Some of the previous research [17,19] did not even involve human participants, as they relied on prerecorded sentences. While this ensures high reliability in terms of assessing the robustness of the system, it also fails to account for the variability of individual performances and motivation behind the actual use of the device. Likewise, Pradhan and colleagues [7] found that about a third of the reviews analyzed were written by caregivers, who may have reported their viewpoint, misleading the perspective of the person they assisted. Finally, to the best of the writers’ knowledge, the research available so far was conducted in laboratory settings, where the background noise is controlled, if any, and where there are no group interactions, as is likely to happen in a household.

Speech and Cognitive Factors Accounting for User Performance

Speech and cognitive skills play a significant role in the ability to effectively control voice assistants [17,19,22]. To properly convey a voice command, users must adequately control the speed and rhythm of speech. As reported in a previous study, speech disfluency can represent an accessibility barrier to voice assistants. For instance, long hesitations or pauses can be misinterpreted by the system as a sentence delimiter [23], causing an alteration of speech segmentation. Moreover, users must be able to correctly articulate words, especially...
multisyllable words (e.g., temperature) or specific words that may require more effort to be articulated [24]. A further aspect to properly interact with these devices is the voice intensity, which should be sufficiently loud to make voice assistants detect and segment the sounds [7].

Along with these speech skills, cognitive abilities are required to utter a command. The user must remember specific keywords and specific sequences of words to operate the system. These abilities involve memory functions, specifically long-term memory and working memory, both crucial when interacting with voice interfaces [25]. In addition, the user must respect a specific timing to provide the commands, a capacity that counts on executive functions, namely a set of functions needed to plan and control actions [26]. Not least, to properly use a voice assistant, the user must also monitor the feedback of the system (which sometimes consists of simple lights) and correctly interpret it. Such skills rely on underlying attention processes.

Methods

Study Design

This study was meant to assess the accessibility of a commercial voice assistant. In particular, we investigated whether specific cognitive and/or linguistic skills were related to the effectiveness of the interaction. To this end, the study consisted of two phases. In phase 1, participants were involved in group sessions, in which they were invited to interact with the voice assistant by performing several realistic tasks in a living laboratory (e.g., switching on the light). Each group session involved 4 participants. This choice was motivated by our desire to build a friendly and informal setting that could facilitate interaction and prevent the feeling of being in a testing situation. Group sessions were video recorded to allow offline analysis of participant performances. In phase 2, participants received an evaluation of their neuropsychological and linguistic functions. The two phases of the study took place in different settings and on separate days and required different experimental materials. The study was approved by the Ethics Committee of the Human Inspired Technologies Research Center, University of Padova, Italy (reference number 2019_39).

Participants

A total of 16 participants (9 males, 7 females) took part in the study. The mean age of the sample was 38.3 (SD 8.6) years (range 22 to 51 years). On average, they had 11.8 (SD 2.7) years of education (range 8 to 18 years). To partake in the study, participants had to meet the following inclusion criteria: (1) suffering from ascertained motor impairments and related language difficulties and (2) needing daily assistance from at least one caregiver. The sample was characterized by 6 participants affected by congenital disorders, 2 participants with neurodegenerative disorders, 4 participants affected by traumatic brain injury, and 4 participants with nontraumatic brain injury (i.e., tumor). The heterogeneity of the sample well represents the population that can be found in daycare centers. Participants were indeed recruited from a daycare center for people with disabilities, with which the research team collaborates. Before enrollment, all invited participants received an explanation of the activity. Upon agreement, they were provided written informed consent (if necessary, the individual’s legal guardian was informed about the scope and unfolding of the activity and gave the informed consent for the person they assisted to partake in the study). In any case, informed consent was given prior to their enrollment. Participants received no compensation for taking part in the study.

Phase 1: Interaction With the Voice Assistant

Setting

The first phase took place in a living laboratory. The room was furnished to resemble a living room with a large table in the middle. The voice assistant was placed at the center of the table, around which participants and experimenters were sitting (Figure 1). The laboratory was equipped with several devices that were connected to the voice assistant and could be controlled by prompting voice commands. All of the voice-controlled devices were placed so that users could easily see them. The room was also equipped with two camcorders to video record the sessions. One camera was placed above the table and enabled the observation of users’ interactions with the voice assistant. The other camera served to record the outcomes of the interaction (Figure 1).
Equipment

For this study, a commercial voice assistant was deployed. More specifically, we chose to use Google Home (Google LLC), given its growing popularity. Two lamps and a floor fan were connected to smart plugs, which were in turn connected to the voice assistant, thereby enabling control of the switch on/off and light color change (for the lamps only). A 50-inch television was connected to Chromecast (Google LLC), which was in turn connected to Google Home. By doing this, it was possible to operate the TV using voice commands. For the video recordings, two video cameras were installed, one was a C920 Pro HD (Logitech) and the other one was a Handycam HDR-XR155E (Sony Europe BV).

Tasks

Participants were invited to individually prompt some commands to the voice assistant, as indicated by the experimenter. The tasks comprised turning on/off the fan and the lights, changing the color of the light, interacting with the TV (activating YouTube, Spotify, and Netflix), and making specific requests to the voice assistant (e.g., “set an alarm for 1 pm”). The full list of commands that participants were asked to speak can be seen inTextbox 1.
**Textbox 1.** The list of voice commands that participants were asked to speak during the first phase of the study.

<table>
<thead>
<tr>
<th>Fans</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Turning on/off</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lamps</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Turning on/off</td>
<td></td>
</tr>
<tr>
<td>• Changing colors</td>
<td></td>
</tr>
<tr>
<td>• Changing light intensity</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TV (YouTube)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Selecting videos</td>
<td></td>
</tr>
<tr>
<td>• Increasing/decreasing volume</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TV (Netflix)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Selecting movies</td>
<td></td>
</tr>
<tr>
<td>• Pausing movies</td>
<td></td>
</tr>
<tr>
<td>• Playing movies</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TV (Spotify)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Selecting songs</td>
<td></td>
</tr>
<tr>
<td>• Increasing/decreasing volume</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Voice assistant</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asking for the latest news</td>
<td></td>
</tr>
<tr>
<td>• Asking for the weather forecast</td>
<td></td>
</tr>
<tr>
<td>• Setting an alarm</td>
<td></td>
</tr>
</tbody>
</table>

**Procedure**

Participants were first welcomed in the living laboratory and invited to make themselves comfortable. They were reminded about the aim and the unfolding of the activity. In addition, they were shown the camcorders and after they all proved to be aware of them, the video recording started. At this point, the experimenter showed how the voice assistant worked by prompting some example commands and properly explained the correct sequence of words to convey the command. Next, participants were allowed to familiarize themselves with the voice assistant until they felt confident. When they considered themselves ready, the experimental session started. The experimenter asked each participant to individually perform the selected tasks (Textbox 1). The tasks were not proposed in a strict order across participants. To keep the session lively and prevent boredom and fatigue, the tasks were alternated across participants. Should a participant fail to accomplish a requested task (eg, the voice assistant did not respond in the expected manner), the experimenter gently encouraged them to try again. A fixed number of attempts was not set a priori to prevent participants from feeling frustrated as a consequence of repeated failed attempts. Participants were allowed to try until they felt comfortable.

Once the task list was completed by all participants, the experimenter asked them their impressions about the voice assistant in a semistructured group interview. The questions regarded an overall evaluation of the pleasantness of the voice assistant (from 1 to 10), in which rooms it would be more helpful, if they would like to have it in their own houses, and which additional functions they would like to control. Phase 1 took about 2.5 hours.

**Phase 2: Neuropsychological and Linguistic Assessment**

**Data Collection**

All of the participants involved in phase 1 received an individual examination by a trained neuropsychologist and a speech therapist, who were both blind to the outcomes of the users’ performances with the voice assistant. Several assessment tools were selected and adopted. More specifically, the neuropsychological functions were assessed with the Addenbrooke’s Cognitive Examination–Revised (ACE-R) [27] and the Frontal Assessment Battery (FAB) [28]. The linguistic assessment was conducted by collecting several measures, namely participant vocal intensity, and other speech production indices gathered using the standardized Italian version of the Robertson Dysarthria Profile [29]. The evaluation sessions took place in a quiet room at the daycare center where participants were recruited and lasted about 1.5 hours for the neuropsychological evaluation and 2 hours for the linguistic evaluation.
Neuropsychological and Linguistic Tests

The ACE-R [27] is a screening test originally proposed as an extension of the Mini-Mental State Examination (MMSE) [30]. The ACE-R allows the evaluation of 5 cognitive domains, attention/orientation, memory, verbal/category fluency, language, and visuospatial ability, in addition to providing the MMSE score. Attention/orientation is assessed by asking the participant about the date, season, and current location where the evaluation is taking place, as well as repeating 3 single words and doing serial subtractions. Memory consists of items that evaluate episodic and semantic memory. Verbal and category fluency require the ability to list in 1 minute as many words as possible complying with a verbal criterion and a category criterion. Language includes several subtasks, requiring speech comprehension, naming figures, repeating words and sentences, reading regular and irregular words, and writing. Finally, visuospatial ability consists of copying and drawing specific pictures.

With respect to the MMSE, it represents a general index of cognitive functioning ranging from 0 to 30. A score below 24 may indicate the presence of cognitive impairment [30].

Frontal Assessment Battery

The FAB [28] is a brief inventory for the evaluation of executive functions. It is composed by 6 subscales exploring domains: conceptualization (similarities test), mental flexibility (verbal fluency test), motor programming (Luria motor sequences), sensitivity to interference (conflicting instructions), inhibitory control (go/no-go test), and environmental autonomy (prehension behavior). Each domain consists of 3 items and is scored from 0 (unable to complete the requests) to 3 (fully able to fulfill the requests). The maximum overall score for the FAB is 18.

Vocal Intensity

Vocal intensity reflects the loudness of the voice. Physically, it represents the magnitude of the oscillations of the vocal folds, and it is measured in decibels (dB). In this study, vocal intensity was collected by using the PRAAT software [31], a tool for speech analysis. Participants were invited to repeat aloud a specific sentence (ie, “Turn off the light, turn on the TV” in their native language) for 5 minutes at a distance of 1.5 meters from the recording device.

Speech Production

An expert speech and language therapist assessed participant speech production. The protocol adopted for the evaluation was extracted from the Robertson Dysarthria Profile [29]. This test is divided into 8 subscales (ie, intelligibility, respiration, phonation, facial muscles, diadochokinesis, oral reflexes, prosody, articulation), each including several items. The therapist assigns a score on a 4-point scale (1 = severe, 2 = moderate, 3 = mild, 4 = normal) for each item of the test. In this study, the subscales considered were prosody and articulation. More specifically, for prosody (2 items) the items assessed the speed and rhythm of speech production. With regard to articulation (5 items), the items considered the ability to articulate single letters (consonants and vowels) and clustered letters (groups of consonants and multisyllable words), as well as the capacity to repeat sentences.

Data Analysis

The data analysis comprised analysis of the video recordings to assess the extent to which users were capable to effectively interacting with the voice assistant. The outcomes of the analysis were summarized into a performance index. The index was then associated with the neuropsychological and linguistic measures collected in the second phase of this study. Since the main purpose of this study was the identification of predictors (cognitive and/or linguistic) capable of accounting for an effective interaction with the voice assistant, multiple linear regression models were run.

Video Analysis

The two video streams recorded during the sessions were synchronized into a single video file using a video editing software. The resulting video was then imported into a dedicated software for the analysis (The Observer XT 12, Noldus Information Technology Inc). The analysis was conducted in two passes. During the first pass, two of the authors watched the videos and selected the events of interest: the experimenter’s requests, participants’ actions, and voice assistant’s responses. The two researchers then agreed on the events to code, defining the objective triggers detailing the beginning and the end of each. A trained coder was in charge of rating the videos. For each participant, the number of attempts they made for each task request and the resulting outcome were coded. More specifically, the beginning of an attempt was coded when the experimenter prompted the participant to try to accomplish a given task. The attempt ended with either the actual activation of the intended function (successful outcome) or with a failure to observe the expected outcome (unsuccessful outcome). In particular, unsuccessful outcomes were further categorized based on the type of error made by the participants. Four categories of errors were identified:

- Timing errors included all of the unsuccessful outcomes caused by the participant not respecting the timing imposed by the system (eg, the participant uttered the waking command “Hey Google” and did not wait for the system to reply before prompting the full command)
- Phrasing errors comprised all the failed attempts that followed an incorrect sequence of words to prompt the command (eg, the participant saying “Hey Google...put the red the lamp” instead of “Hey Google...make the lamp red”) and
- Comprehension errors referred to all mistakes participants made because they could not understand the experimenter’s request (eg, changing the color of the lamp instead of turning it off)
- Pronunciation errors included all of the failures that followed a wrong articulation of one or more words within the sentence (eg, participants struggling to pronounce words that were not in their native language, such as Netflix)

Participants’ attempts could also be coded as self-corrections (with successful or unsuccessful outcome) when the participant realized autonomously that the command was wrong and tried to amend it.
To understand whether participants were able to prompt commands to the voice assistant, an overall performance index was computed expressing the percentage of successful attempts and the total number of attempts. Importantly, self-corrections with successful outcomes were considered successful attempts whereas self-corrections with unsuccessful outcomes were considered unsuccessful attempts.

Neuropsychological and Linguistic Assessment

Regarding the neuropsychological measures, not all participants were able to complete all of the subscales of the ACE-R. More specifically, several participants could not fully complete some items of the ACE-R (eg, drawing a clock) because of their physical impairments (eg, dystonia). However, since all participants could complete at least the items of the MMSE, only the MMSE score was considered in the multiple linear regression models, in addition to the FAB score. With regard to the linguistic assessments, all the collected measures were considered in the regression models.

Multiple Linear Regression Models

Data were statistically analyzed using RStudio software version 1.2 (RStudio PBC). To investigate which predictors of the performance index (participant performances during the use of the voice assistant) are best, multiple linear regression models were adopted. In order to make accurate predictions, we considered, among several models, the one that best described the data. The best model was identified by adopting a selection strategy based on the Akaike information criterion (AIC). The AIC value provides an estimation of the quality of a model given several other candidate models. The AIC considers both the complexity of a model and its goodness of fit. According to the AIC, given a set of models, the one characterized by the lowest AIC is the best [32].

The neuropsychological and linguistic predictors entered in the models were the MMSE score, FAB score, vocal intensity (dB), and scores obtained from the 2 items of the prosody subscale and 5 items of the articulation subscale of the Robertson Dysarthria Profile. More specifically, the linear regression models were performed entering the predictors grouped into four clusters: (1) neuropsychological cluster (ie, MMSE and FAB), (2) vocal intensity cluster (ie, dB), (3) prosody cluster (ie, speed and rhythm), and (4) articulation cluster (ie, initial consonants, vowels, groups of consonants, multisyllable words, and repetition of sentences). The latter two clusters consisted of the items in the Robertson Dysarthria Profile. Since the forced entry method was adopted, the order in which predictors were entered in the model did not affect the results.

Results

Video Analysis

The performance index extracted from the video analysis shows that participant accuracy was on average 58.5% (SD 18.6%). The most frequent type of errors made by participants were phrasing errors (75/182, 41.2%). Participants mainly had problems uttering long commands, especially when they were required to respect a specific syntax. It should be noted that uttering the right sequences of words was not problematic to the same extent for all participants, as one participant never made this type of error, while one made it 21 times.

Timing errors were the second most frequent type of error (74/182, 40.7%), and they can be clustered into anticipatory timing errors and delayed timing errors. More specifically, as for the anticipatory timing errors, participants tended not to wait for the system to reply to the waking command before prompting the actual command. For one participant, respecting the timing seemed particularly difficult, as they made this type of error 30 times. To a lesser extent, with regard to the delayed timing errors, participants waited too long after the system had replied to the waking command. In many cases, the actual command overlapped to the system prompting the error message “Sorry, I don’t know how to help you.”

Less frequent were the comprehension errors (19/182, 10.4%) and pronunciation errors (14/182, 7.7%). Regarding the former, participants mainly tended to misunderstand the most complex commands (eg, playing a video on YouTube). Regarding the latter, users had some difficulties with English words, like Netflix. Nevertheless, the system could successfully respond even when they had strong dialectal stress.

Overall, all participants enjoyed the interaction with the voice assistant. Indeed, the general evaluation of the system was extremely positive, with a mean score of 9.4 (SD 1.2). As for the rooms in which participants would like to install the voice assistant, 8 of them suggested the bedroom and 4 the kitchen. On the whole, all participants would like to have a voice assistant at their own house. Finally, with regard to the functions that participants would have liked to implement in their own house, they mentioned playing music (n=5) and controlling the home automation (n=5), such as opening/closing windows and doors.

Interestingly, during the interaction with the voice assistant, several participants provided their spontaneous opinions highlighting the benefits and drawbacks of the system. For instance, P3 stated: “Since my shoulder hurts, it is useful because it is easier when I have to open doors.” However, P3 claimed as well: “sometimes it does not understand me and I am afraid to crash the Google program.” Another participant mentioned some difficulties as well, especially concerning the general utility of having a voice assistant at home. P9 stated: “I cannot think as before [the accident], it is not so easy to have such a device at home, it might not be useful.”

Neuropsychological and Linguistic Assessment

Table 1 shows the raw scores from participants in the neuropsychological and linguistic assessments made in the second phase of the study. With regard to the neuropsychological scores, participants showed a mean MMSE score of 26.1 and a mean FAB score of 12.6. Concerning the linguistic assessment, participants had a mean vocal intensity of 61.6 dB. Finally, the mean scores of the Robertson Dysarthria Profile indicated speed of speech of 2.7, and rhythm of speech of 2.6. Overall, these scores indicated mild to moderate prosody difficulties. Finally, the mean scores of items measuring articulation abilities showed mild issues regarding the pronunciation of initial consonants (mean 3.3), vowels (mean...
groups of consonants (mean 3.2), multisyllable words (mean 3.3), and the repetition of sentences (mean 3.1).

Table 1. Summary of participant scores from the neuropsychological and linguistic assessments.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini-Mental State Examination</td>
<td>26.1 (2.9)</td>
</tr>
<tr>
<td>Frontal Assessment Battery</td>
<td>12.6 (3.8)</td>
</tr>
<tr>
<td>Vocal intensity (dB)</td>
<td>61.6 (4.2)</td>
</tr>
<tr>
<td><strong>Prosody</strong></td>
<td></td>
</tr>
<tr>
<td>Speed of speech production</td>
<td>2.7 (0.7)</td>
</tr>
<tr>
<td>Rhythm of speech production</td>
<td>2.6 (0.7)</td>
</tr>
<tr>
<td><strong>Articulation</strong></td>
<td></td>
</tr>
<tr>
<td>Initial consonants</td>
<td>3.3 (0.6)</td>
</tr>
<tr>
<td>Vowels</td>
<td>3.3 (0.5)</td>
</tr>
<tr>
<td>Groups of consonants</td>
<td>3.2 (0.7)</td>
</tr>
<tr>
<td>Multisyllable words</td>
<td>3.3 (0.6)</td>
</tr>
<tr>
<td>Repetition of sentences</td>
<td>3.1 (0.6)</td>
</tr>
</tbody>
</table>

**Multiple Linear Regression Models**

In order to identify the best model to predict participant accuracy (assessed as the performance index), several multiple linear regression models were considered. Multimedia Appendix 1 shows all estimated models with their respective AIC scores. Comparing the AICs in all the models, model ad ($F_{6,9}=4.91$, $P=.02$, $R^2=.77$), which included the neuropsychological and articulation clusters, was the best one (AIC 130.69; Multimedia Appendix 1).

When checking for the coefficients of this model, 2 predictors were found to explain a significant amount of the variance of accuracy. The predictors that significantly accounted for accuracy were the MMSE ($\beta=6.16$, $t_9=3.88$, $P=.004$) and repetition of sentences ($\beta=31.14$, $t_9=2.71$, $P=.02$). Of importance, among the nonsignificant predictors, 3 (ie, initial consonant, group of consonants, and multisyllable words) had a variance inflation factor (VIF) >10 (tolerance statistics: $1/$VIF<0.1), showing multicollinearity [33,34]. As a consequence, a new model was performed, removing all the nonsignificant and collinear predictors by entering only the MMSE and repetition of sentences. The results confirmed the previous model, namely that the MMSE and repetition of sentences were significant predictors of accuracy: MMSE ($\beta=3.70$, $t_{13}=3.26$, $P=.006$) and repetition of sentences ($\beta=22.06$, $t_{13}=4.16$, $P=.001$). The AIC value of this final model was 130.11, showing that it was the best model compared with the previous ones (Multimedia Appendix 1).

To test the assumptions of the linear regression model, diagnostic statistics were performed. The model met the assumption of independence (Durbin-Watson 2.29, $P=.68$). The Q-Q plot of standardized residuals suggested that the residuals were normally distributed. Tolerance statistics (1/VIF) indicated that multicollinearity was not a concern (MMSE tolerance .92; repetition of sentences tolerance .92).

The standardized values were .57 (MMSE) and .73 (repetition of sentences). The first value suggests that as the MMSE increases by 1 standard deviation (2.89 points), the performance index increases by 1 standard deviation as well (10.6%). This prediction is true only if the repetition of sentences is constant. The second standardized value predicts that every time the repetition of sentences improves by 1 standard deviation (0.6 points), the performance index increases by 1 standard deviation (13.6%). This interpretation is true only if the MMSE is fixed.

**Discussion**

**Principal Findings**

This work aimed to investigate whether cognitive and/or linguistic functions could predict the user’s performance in operating an off-the-shelf voice assistant. To this end, a group of users suffering from motor and cognitive difficulties was invited to a living laboratory. The lab was purposefully equipped with a voice assistant connected to several smart devices (ie, TV, lamps, floor fan), and participants were asked to perform specific tasks following the experimenter’s instructions. In order to assess user performances, interactions with the voice assistant were video recorded. Cognitive and linguistic functions were assessed with standardized inventories and subsequently related to the user performances with the voice assistant.

The performance index was found to be predicted by the overall cognitive abilities, as assessed by the score on the MMSE and by the ability to repeat sentences. In other words, a minimum level of residual cognitive functioning (ie, MMSE score above the cutoff [≥24]) is recommended to effectively operate a voice assistant. Among the linguistic skills, the ability to repeat sentences was necessary. These findings contribute to provide specific indications of the level of inclusion of commercial voice assistants.

More generally, the average accuracy was around 60%, extending previous findings that were limited to synthesized
utterances [17]. Different than the previous studies, we arranged a living lab and involved actual users with disabilities in a realistic group situation. This approach allowed us to identify and categorize the most prominent types of errors emerging during the interaction. The most frequent mistakes were phrasing errors (41.2%), highlighting the difficulties of participants to respect the syntax of the voice command, especially when the command was long. The second most frequent error consisted of the difficulty in respecting the timing imposed by the device (40.7%), as already reported by Pradhan and colleagues [7]. Specifically, participants uttered the command too quickly or too slowly, showing a tendency to ignore the feedback of the voice assistant. This was probably due to the lack of saliency of the feedback provided by Google Home after the waking command [35], which consists only of dim lights moving on top of the device. Additionally, two other types of errors emerged, relating to difficulty of comprehension of the request (10.4%) and pronunciation issues (7.7%). The latter was limited to English words. These findings suggest significant implications for the design of universal voice assistants. First, more salient feedback should be included to make it easier for users with disabilities to interact with the system. Additionally, the timing should be adjustable to better respond to the actual abilities of the user and adapt to their proficiency in using it over time. Finally, to increase the likelihood of users remembering how to operate the voice assistant, commands should include familiar words.

These results are particularly relevant because they provide new implications for the design of voice assistants using an inclusive design perspective that also considers users with special needs. On the other hand, these findings can provide an indication to caregivers, both family members and health care professionals, for choosing assistive technologies that are suitable for the people they assist. More specifically, the ability to interact and use voice assistants does not depend exclusively on linguistic skills, as it could seem. In fact, aspects related to cognitive functions, in particular the global level of cognitive functioning, seem to play a crucial role. Hence, linguistic and cognitive abilities predict performance with voice assistants. Users with severe cognitive impairment (MMSE score <18) [36] may still be able to use these systems effectively (performance index >50%) if their level of linguistic skills is normal (Robertson Dysarthria Profile = 4) [29], which somehow compensates for the cognitive difficulties. Similarly, a user with severe difficulty in articulating sentences may successfully use voice assistants if they have a normal level of cognitive functioning such that they can invoke compensative strategies. Taken together, these findings may serve as promising indicators to foresee the degree of accessibility of voice assistants. Importantly, the predictors employed in this study are extracted from standardized inventories that are highly widespread and administered in many clinical environments.

Finally, despite the mistakes, participants positively received the system and enjoyed their experience, consistent with the findings of Pradhan and colleagues [7]. Users found the system useful and reported that they would like to have it at their own houses. In addition, they suggested that such a system would be helpful in compensating for their difficulties with movements (eg, opening doors). The positive user opinions about the system revealed the general acceptance of voice assistants, highlighting the importance of using these mainstream systems in the field of assistive technologies in order to help users with disabilities regain some independence and increase their quality of life.

This study suggests that with specific and targeted adjustments a commercial voice assistant can be turned into an assistive technology that can effectively complement the individual’s skills. Indeed, voice assistants could offer tremendous benefits. First of all, these systems are widespread and inexpensive compared with assistive technologies, which are often harder to find and costly. Furthermore, assistive technologies can be stigmatizing. The fear of feeling exposed and feelings of autonomy and dignity loss are significant barriers to the adoption of assistive technology [37]. On the other hand, the popularity of voice assistants, as well as their appealing design, may make them really inclusive technology, being helpful to individuals with or without disabilities.

**Limitations**

We acknowledge that this study has some limitations. First, the sample size was limited to 16 participants. Therefore, further studies should extend our findings with larger and even more heterogenous samples. In addition, we have explored a likely use scenario, where users interact with the voice assistant in a group situation, as happens in shared living environments. Nevertheless, future experiments should also investigate a use scenario in which the user operates the system individually to examine more closely the interaction between the individual and the voice assistant.

**Conclusions**

In this work we report on a group experiment involving users with motor, linguistic, and cognitive difficulties that was meant to predict participant performances based on their level of cognitive and linguistic skills. Previous studies did not involve actual users or consider their capabilities. For the first time, we conducted an experiment in a living lab with individuals with disabilities and provide a detailed report of their performances and difficulties. More importantly, participant performances showed they could be predicted by their residual level of cognitive and linguistic capabilities. In addition, these results contribute to the field of assistive technology by describing the different types of errors made by users and providing design implications.

The enthusiastic reaction of participants highlights the potential of voice assistants to provide or return some autonomy in basic activities, like turning the light on/off when they are lying in bed. Further research effort should be devoted to fine-tuning voice assistants to better serve users’ needs and evaluating in the field to what extent the systems are actually helpful. To conclude, by polishing the existing widespread voice assistants, there will be the concrete opportunity to increase the quality of life of people with disabilities by providing them with truly inclusive technology.
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Multimedia Appendix 1

Linear regression models considered in the analyses with their respective values of R2, adjusted R2, and Akaike information criterion.
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